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Loss-Based Congestion Control
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* Halve the sending rate and do it again!



Refinements

* Change the congestion avoidance inflation algorithm

* Try to detect the difference between isolated damage packet loss and
gueue overload loss

* Better understand the relationship between network buffers and
protocol performance
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Is there a "better" way?
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* Detect queue formation through
pulsed testing and delay
sensitivity
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0 Abstract o
A

We propose a scheme for congestion avoidance in networks using a connectionless protocol at the network layer.
The scheme uses a minimal amount of feedback from the network to the users, who adjust the amount of traffic @
allowed into the network. The routers in the network detect congestion and set a congestion-indication bit on a@
packets flowing in the forward direction. The congestion indication is communicated back to the users through the
transport-level acknowledgment. The scheme is distributed, adapts to the dynamic state of the network, converges
to the optimal operating point, is quite simple to implement, and has low overhead. The scheme maintains fairness
in service provided to multiple sources. This paper presents the scheme and the analysis that went into the choice
of the various decision mechanisms. We also address the performance of the scheme under transient changes in <

the network and pathological overload conditions.
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A Proposal to add Explicit Congestion Notification
Status of this Memo

al Protocol for the Internet
pecify an Internet standard of any kind.
estions for improvement are requested.

of this memo is unlimited.

This memo defines an Experi
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Discussion and
Distributi

yright Notice
Copyright (C) The Internet Society (1999). All Rights Reserved.
Abstract

January 1999| This note describes a proposed addition of ECN (Explicit Congestion
Notification) to IP. TCP is currently the dominant transport
protocol used in the Internet. We begin by describing TCP's use of
packet drops as an indication of congestion. Next we argue that with
the addition of active queue management (e.g., RED) to the Internet
infrastructure, where routers detect congestion before the queue
overflows, routers are no longer limited to packet drops as an
indication of congestion. Routers could instead set a Congestion
Experienced (CE) bit in the packet header of packets from ECN-capable
transport protocols. We describe when the CE bit would be set in the
routers, and describe what modifications would be needed to TCP to
make it ECN-capable. Modifications to other transport protocols
(e.g., unreliable unicast or multicast, reliable multicast, other
reliable unicast transport protocols) could be considered as those
protocols are developed and advance through the standards process.
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The Addition of Explicit Con ion Notification (ECN) to IP

Status of this Memo

specifies an Internet standards track protocol for the
et community, and requests discussion and suggestions for
mprovements. Please refer to the current edition of the "Internet
Official Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this memo is unlimited.

Copyright Notice
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Abstract

This memo specifies the incorporation of ECN (Explicit Congestion
Notification) to TCP and IP, including ECN's use of two bits in the
IP header.
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Low Latency, Low Loss, and Scalable Throughput (L4S) Internet Service:
Architecture

Abstract

This document describes the L4S architecture, which enables Internet
applications to achieve low queuing latency, low congestion loss, and
scalable throughput control. L4S is based on the insight that the
root cause of queuing delay is in the capacity-seeking congestion
controllers of senders, not in the queue itself. With the L4S
architecture, all Internet applications could (but do not have-to)
= away Trom congestion control algorithms that cause
substantial queuing delay and instead adopt a new class of congestion
controls that can seek capacity with very little queuing. These are
aided by a modified form of Explicit Congestion Notification (ECN)
from the network. With this new architecture, applications can have
both low latency and high throughput.

The architecture primarily concerns incremental deployment. It
defines mechanisms that allow the new class of L4S congestion
controls to coexist with 'Classic’' congestion controls in a shared
network. The aim is for L4S latency and throughput to be usually
much better (and rarely worse) while typically not impacting Classic
performance.



ECN Control Loop
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* A router “marks” IP packets at the onset of queue formation with a
bit signal

* The Receiver echoes this bit up into the transport protocol reverse
flow

* The sender reduces its sending window size (and notifies the receiver
that it was performed this window reduction)



ECN Control Loop

Congested Queve Stade

ECN

e Dada @
oo & o o s e, o

Senser V1 . e Qecewer

* A router “marks” IP packets at the onset of queue formation with a
bit signal

* The Receiver echoes this bit up into the transport protocol reverse
flow

* The sender reduces its sending window size (and notifies the receiver
that it was performed this window reduction)



IP Header

Traffic Class | Flow Label

Payload Length |

Next Header | Hop Limit

L e br el
Version | IHL Type of Service Total Length
Identification Flags Fragment Offset
Time To Live Protocol Header Checksum

Source Address

Destination Address

Options

Padding

Precedence

ECN Bits

0 0 — Non-ECN Capable Transport
0 1 — ECN Capable TransporT

10 - ECN Capable Transport

1 1 - Congestion Experienced



TCP

Source Port Destination Port
E; Sequence Number
Acknowledgment Number
pata we A Window
offset A GIK [HIT ININ
Checksum Urgent Pointer
TCP Options Padding

TCP Data

ECE — receiver back to sender — CE received
CWR - sender to receiver — Congestion Window Reduced

SYN+ECE+CWR — ECN capable on session start
SYN+ACK+ECE - ECN capable response



ECN Measures

Packet Count (by remote IP addresses) for Feb/March 2025
0. IP Sources 303,545,388

1. IPECT 6,815,753 (2.45% of sources)
2. IPCE 1,098,965 (16.12% of ECT sources)



ECN Measures

Packet Count (by remote IP addresses)

0. IP Sources 303,545,388

1. IPECT 6,815,753 (2.45% of sources)

2. IPCE 1,098,965 (16.12% of ECT sources)
3. TCP ECN Opt 7,478,207 (2.46% of sources)

4. TCP ECE (Rec’d) 20,862 (0.27% of TCP sources)
5. TCP CWR (Rec’d) 335,209 (4.48% of TCP sources)



IP ECT by Country




TCP ECN Option by Country




Country Table

cC
LI
JE
LU
JP
MO
BS
FR
NZ

GL
VN
SV
AE
GB
AD
DE

Country
Liechtenstein, Western Europe, Europe
Jersey, Northern Europe, Europe
Luxembourg, Western Europe, Europe
Japan, Eastern Asia, Asia
Macao Special Administrative Region of China, Eastern Asia, Asia
Bahamas, Caribbean, Americas
France, Western Europe, Europe
New Zealand, Australia and New Zealand, Oceania
India, Southern Asia, Asia
Greenland, Northern America, Americas
Vietnam, South-Eastern Asia, Asia
El Salvador, Central America, Americas
United Arab Emirates, Western Asia, Asia
United Kingdom of Great Britain and Northern Ireland, Northern Europe, Europe
Andorra, Southern Europe, Europe
Germany, Western Europe, Europe

7.72%
7.23%
6.41%
5.30%
4.62%
4.53%
4.39%
4.29%
4.06%
3.78%
3.60%
3.53%
3.43%
3.41%
3.38%
3.28%

IP ECT Rate TCP ECN Opt Rate

7.72%
7.27%
6.63%
6.37%
5.26%
4.81%
4.58%
5.53%
0.25%
3.96%
3.92%
0.45%
3.57%
5.78%
4.40%
4.18%

Samples
661
2,490
23,518
3,423,773
73,602
14,423
1,949,995
95,892
17,880,174
2,649
1,777,402
109,548
397,903
1,788,972
2,157
1,955,293
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