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1. Introduction

Thi s docunent describes the Network Tinme Protocol (NTP), a protoco
for synchronizing a set of network clocks using a set of distributed
clients and servers. NIP is built on the User Datagram Protoco
(UDP) [13], which provides a connectionless transport nechanism It
is evolved fromthe Tinme Protocol [7] and the | CVMP Ti nestanp nessage
[6] and is a suitable replacenent for both.

NTP provi des the protocol nechanisns to synchronize tinme in principle
to precisions in the order of nanoseconds while preserving a

non- anbi guous date, at least for this century. The protocol includes
provisions to specify the precision and estinmated error of the | oca
clock and the characteristics of the reference clock to which it may
be synchroni zed. However, the protocol itself specifies only the
data representati on and nessage formats and does not specify the
synchroni zing algorithns or filtering mechani sns.

O her mechani sms have been specified in the Internet protocol suite
to record and transnit the tine at which an event takes place,

i ncluding the Daytime protocol [8] and IP Tinestanp option [9]. The
NTP is not meant to displace either of these mechanisnms. Additiona
i nformati on on network time synchronization can be found in the
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Ref erences at the end of this docunent. An earlier synchronization
protocol is discussed in [3] and synchronization algorithns in [2],
[5], [10] and [12]. Experinental results on neasured roundtrip del ays
and clock offsets in the Internet are discussed in [4] and [11]. A
conpr ehensi ve mat hematical treatment of clock synchronization can be
found in [1].

2. Service Mde

The intent of the service for which this protocol is designed is to
connect a few primary reference cl ocks, synchronized by wire or radio
to national standards, to centrally accessable resources such as

gat eways. These gateways woul d use NTP between themto cross-check
the primary clocks and mitigate errors due to equi pnment or
propagation failures. Some nunber of |ocal-net hosts, serving as
secondary reference clocks, would run NTP with one or nore of these
gateways. |In order to reduce the protocol overhead, these hosts
woul d redistribute tine to the remaining |l ocal-net hosts. |In the
interest of reliability selected hosts m ght be equipped with | ess
accurate but |ess expensive radi o clocks and used for backup in case
of failure of the primary and/ or secondary cl ocks or comunication
pat hs between them

In the normal configuration a subnetwork of primary and secondary
clocks will assume a hierarchical organization with the nore accurate
cl ocks near the top and the | ess accurate below. NTP provides
informati on that can be used to organize this hierarchy on the basis
of precision or estinated error and even to serve as a rudi nentary
routing algorithmto organi ze the subnetwork itself. However, the
NTP protocol does not include a specification of the algorithms for
doing this, which is left as a topic for further study.

3. Protocol Overview

There is no provision for peer discovery, acquisition, or
authentication in NTP. Data integrity is provided by the IP and UDP
checksuns. No reachability, circuit-managenent, duplicate-detection
or retransmssion facilities are provided or necessary. The service
can operate in a symetric node, in which servers and clients are

i ndi stinguishable yet maintain a snall anount of state information,
or in an unsymmetric node in which servers need maintain no client
state other than that contained in the client request. Mreover,
only a single NTP nessage format is necessary, which sinmplifies

i mpl enentati on and can be used in a variety of solicited or
unsolicited polling mechanismns.

In what nmay be the nbst comon (unsymetric) nobde a client sends an
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NTP message to one or nore servers and processes the replies as

recei ved. The server interchanges addresses and ports, fills in or
overwites certain fields in the nessage, recal cul ates the checksum
and returns it imediately. Information included in the NTP nessage
all ows each client/server peer to determ ne the tinmekeeping
characteristics of its other peers, including the expected accuracies
of their clocks. Using this information each peer is able to sel ect
the best tine from possibly several other clocks, update the |oca
clock and estimate its accuracy.

It should be recognized that clock synchronization requires by its
nature |l ong periods and multiple conmparisons in order to naintain
accurate tinmekeeping. Wile only a few conpari sons are usually
adequate to maintain local time to within a second, primarily to
protect agai nst broken hardware or synchronization failure, periods
of hours or days and tens or hundreds of conparisons are required to
maintain local time to within a fewtens of nmilliseconds.
Fortunately, the frequency of conparisons can be quite small and

al nost al ways non-intrusive to normal network operations.

4., State Variables and Formats

NTP timestanps are represented as a 64-bit fixed-point nunber, in
seconds relative to 0000 UT on 1 January 1900. The integer part is
inthe first 32 bits and the fraction part in the last 32 bits, as
shown in the foll ow ng di agram

0 1 2 3
01234567890123456789012345678901
A S S S e i S R T S S i SR S

| I nt eger Part
B s i S i I i S S S i i
| Fraction Part
T S I S S T R S S SR S

This format all ows convenient nultiple-precision arithmetic and
conversion to Time Protocol representation (seconds), but does
conplicate the conversion to | CMP Ti mestanp message representation
(mlliseconds). The loworder fraction bit increnents at about

0. 2-nanosecond intervals, so a free-running one-mllisecond clock
will be in error only a small fraction of one part per mllion, or
| ess than a second per year

In some cases a particular tinestanp may not be avail able, such as

when the protocol first starts up. |In these cases the 64-bit field
is set to zero, indicating the value is invalid or undefined.
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Following is a description of the various data itens used in the
protocol. Details of packet formats are presented in the Appendices.

Leap | ndi cator

This is a two-bit code warning of an inpending | eap-second to be
inserted in the internationally coordinated Standard Ti ne
broadcasts. A | eap-second is occasionally added or subtracted
from Standard Tinme, which is based on atom c clocks, to maintain
agreenment with Earth rotation. Wen necessary, the corrections
are notified in advance and executed at the end of the |ast day of
the month in which notified, usually June or Decenber. Wen a
correction is executed the first mnute of the follow ng day will
have either 59 or 61 seconds.

St at us

This is a six-bit code indicating the status of the local clock
Val ues are assigned to indicate whether it is operating correctly
or in one of several error states.

Ref erence C ock Type

This is an eight-bit code identifying the type of reference clock
used to set the local clock. Values are assigned for primary

cl ocks (locally synchronized to Standard Tine), secondary cl ocks
(renotely synchroni zed via various network protocols) and even
eyebal | -and-wri stwat ch.

Pr eci si on

This is a 16-bit signed integer indicating the precision of the

| ocal clock, in seconds to the nearest power of two. For

i nstance, a 60-Hz |ine-frequency clock would be assigned the val ue
-6, while a 1000-Hz crystal clock would be assigned the value -10.

Esti mated Error

This is a 32-bit fixed-point nunber indicating the estimted error
of the local clock at the time |ast set. The value is in seconds,
with fraction point between bits 15 and 16, and is conputed by the
sender based on the reported error of the reference clock, the
precision and drift rate of the local clock and the tine the |oca
clock was | ast set. For statistical purposes this quantity can be
assuned equal to the estinmated or conputed standard deviation, as
described in [12].
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Estimated Drift Rate

This is a 32-bit signed fixed-point nunber indicating the
estimated drift rate of the local clock. The value is

di nensionl ess, with fraction point to the left of the high-order
bit. Wile for nost purposes this value can be estinmated based on
the hardware characteristics, it is possible to conpute it quite
accurately, as described in [12].

Ref erence Clock Identifier

This is a 32-bit code identifying the particular reference clock
The interpretation of its value depends on val ue of Reference
Clock Type. In the case of a primary clock locally synchronized
to Standard Tinme (type 1), the value is an ASCI| string
identifying the clock. 1In the case of a secondary clock renotely
synchroni zed to an Internet host via NTP (type 2), the value is
the 32-bit Internet address of that host. |In other cases the

val ue i s undefi ned.

Ref erence Ti nestanp

This is a 64-bit tinestanp established by the server or client
host as the tinmestanp (presunmably obtained froma reference cl ock)
nost recently used to update the local clock. |If the local clock
has never been synchroni zed, the value is zero.

Oiginate Tinestanp

This is a 64-bit tinestanp established by the client host and
specifying the local time at which the request departed for the
service host. It wll always have a nonzero val ue

Recei ve Ti nestanp

This is a 64-bit tinestanp established by the server host and
specifying the local time at which the request arrived fromthe
client host. |If no request has ever arrived fromthe client the
value is zero

Transmit Ti nestanp
This is a 64-bit tinestanp established by the server host and
specifying the local time at which the reply departed for the

client host. |If no request has ever arrived fromthe client the
value is zero
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5.

Prot ocol Operation

The intent of this docunent is to specify a standard for data
representati on and nessage format which can be used for a variety of
synchroni zing algorithns and filtering mechani sms. Accordingly, the
information in this section should be considered a guide, rather than
a conci se specification. Nevertheless, it is expected that a
standard Internet distributed tinekeeping protocol with concisely
speci fied synchronizing and filtering algorithns can be evol ved from
the information in this section

5.1. Protocol Mdes
The distinction between client and server is significant only in

the way they interact in the request/response interchange. The
same NTP nessage format is used by each peer and contains the sane

data relative to the other peer. In the unsymretric node the
client periodically sends an NTP nessage to the server, which then
responds within sone interval. Usually, the server sinply

i nterchanges addresses and ports, fills in the required

i nformati on and sends the nessage right back. Servers operating in
the unsymetric node then need retain no state information between
client requests.

In the symretric nmode the client/server distinction disappears.
Each peer maintains a table with as many entries as active peers,
each entry including a code uniquely identifying the peer (e.g.
Internet address), together with status information and a copy of
the Originate Tinestanp and Receive Tinestanp val ues | ast received
fromthat peer. The peer periodically sends an NTP nessage to each
of these peers including the | atest copy of these tinestanps. The
i nterval between sendi ng NTP nmessages is managed solely by the
sendi ng peer and is unaffected by the arrival of NIP nessages from
ot her peers.

The node assumed by a peer can be determined by inspection of the
UDP Source Port and Destination Port fields (see Appendix A). |If
both of these fields contain the NTP service-port nunber 123, the
peer is operating in symretric node. |If they are different and
the Destination Port field contains 123, this is a client request
and the receiver is expected to reply in the manner descri bed
above. |If they are different and the Source Port field contains
123, this is a server reply to a previously sent client request.
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2. Message Processing

The significant events of interest in NTP occur usually near the
times the NTP nessages depart and arrive the client/server. In
order to maintain the highest accuracy it is inportant that the
ti mestanps associated with these events be conputed as cl ose as
possible to the hardware or software driver associated with the
conmuni cations link and, in particular, that departure timestanps
be reconputed for each retransm ssion, if used at the link |evel.

An NTP nessage is constructed as follows (see Appendix B). The
source peer constructs the UDP header and the LI, Status,

Ref erence C ock Type and Precision fields in the NTP data portion
Next, it determ nes the current synchronizing source and
constructs the Type and Reference Clock lIdentifier fields. From
its tinmekeeping algorithm (see [12] for exanples) it determn nes
the Reference Tinestanp, Estinated Error and Estimated Drift Rate
fields. Then it copies into the Receive Tinestanp and Transmit
Timestanmp fields the data saved fromthe | atest nessage received
fromthe destination peer and, finally, conputes the Oiginate

Ti mestanp fi el d.

The destination peer calculates the roundtrip delay and cl ock

of fset relative to the source peer as follows. Let t1, t2 and t3
represent the contents of the Originate Tinestanp, Receive

Ti mestanp and Transmt Tinmestanp fields and t4 the local tinme the
NTP nmessage is received. Then the roundtrip delay d and cl ock
offset c is:

d=(t4-t1) - (t3-1t2) and c = (t2 - t1 +1t3 - td4)/2 .

The inplicit assunption in the above is that the one-way delay is
statistically half the roundtrip delay and that the intrinsic
drift rates of both the client and server clocks are snall and
close to the sane val ue.

3. Network Considerations

The client/server peers have an opportunity to learn a good dea
about each other in the NTP nessage exchange. For instance, each
can | earn about the characteristics of the other clocks and sel ect
among them the nost accurate to use as reference clock, compute
the estinmated error and drift rate and use this information to
manage the dynam cs of the subnetwork of clocks. An outline of a
suggested nechanismis as follows:

Included in the table of tinmestanps for each peer are state

[ Page 7]



RFC 958 Sept enber
Net wor k Ti ne Protoco

MIls

variables to indicate the precision, as well as the current
estimted delay, offset, error and drift rate of its local clock
These vari abl es are updated for each NTP nessage received fromthe
peer, after which the estinmated error is periodically reconputed
on the basis of elapsed tinme and estimated drift rate.

Assumi ng synmetric node, a polling interval is established for
each peer, depending upon its normal synchronization source,
precision and intrinsic accuracy, which mght be determined in
advance or even as the result of observation. The delay and

cl ock-of fset sanpl es obtained can be filtered using

maxi mum | i kel i hood techni ques and al gorithnms described in [12].

Fromtinme to tine a local -clock correction is conmputed fromthe

of fset data accunul ated as above, perhaps using algorithns
described in [10] and [12]. The correction causes the |local clock
to run slightly fast or slowto the corrected tinme or to junp

i nstantaneously to the correct tine, depending on the nagnitude of
the correction. See [5] and [11] for a discussion of |ocal-clock
i mpl enent ati on nodel s and synchroni zing algorithms. Note that the
expectation here is that all network clocks are maintained by
these algorithns, so that manual intervention is not normally
required.

As a byproduct of the above operations an estimate of |ocal-clock
error and drift rate can be conputed. Note that the magnitude of
the error estimate nust always be greater than that of the

sel ected reference clock by at |east the inherent precision of the
local clock. It does not take a | eap of imagination to see that
the estinmated error, delay or precision, or some conbination of
them can be used as a nmetric for a sinple mn-hop-type routing
algorithmto organi ze the subnetwork so as to provide the nost
accurate time to all peers and to provide automatic fallback to
alternate sources in case of failures.

A variety of network configurations can be included in the above
scenario. In the case of networks supporting a broadcast
function, for example, NTP nessages can be broadcast from one or
nore server hosts and picked up by client hosts sharing the sane
cable. Since typical networks of this type have a very | ow
propagati on delay, the roundtrip-delay cal culation can be omtted
and the clients need not broadcast in return. Thus, the

requi rement to save per-peer tinestanps is renmpoved, so that the
Recei ve Tinestanp and Transmit Tinestanp fields can be set to zero
and the | ocal -clock offset beconmes sinply the difference between
the Originate Tinestanp and the local time upon arrival. 1In the
case of long-delay satellite networks with broadcast capabilities,
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an accurate neasure of roundtrip delay is usually available from

the channel -scheduling algorithm so the per-peer tinmestanps again
can be avoi ded.

4. Leap Seconds

A standard nechanismto effect |eap-second correction is not a
part of this specification. It is expected that the Leap

I ndicator bits would be set by hand in the prinmary reference
clocks, then trickle down to all other clocks in the network,

whi ch woul d execute the correction at the specified tinme and reset
the bits.
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Appendi x A. UDP Header For mat

An NTP packet consists of the UDP header followed by the NTP data
portion. The format of the UDP header and the interpretation of its
fields are described in [13] and are not part of the NITP
specification. They are shown bel ow for conpl et eness.

0 1 2 3
01234567890123456789012345678901
T S A S S I T S I S

| Source Port | Destination Port |
I I T S i i it S S S it S
| Length | Checksum

B T I T R e e e it coT T S T e e e T R i st sT S T O I SR g
Sour ce Port

UDP source port nunber. In the case of unsymetric node and a
client request this field is assigned by the client host, while
for a server reply it is copied fromthe Destination Port field of
the client request. In the case of symmetric node, both the
Source Port and Destination Port fields are assigned the NTP

servi ce-port nunber 123.

Destination Port
UDP destination port nunber. In the case of unsymmetric node and a
client request this field is assigned the NTP service-port nunber
123, while for a server reply it is copied formthe Source Port
field of the client request. |In the case of symetric node, both
the Source Port and Destination Port fields are assigned the NTP
servi ce-port number 123.

Length
Length of the request or reply, including UDP header, in octets.

Checksum

St andard UDP checksum
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Appendi x B. NTP Data For mat

The format of the NTP data portion, which imediately follow the UDP
header, is shown bel ow along with a description of its fields.

0 1 2 3
01234567890123456789012345678901
B i T S T T i I i i S I e
Ll | Status | Type | Preci si on

R e s o S e T S T T i R e e e e o o i

Estimated Error
i T i e e i T i e S e S e e e I S R S o s e ol o
Estimated Drift Rate |
B i T S T T i I i i S I e
Ref erence C ock Identifier |
R e s o S e T S T T i R e e e e o o i

T S S N S o S S S S S S S it Sl DU DU S

Oiginate Tinestanp (64 bits)

R o o i e it it (R R R R S S S S S S S s st S o
Recei ve Tinestanp (64 bits)
R o o e i i o e e S e e sl TR T S S S e O s i il i

Ref erence Timestanp (64 bits)
Transmit Tinestanp (64 bits)

+
|
+
|
+
|
+
|
+
| |
| |
| |
+ +
| |
| |
| |
+ +
| |
| |
| |
+ +
| |
| |
| |
I T S S e S S e S i SuE S S

Leap Indicator (LI)

Code warni ng of inpending | eap-second to be inserted at the end of
the last day of the current nonth. Bits are coded as foll ows:

00 no war ni ng
01 +1 second (follow ng mnute has 61 seconds)
10 -1 second (follow ng mnute has 59 seconds)
11 reserved for future use

St at us

Code indicating status of |ocal clock. Values are defined as
fol | ows:
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0 cl ock operating correctly

1 carrier |oss

2 synch | oss

3 format error

4 interface (Type 1) or link (Type 2) failure
(additional codes reserved for future use)

Ref erence C ock Type
(Type)

Code identifying the type of reference clock. Values are defined
as follows:

0 unspeci fied

1 primary reference (e.g. radi o clock)

2 secondary reference using an Internet host via NTP

3 secondary reference using some other host or protoco
4 eyebal | -and-wi stwat ch

(additional codes reserved for future use)

Pr eci si on

Signed integer in the range +32 to -32 indicating the precision of
the local clock, in seconds to the nearest power of two.

Estimated Error
Fi xed- poi nt nunber indicating the estimated error of the |oca
clock at the tine |ast set, in seconds with fraction point between
bits 15 and 16.

Estimated Drift Rate
Si gned fi xed-point nunber indicating the estimated drift rate of
the local clock, in dimensionless units with fraction point to the
left of the high-order bit.

Ref erence d ock
I dentifier

Code identifying the particular reference clock. In the case of
type 1 (primary reference), this is a left-justified, zero-filled
ASCI| string identifying the clock, for exanple:

WAVB WAB radio clock (60 KHz)
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GCES GCES satellite clock (468 Hw)
VWAY/ WAV radio clock (2.5/5/10/15/20 Miz)
(and ot hers as necessary)
In the case of type 2 (secondary reference) this is the 32-bit
I nternet address of the reference host. In other cases this field
is reserved for future use and should be set to zero.
Ref erence Ti nestanp
Local time at which the local clock was | ast set or corrected.
Originate Tinestanp

Local tinme at which the request departed the client host for the
servi ce host.

Recei ve Ti nestanp
Local time at which the request arrived at the service host.
Transmt Ti nestanp

Local tinme at which the reply departed the service host for the
client host.
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