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Abst r act

RFC 4762 describes a mechanismto renove or unlearn Media Access
Control (MAC) addresses that have been dynamically learned in a
Virtual Private LAN Service (VPLS) instance for faster convergence on
topol ogy changes. The procedure al so rembves MAC addresses in the
VPLS that do not require relearning due to such topol ogy changes.
Thi s docunment defines an enhancenent to the MAC address w thdraw
procedure with an enpty MAC |ist (RFC 4762); this enhancenent enables
a Provider Edge (PE) device to renpve only the MAC addresses that
need to be relearned. Additional extensions to RFC 4762 MAC w t hdraw
procedures are specified to provide an optimzed MAC flushing for the
Provi der Backbone Bridging (PBB) VPLS specified in RFC 7041.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7361.
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1. Introduction

A method of Virtual Private LAN Service (VPLS), also known as
Transparent LAN Services (TLS), is described in [RFC4762]. A VPLS is
created using a collection of one or nore point-to-point pseudow res
(PWs) [RFC4664] configured in a flat, full-nmesh topol ogy. The nesh

t opol ogy provides a LAN segnment or broadcast donmain that is fully
capabl e of learning and forwardi ng on Ethernet Media Access Contro
(MAC) addresses at the Provider Edge (PE) devices.

This VPLS full-mesh core configuration can be augnmented with
addi ti onal non-neshed spoke nodes to provide a Hierarchical VPLS
(HVPLS) service [ RFC4762]. Throughout this docunent, this
configuration is referred to as "regular" H VPLS.

[ RFC7041] describes how Provi der Backbone Bridging (PBB) can be
integrated with VPLS to allow for useful PBB capabilities while
continuing to avoid the use of the Miltiple Spanning Tree Protoco
(MBTP) in the backbone. The conbined solution, referred to as
"PBB-VPLS", results in better scalability in terms of nunber of
service instances, PW, and C MAC (Custoner MAC) addresses that need
to be handled in the VPLS PEs, depending on the location of the

| -component in the PBB-VPLS topol ogy.

A MAC address withdrawal nechanismfor VPLS is described in [ RFC4762]
to renove or unlearn MAC addresses for faster convergence on topol ogy
changes in resilient H VPLS topologies. Note that the H VPLS

topol ogy di scussed in [RFCA762] describes the two-tier hierarchy in
VPLS as the basic building block of HVPLS, but it is possible to
have a nmulti-tier hierarchy in an H VPLS.
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Figure 1 is reproduced from[RFC4762] and illustrates dual - hom ng

in H VPLS
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Figure 1. An Exanple of a Dual -Hormed MIU s

An exampl e usage of the MAC flushing nechanismis the dual - honed

H VPLS where an edge device called the Multi-Tenant Unit sw tch
(MIU-s) [RFCA762] is connected to two PE devices via a primary spoke
PW and backup spoke PW respectively. Such redundancy is designed to
protect against the failure of the primary spoke PWor primary PE
device. There could be multiple nethods of dual-homng in HVPLS
that are not described in [RFC4762]. For exanple, note the follow ng
statenment from Section 10.2.1 of [RFC4762].

How a spoke is designated primary or secondary is outside the

scope of this docunment. For exanple, a spanning tree instance
runni ng between only the MIU-s and the two PE-rs nodes is one

possi bl e met hod. Anot her nethod could be configuration

Thi s docunent intends to clarify several H VPLS dual -hom ng nodel s

that are deployed in practice and various use cases of LDP-based MAC
flushing in these nodels.
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2. Term nol ogy

Thi s docunent uses the term nol ogy defined in [ RFC7041], [RFC5036],
[ RFC4447], and [ RFC4762].

Thr oughout this docunment, "Virtual Private LAN Service" (VPLS) refers
to the enul ated bridged LAN service offered to a custoner. "H VPLS'
refers to the hierarchical connectivity or |ayout of the MIU-s and
the Provi der Edge routing- and switching-capable (PE-rs) devices

of fering the VPLS [ RFC4762].

The terns "spoke node" and "MIU-s" in H VPLS are used
i nt erchangeably.

"Spoke PW refers to the Pseudowire (PW that provides connectivity
bet ween MIU-s and PE-rs nodes.

"Mesh PW refers to the PWthat provides connectivity between PE-rs
nodes in a VPLS full-mesh core.

"MAC flush nmessage" refers to a Label Distribution Protocol (LDP)
address w t hdraw nessage wi thout a MAC List TLV.

A MAC flush nessage "in the context of a PW refers to the nessage
that has been received over the LDP session that is used to set up
the PWused to provide connectivity in VPLS. The MAC flush nessage
carries the context of the PWin ternms of the Forwardi ng Equival ence
Class (FEC) TLV associated with the PW[RFCA762] [ RFC4447].

In general, "MAC flushing" refers to the method of initiating and
processi ng MAC fl ush nessages across a VPLS instance.

2.1. Requirements Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Overview

VWen the MIU-s switches over to the backup PW the requirenent is to
flush the MAC addresses learned in the corresponding Virtual Switch
I nstance (VSI) in peer PE devices participating in the full nesh, to
avoi d the black-holing of frames to those addresses. This is
acconpl i shed by sending an LDP address withdraw nessage -- a new
nmessage defined in this docunent -- fromthe PE that is no | onger
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connected to the MIU-s with the primary PW The new nessage contains
a list of MAC addresses to be renmoved and is sent to all other PEs
over the correspondi ng LDP sessi ons.

In order to minimze the inpact on LDP convergence tine and
scalability when a MAC List TLV contains a | arge nunber of MAC
addresses, many inplenentati ons use an LDP address wi t hdraw nessage
with an enpty MAC list. Wen a PE-rs switch in the full nesh of

H VPLS receives this nessage, it also flushes MAC addresses that are
not affected due to the topol ogy change, thus |eading to unnecessary
fl oodi ng and rel earning. Throughout this docunment, the term "NMAC
flush message" is used to specify an LDP address withdraw nessage
with an enpty MAC |list as described in [RFC4762]. The sol utions
described in this docunent are applicable only to LDP address

wi t hdraw nmessages with enpty MAC |ists.

In a VPLS topol ogy, the core PW remain active and | earni ng happens
on the PE-rs nodes. However, when the VPLS topol ogy changes, the
PE-rs nust relearn using MAC address withdrawal or flushing. As per
the MAC address withdrawal processing rules in [RFC4762], a PE
device, on receiving a MAC flush nessage, renmoves all MAC addresses
associated with the specified VPLS instance (as indicated in the FEC
TLV) except the MAC addresses |earned over the PWassociated with
this signaling session over which the nessage was received.

Thr oughout this docunment, we use the term nol ogy "positive" NMAC
flushing or "flush-all-but-mne" for this type of MAC flush nessage
and its actions.

Thi s docunent introduces an optim zed "negative" MAC flush nessage,
described in Section 3.2, that can be configured to inprove the
response to topol ogy changes in a nunber of Ethernet topol ogies where
the Service Level Agreenment (SLA) is dependent on m ninmal disruption
and fast restoration of affected traffic. This new nmessage is used
in the case of Provider Backbone Bridging (PBB) topologies to
restrict the flushing to a set of service instances (1-SIDs). It is
al so inmportant to note that the MAC flush nessage described in

[ RFCA762], which is called "a positive MAC flush nessage" in this
docunent, MJST al ways be handl ed for Backbone MACs (B-MACs) in cases
where the core nodes change or fail. |In dual-homed or nmulti-honed
edge topol ogies, the procedures in this docunent augnent [RFCA762]
nmessages and provide | ess disruption for those cases.
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3.1. WMAC Flushing on Activation of Backup Spoke PW

This section describes scenarios where MAC flush withdrawal is
initiated on activation of a backup PWin H VPLS.

3.1.1. MAC Flushing Initiated by PE-rs

[ RFC4762] specifies that on failure of the primary PWit is PE3-rs
(Figure 1) that initiates MAC flushing towards the core. However,
note that PE3-rs can initiate MAC flushing only when PE3-rs is

dual -homi ng "aware" -- that is, there is sone redundancy managenent
protocol running between the MIU-s and its host PE-rs devices. The
scope of this docunent is applicable to several dual-hom ng or

mul ti-homi ng protocols. This docunent illustrates that multi-hom ng
can be inmproved with negative MAC flushing. One exanple is BGP-based
mul ti-homing in LDP-based VPLS, which uses the procedures defined in
[VPLS-MH]. In this nmethod of dual -hom ng, PE3-rs woul d neither
forward any traffic to the MIU-s nor receive any traffic fromthe
MIU-s while PEl1-rs is acting as a primary (or designated forwarder).

3.1.2. MAC Flushing Initiated by MIU-s

VWhen dual -homing is achi eved by manual configuration in the MIUs,
the hosting PE-rs devices are dual -hom ng "agnostic", and PE3-rs
cannot initiate MAC flush nmessages. PE3-rs can send or receive
traffic over the backup PW since the dual-honming control is with the
MIU-s only. Wen the backup PWis nmade active by the MIU-s, the
MIU-s triggers a MAC flush nmessage. The nessage is sent over the LDP
session associated with the newly activated PW On receiving the MAC
flush message fromthe MIU-s, PE3-rs (the PE-rs device with a

now active PW would flush all the MAC addresses it has | earned,
except the ones |learned over the newy activated spoke PW PE3-rs
further initiates a MAC flush nmessage to all other PE devices in the
core. Note that a forced switchover to the backup PWcan al so be

i nvoked by the MIU-s due to maintenance or administrative activities
on the former primary spoke PW

The nethod of MAC flushing initiated by the MIU-s is nodel ed after
Topol ogy Change Notification (TCN) in the Rapid Spanning Tree

Protocol (RSTP) [IEEE.802.1Q 2011]. Wen a bridge switches froma
failed link to the backup link, the bridge sends out a TCN nessage
over the newy activated |ink. Upon receiving this nessage, the
upstream bridge flushes its entire list of MAC addresses, except the
ones received over this link. The upstream bridge then sends the TCN
nmessage out of its other ports in that spanning tree instance. The
nmessage is further relayed al ong the spanning tree by the other

bri dges.
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The MAC flushing infornation is propagated in the control plane. The
control - pl ane nessage propagation is associated with the data path
and hence foll ows propagation rules simlar to those used for
forwarding in the LDP data plane. For exanple, PE-rs nodes follow
the data-plane "split-horizon" forwarding rules in HVPLS (refer to
Section 4.4 of [RFC4762]). Therefore, a MAC flush nessage is
propagated in the context of mesh PWs) when it is received in the
context of a spoke PW Wien a PE-rs node receives a MAC flush
nessage in the context of a mesh PW then it is not propagated to

ot her mesh PWs.

3.2. MAC Flushing on Failure

MAC flushing on failure, or "negative" MAC flushing, is introduced in
this docunent. Negative MAC flushing is an inprovenment on the
current practice of sending a MAC flush nessage with an enmpty MAC
list as described in Section 3.1.1. W use the term "negative" NMAC
flushing or "flush-all-fromme" for this kind of flushing action as
opposed to the "positive" MAC flush action in [RFC4762]. |In negative
MAC fl ushing, the MAC flushing is initiated by PEl-rs (Figure 1) on
detection of failure of the primary spoke PW The MAC flush nessage
is sent to all participating PE-rs devices in the VPLS full nesh.
PEl-rs should initiate MAC flushing only if PEl-rs is dual-hom ng
aware. (If PEl-rs is dual-hom ng agnostic, the policy is to not
initiate MAC flushing on failure, since that could cause unnecessary
flushing in the case of a single-homed MIU-s.) The specific dual -
homi ng protocols for this scenario are outside the scope of this
docunent, but the operator can choose to use the optimzed MAC
flushing described in this docunent or the [RFC4762] procedures.

The procedure for negative MAC flushing is beneficial and results in
| ess disruption than the [ RFC4762] procedures, including when the
MIU-s is dual-homed with a variety of Ethernet technol ogi es, not just
LDP. The negative MAC flush message is a nore targeted MAC fl ush,
and the other PE-rs nodes will flush only the specified MACs. This
targeted MAC flush cannot be achieved with the MAC address w t hdraw
nessage defined in [RFC4762]. Negative MAC flushing typically
results in a smaller set of MACs to be flushed and results in |ess

di sruption for these topol ogies.

Note that in the case of negative MAC flushing the |ist SHOULD be
only the MACs for the affected MIU-s. If the list is enpty, then the
negative MAC flush procedures will result in flushing and rel earning
all attached MIU-s devices for the originating PE-rs.
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3.

4.

4.

3. MAC Flushing in PBB-VPLS

[ RFC7041] describes how PBB can be integrated with VPLS to allow for
useful PBB capabilities while continuing to avoid the use of MSTP in
the backbone. The conbined solution, referred to as "PBB-VPLS"
results in better scalability in terns of the nunber of service

i nstances, PW, and C-MACs that need to be handled in the VPLS PE-rs
devices. This docunent describes extensions to LDP MAC fl ushing
procedures described in [RFCA762] that are required to build
desirabl e capabilities for the PBB-VPLS solution

The solution proposed in this docunment is generic and is applicable
when Ml ti-Segnment Pseudow res (Ms-PW) [ RFC6073] are used in

i nterconnecting PE devices in HVPLS. There could be other H VPLS
nodel s not defined in this docunent where the solution may be
appl i cabl e.

Pr obl em Descri ption

This section describes the problens in detail with respect to various
MAC flushing actions described in Section 3.

1. MAC Flushing Optimization in VPLS Resiliency
This section describes the optinizations required in MAC fl ushi ng

procedures when H VPLS resiliency is provided by prinmary and backup
spoke PWs.
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4.1.1. WMAC Flushing Optimzation for Regular H VPLS

Fi gure 2 shows a dual - honed H VPLS scenario for a VPLS instance,
where the problemwi th the existing MAC flushing method is as
expl ained in Section 3.
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Fi gure 2: Dual -Homed MIU-s in Two-Tier Hierarchy H VPLS

In Figure 2, the MIU-s is dual -homed to PEl-rs and PE2-rs. Only the
primary spoke PWis active at the MIU-s; thus, PEl-rs is acting as
the active device (designated forwarder) to reach the full nesh in
the VPLS instance. The MAC addresses of nodes |ocated at access
sites (behind CE-1 and CE-2) are |learned at PEl-rs over the primary
spoke PW Let’'s say X represents a set of such MAC addresses | ocated
behind CE-1. MAC Z represents one of a possible set of other
destinati on MACs. As packets flow from X to other MACs in the VPLS
network, PE2-rs, PE3-rs, and PE4-rs |earn about X on their respective
mesh PW termnating at PEl-rs. Wen the MIU-s switches to the
backup spoke PWand activates it, PE2-rs beconmes the active device
(designated forwarder) to reach the full-nesh core for the MIU-s.
Traffic entering the HHVPLS fromCE-1 and CE-2 is diverted by the
MIU-s to the spoke PWto PE2-rs. Traffic destined from PE2-rs,
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PE3-rs, and PE4-rs to X will be black-holed until the MAC address
aging timer expires (the default is 5 mnutes) or a packet flows from
X to other addresses through PE2-rs.

For exanple, if a packet flows fromMAC Z to MAC X after the backup
spoke PWis active, packets from MAC Z travel fromPE3-rs to PEl-rs
and are dropped. However, if a packet with MAC X as source and MAC Z
as destination arrives at PE2-rs, PE2-rs will now learn that MAC X is
on the backup spoke PWand will forward to MAC Z. At this point,
traffic fromPE3-rs to MAC X will go to PE2-rs, since PE3-rs has al so
| earned about MAC X. Therefore, a mechanismis required to make this
learning nore timely in cases where traffic is not bidirectional.

To avoid traffic black-holing, the MAC addresses that have been

| earned in the upstream VPLS full mesh through PEl-rs must be

rel earned or renoved fromthe MAC Forwardi ng | nformati on Bases (Fl Bs)
inthe VSIs at PE2-rs, PE3-rs, and PE4-rs. |If PEl-rs and PE2-rs are
dual - homi ng agnostic, then on activation of the standby PWfromthe
MIU-s, a MAC flush nessage will be sent by the MIU-s to PE2-rs that
will flush all the MAC addresses learned in the VPLS instance at
PE2-rs fromall other PW except the PWconnected to the MIU-s.

PE2-rs further relays the MAC flush nessages to all other PE-rs
devices in the full nesh. The sane processing rule applies for all
those PE-rs devices: all the MAC addresses are flushed except the
ones | earned on the PWconnected to PE2-rs. For exanple, at PE3-rs
all of the MAC addresses |earned fromthe PW connected to PEl-rs and
PE4-rs are flushed and rel earned subsequently. Before the relearning
happens, floodi ng of unknown destinati on MAC addresses takes pl ace

t hroughout the network. As the nunber of PE-rs devices in the full
mesh increases, the nunber of unaffected MAC addresses flushed in a
VPLS instance al so increases, thus | eading to unnecessary fl ooding
and relearning. Wth a |large nunmber of VPLS instances provisioned in
the H VPLS network topol ogy, the anpbunt of unnecessary fl oodi ng and
rel earning i ncreases. An optimzation, described below, is required
that will flush only the MAC addresses |earned fromthe respective
PW between PEl-rs and ot her PE devices in the full nmesh, to mninmze
the relearning and flooding in the network. In the exanple above,
only the MAC addresses in sets X and Y (shown in Figure 2) need to be
flushed across the core.

The sane case is applicable when PEl-rs and PE2-rs are dual - hom ng
aware and participate in a designated forwarder election. Wen
PE2-rs becones the active device for the MIU-s, then PE2-rs MAY
initiate MAC flushing towards the core. The receiving action of the
MAC flush nessage in other PE-rs devices is the sane as in MAC
flushing initiated by the MIU-s. This is the behavior specified in
[ RFCA762] .
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4.1.2. WMAC Flushing Optimzation for Native Ethernet Access

The analysis in Section 4.1.1 applies also to the native Ethernet
access into a VPLS. |In such a scenario, one active endpoint and one
or nore standby endpoints termnate into two or nore VPLS or H VPLS
PE-rs devices. Exanples of this dual-honed access are I TUT

[1 TU. GB032] access rings or any proprietary nmulti-chassis Link
Aggregation Goup (LAG enulations. Upon failure of the active
native Ethernet endpoint on PEl-rs, an optimzed MAC flush nessage is
required to be initiated by PEl-rs to ensure that on PE2-rs, PE3-rs,
and PE4-rs only the MAC addresses |earned fromthe respective PW
connected to PEl-rs are being flushed.

4.2. Black-Holing Issue in PBB-VPLS

In a PBB-VPLS depl oynent, a B-conponent VPLS (B-VPLS) may be used as
infrastructure to support one or nore |-conponent instances. The

B- VPLS control plane (LDP Signaling) and | earni ng of Backbone MACs
(B-MACs) replace the |I-conponent control plane and | earning of
Customer MACs (C- MAGCs) throughout the MPLS core. This raises an
addi ti onal challenge related to bl ack-hol e avoidance in the

| - component domain as described in this section. Figure 3 describes
the case of a Custoner Edge (CE) device (node A) dual -homed to two

| - conponent instances | ocated on two PBB-VPLS PEs (PEl-rs and
PE2-rS).

| P/ MPLS Core
B +
| PE2-rs |
+----+ |
| PBB | |
| VPLS] +-+ |
| (B2)]---]P| |
Stby/+----+ [ +-+\ | PE3-rs
[ +----+/ \+----+
+---+4/ |PBB |/ +-+ |PBB | +--- 4
CMAC X--|CE |---|VWPLS|---|P|--]VPLS|---|CE |--CMAC Y
| lAct|(BL)|  ++ | .
+---4 +----+ +----+ +---4
A | PE1-rs | B
e .

Fi gure 3: PBB Bl ack-Holing |ssue - CE Dual -Honi ng Use Case
The Iink between PEl-rs and CE-A is active (marked with A), while the

i nk between CE-A and PE2-rs is in standby/bl ocked status. 1In the
network diagram C MAC X is one of the MAC addresses | ocated behind

Dutta, et al. St andards Track [ Page 13]



RFC 7361 Optimzed MAC Wthdrawal in H VPLS Sept enber 2014

5.

5.

CE-A in the custoner domain, CMAC Y is behind CE-B, and the B-VPLS
i nstances on PEl-rs are associated with B-MAC Bl and PE2-rs with
B- MAC B2.

As the packets flow from CMAC X to CGMAC Y through PEl-rs with
B-MAC Bl1, the renmpte PE-rs devices participating in the B-VPLS with
the same |-SID (for exanple, PE3-rs) will learn the C MAC X
associated with B-MAC Bl on PEl-rs. Under a failure condition of the
i nk between CE-A and PEl-rs and on activation of the link to PE2-rs,
the renmpte PE-rs devices (for exanple, PE3-rs) will forward the
traffic destined for CGMAC X to B-MAC B1, resulting in PEl-rs bl ack-
holing that traffic until the aging timer expires or a packet flows
fromX to Y through PE2-rs (B-MAC B2). This nmay take a long tine
(the default aging tinmer is 5 minutes) and may affect a |arge nunber
of flows across multiple I-conmponents.

A possible solution to this issue is to use the existing LDP MAC
flushing nmethod as specified in [ RFC4762] to flush the B-MAC
associated with the PE-rs in the B-VPLS donmain where the failure
occurred. This will automatically flush the G MAC-to-B- MAC
association in the renote PE-rs devices. This solution has the

di sadvant age of producing a | ot of unnecessary MAC flushing in the
B- VPLS dormain as there was no failure or topol ogy change affecting
t he Backbone donmi n.

A better solution -- one that would propagate the |-conmponent events
through the backbone infrastructure (B-VPLS) -- is required in order
to flush only the G MAC-to-B-MAC associations in the renote PBB-VPLS
capabl e PE-rs devices. Since there are no |I-conmponent control-pl ane
exchanges across the PBB backbone, extensions to the B-VPLS control
pl ane are required to propagate the |-conponent MAC flushing events
across the B-VPLS.

Sol uti on Description

This section describes the solution for the probl em space descri bed
in Section 4.

1. MAC Flushing Optimzation for VPLS Resiliency

The basic principle of the optimzed MAC flush mechanismis expl ai ned
with reference to Figure 2. The optim zation is achi eved by
initiating MAC flushing on failure as described in Section 3.2.

PEl-rs would initiate MAC flushing towards the core on detection of
failure of the primary spoke PWbetween the MIU-s and PEl-rs (or
status change fromactive to standby [RFC6718]). This nmethod is
referred to as "MAC flushing on failure" throughout this docunent.
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The MAC flush nessage would indicate to receiving PE-rs devices to
flush all MACs | earned over the PWin the context of the VPLS for

whi ch the MAC flush nessage is received. Each PE-rs device in the
full mesh that receives the nessage identifies the VPLS instance and
its respective PWthat terminates in PEl-rs fromthe FEC TLV received
in the nessage and/or LDP session. Thus, the PE-rs device flushes
only the MAC addresses |earned fromthat PWconnected to PEl-rs,
mnimzing the required relearning and the flooding throughout the
VPLS dormai n.

This section defines a generic MAC Flush Paraneters TLV for LDP

[ RFC5036]. Throughout this docunent, the MAC Flush Paraneters TLV is
also referred to as the "MAC Flush TLV'. A MAC Flush TLV carries
informati on on the desired action at the PE-rs device receiving the
nmessage and is used for optimzed MAC flushing in VPLS. The NMAC
Flush TLV can al so be used for the [RFC4762] style of MAC flushing as
expl ained in Section 3.

5.1.1. MAC Flush Paraneters TLV
The MAC Flush Paraneters TLV is descri bed bel ow

0 1 2 3
01234567890123456789012345678901
T i T e T i SN S S S S
11 1] MAC Flush TLV (0x0406) | Length |
I I T i s i S T b S SN S

Fl ags | Sub-TLV Type | Sub- TLV Lengt h |
i o i T S i I S S s ol ST SN S
Sub-TLV Vari abl e- Lengt h Val ue |

n |

+
+
+
T T S S T T T i T s

The U-bit and F-bit [RFC5036] are set to forward if unknown so that
potential internediate VPLS PE-rs devices unaware of the new TLV can

just propagate it transparently. 1In the case of a B-VPLS network
that has PBB-VPLS in the core with no |I-conponents attached, this
nessage can still be useful to edge B-VPLS devices that do have the

| -conponents with the |1-SIDs and understand the nessage. The MAC
Flush Paraneters TLV type is 0x0406, as assigned by | ANA.  The
encodi ng of the TLV foll ows the standard LDP TLV encodi ng descri bed
in [ RFC5036] .

The TLV value field contains a 1-byte Flag field used as descri bed
bel ow. Further, the TLV value MAY carry one or nore sub-TLVs. Any
sub-TLV definition for the above TLV MJST address the actions in
conbi nati on wi th other existing sub-TLVs.
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5.

1.

The detailed format for the Flags bit vector is described bel ow

01234567
i T S S

| N MBZ | (MBZ = MUST Be Zero)
B e sl i S S

The 1-byte Flag field is nmandatory. The following flags are
def i ned:

C-flag: Used to indicate the context of the PBB-VPLS component in
which MAC flushing is required. For PBB-VPLS, there are two
contexts of MAC flushing -- the Backbone VPLS (B-conponent
VPLS) and the Custoner VPLS (I-conponent VPLS). The C-flag
MUST be ZERO (C = 0) when a MAC flush action for the B-VPLS is
requi red and MJUST be set (C = 1) when the MAC flush action for
the I-conponent is required. |In the regular H VPLS case, the
C-flag MUST be ZERO (C = 0) to indicate that the flush applies
to the current VPLS context.

N-flag: Used to indicate whether a positive (N = 0,
flush-all-but-mne) or negative (N =1, flush-all-fromne) MAC
flush action is required. The source (mne/ne) is defined as
the PWassociated with either the LDP session on which the LDP
MAC wi t hdraw was received or the B-MAC(s) listed in the B-MAC
Sub-TLV. For the optim zed MAC flush procedure described in
this section, the flag MJST be set (N = 1).

Detail ed usage in the context of PBB-VPLS is explained in
Section 5. 2.

MBZ flags: The rest of the flags SHOULD be set to zero on
transm ssion and ignored on reception.

The MAC Fl ush TLV SHOULD be pl aced after the existing TLVs in the
[ RFC4762] MAC fl ush nessage.

2. Application of the MAC Flush TLV in Optimnized MAC Fl ushing

VWhen optim zed MAC flushing is supported, the MAC Flush TLV MUST be
sent in an existing LDP address withdraw nmessage with an enpty NMAC
list but fromthe core PE-rs on detection of failure of its

| ocal /primary spoke PW The N-bit in the TLV MJST be set to 1 to
indicate flush-all-fromme. |If the optimnmzed MAC flush procedure is
used in a Backbone VPLS or regular VPLS/ H VPLS context, the C bit
MJUST be ZERO (C = 0). |If it is used in an |-conponent context, the
C-bit MIST be set (C=1). See Section 5.2 for details of its usage
in the context of PBB-VPLS.
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Note that the assunption is that the MAC Flush TLV i s understood by
all devices before it is turned on in any network. See Section 6
(" Operational Considerations").

VWhen optim zed MAC flushing is not supported, the MAC w t hdraw
procedures defined in [RFC4762], where either the MIU-s or PE2-rs
sends the MAC wi t hdraw nessage, SHOULD be used. This includes the
case where the network is being changed to support optimnzed MAC
flushing but not all devices are capabl e of understanding optim zed
MAC fl ush nessages.

In the case of B-VPLS devices, the optim zed MAC fl ush nessage SHOULD
be supported.

5.1.3. MAC Flush TLV Processing Rules for Regular VPLS

This section describes the processing rules of the MAC Fl ush TLV t hat
MUST be followed in the context of optinized MAC flush procedures
in VPLS.

When optim zed MAC flushing is supported, a multi-hom ng PE-rs
initiates a MAC flush nmessage towards the other related VPLS PE-rs
devices when it detects a transition (failure or a change to standby)
inits active spoke PW In such a case the MAC Flush TLV MJST be
sent with N= 1. A PE-rs device receiving the MAC Fl ush TLV SHOULD
foll ow the sane processing rules as those described in this section.

Note that if a Milti-Segment Pseudowire (Ms5-PW is used in VPLS, then
a MAC flush nessage is processed only at the PW Term nating Provider
Edge (T-PE) nodes, since PWSw tching Provider Edge S-PE(s) traversed
by the Ms-PW propagates the MAC flush nessages without any action.

In this section, a PE-rs device signifies only a T-PE in the M5-PW
case.

VWhen a PE-rs device receives a MAC Flush TLV with N =1, it SHOULD
flush all the MAC addresses |earned fromthe PWin the VPLS in the
context on which the MAC flush nmessage is received. It is assuned
that when these procedures are used all nodes support the MAC fl ush
nmessage. See Section 6 ("Operational Considerations") for details.

VWhen optim zed MAC flushing is not supported, a MAC Flush TLV is
received with N= 0 in the MAC flush nessage; in such a case, the
receiving PE-rs SHOULD flush the MAC addresses |earned fromall PW
in the VPLS instance, except the ones |earned over the PWon which
the nmessage i s received.
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Regar dl ess of whether optinzed MAC flushing is supported, if a PE-rs
devi ce receives a MAC flush message with a MAC Fl ush TLV option
(N=0o N=1) and a valid MAC address list, it SHOULD i gnore the
option and deal with MAC addresses explicitly as per [RFCA762].

5.1.4. Optimzed MAC Flush Procedures

Thi s section expands on the optim zed MAC flush procedure in the
scenari o shown in Figure 2.

VWhen optim zed MAC flushing is being used, a PE-rs that is dual -

hom ng aware SHOULD send MAC address nmessages with a MAC Fl ush TLV
and N = 1, provided the other PEs understand the new nessages. Upon
recei pt of the MAC flush nmessage, PE2-rs identifies the VPLS instance
that requires MAC flushing fromthe FEC elenment in the FEC TLV. On
receiving N =1, PE2-rs renoves all MAC addresses | earned fromthat
PWover which the nessage is received. The sanme action is perforned
by PE3-rs and PE4-rs.

Fi gure 4 shows anot her redundant H VPLS topol ogy to protect against
failure of the MIU-s device. 1In this case, since there is nore than
a single MTU-S, a protocol such as provider RSTP [|EEE. 802. 1Q 2011]
may be used as the selection algorithmfor active and backup PW in
order to maintain the connectivity between MIU-s devices and PE-rs
devices at the edge. It is assuned that PE-rs devices can detect
failure on PW in either direction through OAM nechani sns (for
instance, Virtual Circuit Connectivity Verification (VCCV)
procedures).

MIU- 1================PE]l-r S==============PE3-rSs
| I\ 2
|| Redundancy [l \ ]
|| Provider RSTP || Full Mesh . ||
| I/ VoL
| ||/ VI
MU 2------cccoeooo PE2-r S==============PFE4-r S
Backup PW

Fi gure 4: Redundancy with Provi der RSTP

MIU-1, MIU-2, PEl-rs, and PE2-rs participate in provider RSTP.
Configuration using RSTP ensures that the PWhbetween MIU-1 and PEl-rs
is active and the PWbetween MIU-2 and PE2-rs is bl ocked (nmade
backup) at the MIU-2 end. Wen the active PWfailure is detected by
RSTP, it activates the PWbetween MIU-2 and PE2-rs. Wen PEl-rs
detects the failing PWto MIU-1, it MAY trigger MAC flushing into the
full mesh with a MAC Flush TLV that carries N=1. OQher PE-rs
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devices in the full nesh that receive the MAC flush nessage identify
their respective PW terminating on PElL-rs and flush all the MAC
addresses learned fromit.

[ RFCA762] describes a multi-domain VPLS service where fully neshed
VPLS networ ks (dommi ns) are connected together by a single spoke PW
per VPLS service between the VPLS "border" PE-rs devices. To provide
redundancy agai nst failure of the inter-domain spoke, full nesh of

i nter-domai n spokes can be set up between border PE-rs devices, and
provi der RSTP may be used for selection of the active inter-donmain
spoke. In the case of inter-domain spoke PWfailure, MAC w thdrawa
initiated by PE-rs MAY be used for optinized MAC flush procedures

wi t hi n individual donains.

Further, the procedures are applicable to any native Ethernet access
topol ogies nulti-honed to two or nore VPLS PE-rs devices. The text
in this section applies for the native Ethernet case where

active/ standby PW are replaced with the active/standby Ethernet
endpoints. An optimzed MAC flush nessage can be generated by the
VPLS PE-rs that detects the failure in the primary Ethernet access.

5.2. LDP MAC Fl ush Extensions for PBB-VPLS

The use of an address withdraw nessage with a MAC List TLV is
proposed in [RFC4762] as a way to expedite renoval of MAC addresses
as the result of a topology change (e.g., failure of a primary link
of a VPLS PE-rs device and, inplicitly, the activation of an
alternate link in a dual -hom ng use case). These existing procedures
apply individually to B-VPLS and |-conmponent domai ns.

When it cones to reflecting topology changes in access networks
connected to |-conponents across the B-VPLS donain, certain additions
shoul d be consi dered, as described bel ow.

MAC switching in PBB is based on the mappi ng of Customer MACs
(C-MACs) to one or nore Backbone MACs (B-MACs). A topol ogy change in
the access (I|-conponent donmain) should just invoke the flushing of
C-MAC entries in the PBB PEs’ FIB(s) associated with the

| -conponent (s) inpacted by the failure. There is a need to indicate
the PBB PE (B-MAC source) that originated the MAC flush message to
selectively flush only the MACs that are affected.

These goal s can be achieved by including the MAC Flush Paraneters TLV
in the LDP address w thdraw nessage to indicate the particul ar

domai n(s) requiring MAC flushing. On the other end, the receiving
PEs SHOULD use the information fromthe new TLV to flush only the
related FIB entry/entries in the |I-conponent instance(s).
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At | east one of the follow ng sub-TLVs MJUST be included in the MAC
Fl ush Paraneters TLV if the Cflag is set to 1:

o PBB B-MAC List Sub-TLV:
Type: 0x0407

Length: Value length in octets. At |east one B-MAC address MUST
be present in the |ist.

Value: One or a list of 48-bit B-MAC addresses. These are the
source B-MAC addresses associated with the B-VPLS instance that
originated the MAC wi thdraw nessage. It will be used to identify
the CMAC(s) nmapped to the B-MAC(s) listed in the sub-TLV.

o PBB I-SID List Sub-TLV:
Type: 0x0408

Length: Value length in octets. Zero indicates an enpty |-SID
list. An enpty I-SID list means that the flushing applies to all
the 1-SIDs mapped to the B-VPLS indicated by the FEC TLV.

Value: One or a list of 24-bit |-SIDs that represent the
| -conmponent FIB(s) where the MAC flushing needs to take place.

5.2.1. MAC Flush TLV Processing Rules for PBB-VPLS

The foll owi ng steps describe the details of the processing rules for
the MAC Flush TLV in the context of PBB-VPLS. In general, these
procedures are simlar to the VPLS case but are tailored to PBB,

whi ch may have a | arge nunber of MAC addresses. In PBB, there are
two sets of MAC addresses: Backbone (outer) MACs (B-MACs) and
Customer (inner) MACs (C-MACs). GC-MACs are associated to rempte
B-MACs by learning. There are also I-SIDs in PBB; |-SIDs are simlar
to VLANs for the purposes of the discussion in this section. In
order to achieve behavior that is simlar to the Regular VPLS case,
there are sone differences in the interpretation of the optim zed MAC
flush nessage.

1. Positive flush of CGMACs. This is equivalent to [ RFC4762] MAC
flushing in a PBB context. |In this case, the N-bit is set to O;
the Cbit is set to 1, and CMACs are to be flushed. However,
since CG-MACs are related to B-MACs in an |-SID context, further
refi nement of the flushing scope is possible.
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- If an 1-SID needs to be flushed (all CMACs within that |-SID),
then |-SIDs are listed in the appropriate TLV. If all 1-SIDs
are to have the CMACs flushed, then the |-SID TLV can be enpty.
It is typical to flush a single 1-SID only, since each I-SID is
associated with one or nore interfaces (typically one, in the
case of dual-homng). 1In the PBB case, flushing the I-SIDis
equi valent to the enmpty MAC |ist discussed in [ RFC4762].

- If only a set of B-MAC-to-C MAC associ ations needs to be
flushed, then a B-MAC |ist can be included to further refine the
list. This can be the case if an |-SID conponent has nore than
one interface and a B-MAC is used to refine the granularity.
Since this is a positive MAC flush nessage, the intended
behavior is to flush all C MACs except those that are associ ated
with B-MACs in the list.

Positive flush of B-MACs is al so useful for propagating flush
fromother protocols such as RSTP.

2. Negative flush of CGMACs. This is equivalent to optim zed MAC

flushing. In this case, the Nbit is set to 1; the Cbhit is set
to 1, and a list of B-MACs is provided so that the respective
C-MACs can be fl ushed.

- The I-SID list SHOULD be specified. |If it is absent, then all
I-SIDs require that the C-MACs be flushed.

- A set of B-MACs SHOULD be |isted, since B-MAC-to-C NMAC
associ ations need to be flushed and listing B-MACs scopes the
flush to just those B-MACs. Again, this is typical usage,
because a PBB VPLS |-conponent interface will have one
associated |-SID and typically one (but possibly nore than one)
B-MAC, each with multiple renotely | earned CMACs. The B-MAC
list is included to further refine the list for the renote
receiver. Since this is a negative MAC flush nessage, the
i ntended behavior is to flush all renbte CMACs that are
associated with any B-MACs in the list (in other words, fromthe
affected interface).

The processing rules on reception of the MAC flush nessage are:

On Backbone Core Bridges (BCBs), if the Cbit is set to 1, then the
PBB- VPLS SHOULD NOT flush their B-MAC FIBs. The B-VPLS control

pl ane SHOULD propagate the MAC flush message foll owi ng the data-

pl ane split-horizon rules to the established B-VPLS topol ogy.
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- On Backbone Edge Bridges (BEBs), the follow ng actions apply:

- The PBB I-SID list is used to determine the particular |1-SID
FI Bs (1-conponent) that need to be considered for flushing
action. |If the PBB I1-SID List Sub-TLV is not included in a
recei ved nmessage, then all the |I-SID FIBs associated with the
recei ving B-VPLS SHOULD be considered for flushing action.

- The PBB B-MAC list is used to identify fromthe I-SID FIBs in
the previous step to selectively flush B- MAC-to- C- MAC
associ ati ons, depending on the N-flag specified below. If the
PBB B- MAC List Sub-TLV is not included in a received nessage,
then all B-MAC-to-C MAC associations in all 1-SID FIBs
(I-conponent) as specified by the I-SID List are considered for
required flushing action, again depending on the N-flag
speci fied bel ow

- Next, depending on the N-flag value, the follow ng actions
appl y:

- N=20: all the GMACs in the selected |I-SID FIBs SHOULD be
flushed, with the exception of the resultant CGMAC list from
the B-MAC list nmentioned in the nessage ("flush all but the
C-MACs associated with the B-MAC(s) in the B-MAC List Sub-TLV
fromthe FIBs associated with the I-SID Ilist").

- N=1: all the resultant G MACs SHOULD be flushed ("flush all
the C-MACs associated with the B-MAC(s) in the B-MAC Li st
Sub-TLV fromthe FIBs associated with the I-SIDlist").

5.2.2. Applicability of the MAC Flush Paraneters TLV

If the MAC Flush Paraneters TLV is received by a Backbone Edge Bridge
(BEB) in a PBB-VPLS that does not understand the TLV, then an

undesi rable MAC flushing action may result. It is RECOVMMENDED t hat
all PE-rs devices participating in PBB-VPLS support the MAC Fl ush
Paranmeters TLV. |If this is not possible, the MAC Fl ush Paraneters
TLV SHOULD be di sabl ed, as nentioned in Section 6 ("Operational

Consi derations").

"Mac Flush TLV' and its formal nane -- "MAC Flush Paraneters TLV' --
are synonynous. The MAC Flush TLV is applicable to the regular VPLS
context as well, as explained in Section 3.1.1. To achieve negative

MAC flushing (flush-all-fromme) in a regular VPLS context, the MAC
Fl ush Paraneters TLV SHOULD be encoded with C =0 and N = 1 without
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i nclusi on of any Sub-TLVs. A negative MAC flush nessage is highly
desirable in scenarios where VPLS access redundancy i s provided by

Et hernet ring protection as specified in the ITUT G 8032 [ITU. GB032]
speci fication.

6. Operational Considerations

As mentioned earlier, if the MAC Flush Parameters TLV i s not
understood by a receiver, then an undesirable MAC fl ushing action
woul d result. To avoid this, one possible solution is to devel op an
LDP- based capability negotiati on mechanismto negoti ate support of
various MAC flushing capabilities between PE-rs devices in a VPLS

i nstance. A negotiation nmechani smwas di scussed previously and was
consi dered outside the scope of this document. Negotiation is not
required to deploy this optimzed MAC flushing as described in this
docunent .

VPLS may be used with or without the optimzation. |[If an operator
wants the optimzation for VPLS, it is the operator’s responsibility
to make sure that the VPLS devices that are capable of supporting the
optim zation are properly configured. From an operationa
standpoint, it is RECOVMENDED that inplenentations of the solution
provi de adm nistrative control to select the desired MAC fl ushing
action towards a PE-rs device in the VPLS. Thus, in the topol ogy
described in Figure 2, an inplenmentation could support PEl-rs,
sendi ng optinized MAC fl ush nessages towards the PE-rs devices that
support the solution and the PE2-rs device initiating the [ RFC4762]
style of MAC flush nessages towards the PE-rs devices that do not
support the optimzed solution during upgrades. The PE-rs that
supports the MAC Flush Paraneters TLV MJST support the RFC 4762 MAC
flushing procedures, since this docunent only augnents them

In the case of PBB-VPLS, this operation is the only method supported
for specifying I-SIDs, and the optim zation is assumed to be
supported or should be turned off, reverting to flushing using

[ RFCA762] at the Backbone MAC | evel.
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7. 1 ANA Consi derations
7.1. New LDP TLV

| ANA maintains a registry called "Label Distribution Protocol (LDP)
Paranmeters” with a sub-registry called "TLV Type Nane Space".

| ANA has allocated three new code points as foll ows:

Val ue | Description | Reference | Notes
------- T T T T T YR
0x0406 | MAC Flush Parameters TLV | [RFC7361] |
0x0407 | PBB B- MAC List Sub-TLV | [RFC7361] |

I I

0x0408 | PBB I-SID List Sub-TLV [ RFC7361]
7.2. New Registry for MAC Fl ush Fl ags

| ANA has created a new sub-registry under "Label Distribution
Protocol (LDP) Paraneters" called "MAC Flush Fl ags".

| ANA has popul ated the registry as foll ows:

Bit Number | Hex | Abbreviation | Description | Reference
----------- Ty
0 | 0x80 | C | Context | [ RFC7361]
1 | O0x40 | N | Negative MAC flushing | [RFC7361]

2-7 | | | Unassigned |

O her new bits are to be assigned by Standards Action [ RFC5226].
8. Security Considerations
Control - pl ane aspects:

LDP security (authentication) methods as described in [ RFC5036]
are applicable here. Further, this docunment inplenents security
consi derations as discussed in [RFC4447] and [RFC4762]. The

ext ensi ons defined here optinize the MAC flushing action, and so
the risk of security attacks is reduced. However, in the event
that the configuration of support for the new TLV can be spoof ed,
sub-opti mal behavior will be seen.

Dat a- pl ane aspects:

Thi s specification does not have any inpact on the VPLS forwarding
pl ane but can inprove MAC fl ushing behavi or.
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