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Abst r act

Thi s docunent provides comon term nol ogy and metrics for
benchmar ki ng t he perfornmance of sub-I1P | ayer protection nmechani smns.
The performance benchmarks are neasured at the I[P |ayer; protection
may be provided at the sub-1P layer. The benchnarks and terni nol ogy
can be applied in nmethodol ogy docunments for different sub-1P |ayer
protecti on mechani sms such as Automatic Protection Swi tching (APS)
Virtual Router Redundancy Protocol (VRRP), Stateful H gh Availability
(HA), and Multiprotocol Label Swi tching Fast Reroute (MPLS-FRR).

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6414.
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1

1

| ntroducti on

The I P network | ayer provides route convergence to protect data
traffic against planned and unpl anned failures in the Internet. Fast
convergence tinmes are critical to maintain reliable network
connectivity and performance. Convergence Events [6] are recognized
at the I P Layer so that Route Convergence [6] occurs. Technol ogies
that function at sub-1P |ayers can be enabled to provide further
protection of IP traffic by providing the failure recovery at the
sub-1P layers so that the outage is not observed at the IP | ayer.
Such sub-I1P protection technol ogies include, but are not linmted to,
Hi gh Availability (HA) stateful failover, Virtual Router Redundancy
Protocol (VRRP) [8], Automatic Link Protection (APS) for SONET/ SDH,
Resilient Packet Ring (RPR) for Ethernet, and Fast Reroute for

Mul ti protocol Label Switching (MPLS-FRR) [9].

1. Scope

Benchnmar ki ng term nol ogy was defined for |P-layer convergence in [6].
D fferent terni nol ogy and net hodol ogi es specific to benchmarki ng sub-
I P layer protection nechanisns are required. The metrics for
benchmar ki ng the perfornmance of sub-IP protection nechani sns are
measured at the IP layer, so that the results are always neasured in
reference to I P and i ndependent of the specific protection nmechani sm
bei ng used. The purpose of this docunment is to provide a single
term nol ogy for benchmarki ng sub-1P protecti on nechani sns.

A common term nol ogy for sub-1P [ ayer protection mechani sm
benchmar ki ng enabl es different inplenentations of a protection
mechani smto be benchmarked and evaluated. In addition

i mpl enentations of different protection nmechani sns can be benchnarked
and evaluated. It is intended that there can exi st unique

nmet hodol ogy docunents for each sub-1P protection nechani sm based upon
this comon termnol ogy docunment. The term nol ogy can be applied to
nmet hodol ogi es that benchmark sub-I1P protection nechani sm performance
with a single streamof traffic or multiple streanms of traffic. The
traffic fl ow may be unidirectional or bidirectional as to be

i ndicated in the methodol ogy.
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1.2. General Mbde

The sequence of events to benchmark the perfornmance of sub-1P
protection mechanisnms is as foll ows:

1. Failover Event - Primary Path fails

2. Failure Detection - Failover Event is detected

3. Failover - Backup Path becones the Wrking Path due to Fail over
Event

4. Restoration - Primary Path recovers froma Fail over Event

5. Reversion (optional) - Primary Path becones the Wirking Path

These terns are further defined in this docunent.

Figures 1 through 5 show nodel s that MAY be used when benchmarki ng
sub-1P protection mechani sms, which MJST use a Protection-Sw tching
Systemthat consists of a mninumof two Protection-Sw tching Nodes,
an I ngress Node known as the Headend Node and an Egress Node known as
the Merge Node. The Protection-Sw tching System MJST include either
a Primary Path and Backup Path, as shown in Figures 1 through 4, or a
Primary Node and Standby Node, as shown in Figure 5. A Protection-
Swi tching System may provide |link protection, node protection, path
protection, local |link protection, and high availability, as shown in
Figures 1 through 5, respectively. A Failover Event occurs along the
Primary Path or at the Prinary Node. The Wbrking Path is the Prinmary
Path prior to the Fail over Event and the Backup Path after the

Fail over Event. A Tester is set outside the two paths or nodes as it
sends and receives IP traffic along the Wrking Path. The tester
MJST record the I P packet sequence nunbers, departure time, and
arrival time so that the netrics of Failover Tine, Additive Latency,
Packet Reordering, Duplicate Packets, and Reversion Tinme can be
neasured. The Tester may be a single device or a test system |[f
Reversion is supported, then the Wirking Path is the Primary Path
after Restoration (Failure Recovery) of the Primary Path.

Link Protection, as shown in Figure 1, provides protection when a
Fai | over Event occurs on the |ink between two nodes al ong the Prinmary
Path. Node Protection, as shown in Figure 2, provides protection
when a Failover Event occurs at a Node along the Primary Path. Path
Protection, as shown in Figure 3, provides protection for link or
node failures for nultiple hops along the Primary Path. Local Link
Protection, as shown in Figure 4, provides sub-1P protection of a
link between two nodes, without a Backup Node. An exanple of such a
sub-1P protection nmechanismis SONET APS. High Availability
Protection, as shown in Figure 5, provides protection of a Primary
Node wi th a redundant Standby Node. State Control is provided
between the Primary and Standby Nodes. Failure of the Primary Node
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is detected at the sub-IP layer to force traffic to switch to the
St andby Node, which has state maintained for zero or minimal packet

| oss.
TSR +
R LR | Tester | <-mmmmmmm - +
| e + |
| IP Traffic | Fail over P Traffic |
| | Event |
St e |
+--->| Ingress/ | V | Egress/ |---+
| Headend Node|------------------ | Merge Node| Primary
—————————————————————— Pat h
| AN
I TR R | Backup
oo | Backup |------------- + Pat h
| Node |

Figure 1. System Under Test (SUT) for Sub-1P Link Protection

S +
R e | Tester [ +
| o m e e oo - + |
| IP Traffic | Failover IP Traffic
| | Event |
| ! |
+--->| I ngress/ | | M dpoi nt | | Egress/ |---+
| Headend Node|----| Node |----|Merge Node| Prinmary
—————————————————————————————— Pat h
| N
| eeeeee--- | Backup
R | Backup |------------- + Pat h
| Node |

Figure 2. System Under Test (SUT) for Sub-1P Node Protection
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S +
R R T R | Tester SRR +
e +
IP Traffic | Failover IP Traffic
| Event

Primary Path |

--->| Ingress/ | | M dpoint| V | M dpoint| | Egress/ |---
| Headend Node|----| Node |---] Node |---|Merge Node
------[ ......................... Soee
I L T T | Backup
e | Backup |----| Backup [-------- + Path
| Node | | Node

Figure 3. System Under Test (SUT) for Sub-1P Path Protection
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| e + |
| 1P Traffic | Failover IP Traffic
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| e + Path % e +
I |- > .
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| Node |- - - - - - - - - - - - > Node

A + Backup Path A +

| |

| | P- Layer Forwar di ng |

e o e e e e e e e eeeeoaao - >+

Figure 4. System Under Test (SUT) for Sub-1P Local Link Protection
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S +
L | Tester SRR R +
| e + |
| 1P Traffic | Failover IP Traffic
| | Event
| X |
+--->| Ingress | | Primary | | Egress/ |------ +
| Node |----] Node |----|Merge Node| Primary
--------------------------- Pat h
| State | Control n
| Interface | (Optional) |
| e
AT | Standby |--------- +
| Node |

Figure 5. System Under Test (SUT)
for Sub-1P Redundant Node Protection

Sone protection-switching technol ogies may use a series of steps that
differ fromthe general nodel. The specific differences SHOULD be

hi ghli ghted in each technol ogy-specific methodol ogy. Note that some
protection-switching technol ogies are endowed with the ability to re-
optim ze the working path after a node or link failure.

2. Existing Definitions

Thi s docunent uses existing term nol ogy defined in other BMAG worKk.
Exanmpl es include, but are not limted to:

Lat ency [2], Section 3.8
Frame Loss Rate [2], Section 3.6
Thr oughput [2], Section 3.17
Devi ce Under Test (DUT) [3], Section 3.1.1
Syst em Under Test (SUT) [3], Section 3.1.2
O fered Load [3], Section 3.5.2
Qut - of - order Packet [4], Section 3.3.4
Dupl i cat e Packet [4], Section 3.3.5
For war di ng Del ay [4], Section 3.2.4
Jitter [4], Section 3.2.5
Packet Loss [6], Section 3.5
Packet Reordering [7], Section 3.3

Thi

s docunent has the follow ng frequently used acronymns:

DUT Devi ce Under Test
SUT System Under Test
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Thi s docunent adopts the definition format in Section 2 of RFC 1242
[2]. Ternms defined in this docunment are capitalized when used within
this document.

The keywords "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [5].
RFC 2119 defines the use of these keywords to help make the intent of
St andards Track docunents as clear as possible. Wile this docunent
uses these keywords, this document is not a Standards Track documnent.

3. Test Considerations
3.1. Paths

3.1.1. Path

Definition:
A uni directional sequence of nodes <Rl, ..., Rn> and |inks
<L12,... L(n-1)n> with the follow ng properties:

a. RL is the ingress node and forwards | P packets, which input
into DUT/SUT, to R2 as sub-IP frames over |ink L12.

b. R is a node which forwards data franes to R(i+1) over Link
Li(i+1l) for all i, 1<i<n-1, based on information in the sub-1P
| ayer.

c. Rnis the egress node, and it outputs sub-1P frames from

DUT/ SUT as | P packets. L(n-1)n is the |ink between the R(n-1)
and Rn.

Di scussi on
The path is defined in the sub-1P layer in this docurment, unlike
an | P path in RFC 2026 [1]. One path may be regarded as being
equi valent to one IP link between two I P nodes, i.e., Rl and Rn.
The two | P nodes nay have multiple paths for protection. A packet
will travel on only one path between the nodes. Packets bel ongi ng
to a mcroflow [10] will traverse one or nore paths. The path is
unidirectional. For example, the Iink between R1 and R2 in the
direction fromRl to R2 is L12. For traffic flowing in the
reverse direction fromR2 to Rl, the link is L21. Exanple paths
are the SONET/ SDH path and the | abel switched path for MPLS.

Measurenment Units:
n/ a
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| ssues:
"A bidirectional path", which transmts traffic in both directions
al ong the same nodes, consists of two unidirectional paths.
Therefore, the two unidirectional paths bel onging to "one
bi directional path" will be treated independently when
benchmarking for "a bidirectional path".

See Al so:
Wor ki ng Pat h
Primary Path
Backup Path

3.1.2. Working Path

Definition:
The path that the DUT/SUT is currently using to forward packets.

Di scussi on
A Primary Path is the Wrking Path before occurrence of a Fail over
Event. A Backup Path shall becone the Wirking Path after a
Fai | over Event.

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Pat h
Primary Path
Backup Path

3.1.3. Primary Path
Definition:
The preferred point-to-point path for forwarding traffic between
two or nore nodes.
Di scussi on
The Primary Path is the Path that traffic traverses prior to a
Fai |l over Event.

Measurenment Units:
n/ a

| ssues:
None.
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See Al so:
Pat h
Fai | over Event

3.1.4. Protected Primary Path

Definition:
A Primary Path that is protected with a Backup Path.

Di scussi on
A Protected Primary Path must include at |east one Protection-
Swi t chi ng Node.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Pat h
Primary Path

3.1.5. Backup Path

Definition:
A path that exists to carry data traffic only if a Failover Event
occurs on a Primary Path.

Di scussi on
The Backup Path shall becone the Working Path upon a Fail over
Event. A Path nay have one or nore Backup Paths. A Backup Path
may protect one or nore Primary Paths. There are various types of
Backup Pat hs:

a. dedicated recovery Backup Path (1+1) or (1:1), which has 100%
redundancy for a specific ordinary path

b. shared Backup Path (1:N), which is dedicated to the protection
for nmore than one specific Primary Path

c. associ ated shared Backup Path (M N) for which a specific set of

Backup Paths protects a specific set of nore than one Prinmary
Pat h
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A Backup Path may be signal ed or unsignaled. The Backup Path nust
be created prior to the Failover Event. The Backup Path generally
originates at the point of local repair (PLR) and termi nates at a
node al ong a primary path.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Pat h
Wor ki ng Pat h
Primary Path

3.1.6. Standby Backup Path

Definition:
A Backup Path that is established prior to a Failover Event to
protect a Primary Path.

Di scussi on

The Standby Backup Path and Dynami ¢ Backup Path provide
protection, but are established at different tines.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Backup Path
Primary Path
Fai | over Event

3.1.7. Dynanic Backup Path
Definition:
A Backup Path that is established upon occurrence of a Fail over
Event .
Di scussi on

The Standby Backup Path and Dynam ¢ Backup Path provide
protection, but are established at different tines.
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Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Backup Path
St andby Backup Path
Fai | over Event

3.1.8. Disjoint Paths

Definition:
A pair of paths that do not share a common |ink or nodes.

Di scussi on
Two paths are disjoint if they do not share a comon node or |ink

ot her than the ingress and egress.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Pat h
Primary Path
SRLG

3.1.9. Point of Local Repair (PLR)

Definition:
A node capabl e of Failover along the Primary Path that is also the
i ngress node for the Backup Path to protect another node or |ink

Di scussi on
Any node along the Primary Path fromthe ingress node to the
penul ti mate node may be a PLR The PLR may use a single Backup
Path for protecting one or nore Primary Paths. There can be
nmultiple PLRs along a Primary Path. The PLR nust be an ingress to
a Backup Path. The PLR can be any node along the Primary Path
except the egress node of the Primary Path. The PLR may
si mul t aneously be a Headend Node when it is serving the role as
ingress to the Primary Path and the Backup Path. |If the PLRis
al so the Headend Node, then the Backup Path is a Disjoint Path
fromthe ingress to the Merge Node
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Measurenment Units:

n/ a

| ssues:
None.

See Al so:
Primary Path
Backup Path
Fai | over

3.1.10. Shared R sk
Definition:

SRLG is a set

| ogi cal) withi

Di scussi on
SRLGis consid
and secondary

as a group if the shared resource (physica

Link Group (SRLG

of links that share the same risk (physica
n a network.

or

ered the set of links to be avoi ded when the prinmary
paths are considered disjoint. The SRLGwi Il fai
or anythi ng abstract

such as software version) fails.

Measurenment Units
n/ a

| ssues:
None.

See Al so:

Path Primary Path

3.2. Protection
3.2.1. Link Protect
Definition:

A Backup Path that
protect for failure of

Di scussi on

Li nk Protection may or

i on

is signaled to at |east one Backup Node to
interfaces and links along a Primary Path.

may not protect the entire Primary Path.

Link Protection is showmn in Figure 1

Measurenment Units
n/ a

Por et sky, et al
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| ssues:
None.

See Al so:
Primary Path Backup Path

3.2.2. Node Protection

Definition:
A Backup Path that is signaled to at | east one Backup Node to
protect for failure of interfaces, |links, and nodes along a

Primary Path.

Di scussi on
Node Protection may or nmay not protect the entire Primary Path.
Node Protection also provides Link Protection. Node Protection is
shown in Figure 2.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Li nk Protection

3.2.3. Path Protection

Definition:
A Backup Path that is signaled to at | east one Backup Node to
provi de protection along the entire Prinmary Path.

Di scussi on
Path Protection provides Node Protection and Link Protection for
every node and link along the Primary Path. A Backup Path
providing Path Protection nay have the sane ingress node as the
Primary Path. Path Protection is shown in Figure 3.

Measurenent Units:
n/ a

| ssues:
None.

Por et sky, et al. I nf or mati onal [ Page 15]



RFC 6414 Benchmar ki ng Terns for

See Al so:
Primary Path
Backup Path
Node Protection
Li nk Protection

3.2.4. Backup Span

Definition:

Pr ot ecti on

The nunber of hops used by a Backup Pat h.

Di scussi on

November

2011

The Backup Span is an integer obtained by counting the nunber of

nodes al ong the Backup Path.

Measurenent Units:
nunber of nodes

| ssues:
None.

See Al so:
Primary Path
Backup Path

3.2.5. Local Link Protection

Definition:

A Backup Pat h that
not use a Backup Node.

Di scussi on

i s a redundant path between two nodes and does

Local Link Protection rmust be provided as a Backup Path between
two nodes along the Primary Path w thout the use of a Backup Node.
Local Link Protection is provided by Protection-Sw tching Systens

such as SONET APS.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:

Backup Path
Backup Node

Por et sky, et al
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3.2.6. Redundant Node Protection

Definition:
A Protection-Switching Systemwith a Primary Node protected by a
St andby Node al ong the Primary Path.

Di scussi on
Redundant Node Protection is provided by Protection-Sw tching
Systenms such as VRRP and HA. The protection mechani sms occur at
sub-1P layers to switch traffic froma Primary Node to Backup Node
upon a Failover Event at the Primary Node. Traffic continues to
traverse the Prinmary Path through the Standby Node. The fail over
may be stateful, in which the state information may be exchanged
i n-band or over an out-of-band State Control Interface. The
St andby Node may be active or passive. Redundant Node Protection
is shown in Figure 5.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Primary Path
Primary Node
St andby Node

3.2.7. State Control Interface

Definition:
An out-of -band control interface used to exchange state
i nformati on between the Primary Node and Standby Node.

Di scussi on
The State Control Interface may be used for Redundant Node
Protection. The State Control Interface should be out- of - band.
It is possible to have Redundant Node Protection in which there is
no state control or state control is provided in-band. The State
Control Interface between the Prinmary and Standby Node may be one
or nore hops.

Measurenment Units:
n/ a

| ssues:
None.
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See Al so:
Primary Node
St andby Node

3.2.8. Protected Interface

Definition:
An interface along the Prinmary Path that is protected by a Backup
Pat h.

Di scussi on
A Protected Interface is an interface protected by a Protection-
Swi tching Systemthat provides Link Protection, Node Protection
Path Protection, Local Link Protection, and Redundant Node
Protection.

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Primary Path
Backup Path

3.3. Protection Switching
3.3.1. Protection-Sw tching System

Definition:
A DUT/SUT that is capable of Failure Detection and Fail over froma
Primary Path to a Backup Path or Standby Node when a Fail over
Event occurs.

Di scussi on
The Protection-Switching Systemnust include either a Primary Path
and Backup Path, as shown in Figures 1 through 4, or a Primary
Node and Standby Node, as shown in Figure 5. The Backup Path may
be a Standby Backup Path or a Dynanic Backup Path. The
Protection-Switching Systemincludes the nechanisns for both
Failure Detection and Fail over.

Measurenment Units:
n/ a

| ssues:
None.
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See Al so:
Primary Path Backup Path Fail over

3.3.2. Failover Event

Definition:
The occurrence of a planned or unplanned action in the network
that results in a change in the Path that data traffic traverses.

Di scussi on
Fai | over Events include, but are not limted to, link failure and
router failure. Routing changes are consi dered Convergence Events
[6] and are not Fail over Events. This restricts Failover Events
to sub-1P layers. Failover may be at the PLR or at the ingress.
If the failover is at the ingress, it is generally on a disjoint
path fromthe ingress to egress.

Fai |l over Events may result fromfailures such as link failure or
router failure. The change in path after Fail over may have a
Backup Span of one or nore nodes. Failover Events are

di stingui shed fromrouting changes and Convergence Events [6] by
the detection of the failure and subsequent protection swtching
at a sub-IP layer. Failover occurs at a PLR or Prinmary Node.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Pat h
Fai l ure Detection
Di sj oi nt Path

3.3.3. Failure Detection

Definition:
The process to identify at a sub-1P |layer a Failover Event at a
Primary Node or along the Primary Path.

Di scussi on
Failure Detection occurs at the Prinmary Node or ingress node of
the Primary Path. Failure Detection occurs via a sub-1P mechani sm
such as detection of a |link down event or tinmeout for receipt of a
control packet. A failure may be conpletely isolated. A failure
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nmay affect a set of links that share a single SRLG (e.g., port
with many sub-interfaces). A failure may affect nultiple Iinks
that are not part of the SRLG

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Primary Path

3.3.4. Failover

Definition:
The process to switch data traffic fromthe protected Primary Path
to the Backup Path upon Failure Detection of a Failover Event.

Di scussi on
Fail over to a Backup Path provides Link Protection, Node
Protection, or Path Protection. Failover is conplete when Packet
Loss [6], Qut-of-order Packets [4], and Duplicate Packets [4] are
no | onger observed. Forwarding Delay [4] may continue to be
observed

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Primary Path Backup Path Fail over Event

3.3.5. Restoration

Definition:
The state of failover recovery in which the Primary Path has
recovered froma Failover Event, but is not yet forwarding packets
because the Backup Path remains the Wirking Path.

Di scussi on
Restoration nust occur while the Backup Path is the Wbrking Path.
The Backup Path is maintained as the Wrking Path during
Restoration. Restoration produces a Primary Path that is
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recovered fromfailure, but is not yet forwarding traffic.
Traffic is still being forwarded by the Backup Path functioning as
the Working Path.

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Primary Path
Fai | over Event
Fai |l ure Recovery
Wor ki ng Pat h
Backup Path

3.3.6. Reversion

Definition:
The state of failover recovery in which the Primary Path has
become the Working Path so that it is forwardi ng packets.

Di scussi on
Protection-Switching Systens may or nmay not support Reversion
Reversion, if supported, must occur after Restoration. Packet
forwarding on the Primary Path resulting from Reversion may occur
either fully or partially over the Primary Path. A potentia
problemwi th Reversion is the discontinuity in end-to-end del ay
when the Forwarding Delays [4] along the Primary Path and Backup
Path are different, possibly causing Qut-of-order Packets [4],
Duplicate Packets [4], and increased Jitter [4].

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Protecti on-Swi tching System
Wor ki ng Path
Primary Path
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3.4. Nodes
3.4.1. Protection-Sw tching Node

Definition:
A node that is capable of participating in a Protection Switching
System

Di scussi on:
The Protection-Switching Node nmay be an ingress or egress for a
Primary Path or Backup Path, such as used for MPLS Fast Reroute
configurations. The Protection-Sw tching Node may provide
Redundant Node Protection as a Prinary Node in a Redundant chassis
configuration with a Standby Node, such as used for VRRP and HA
configurations.

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Prot ecti on-Switching System

3.4.2. Non-Protection-Sw tching Node

Definition:
A node that is not capable of participating in a Protection
Swi tching System but may exist along the Primary Path or Backup
Pat h.

Di scussi on:
None.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Prot ecti on-Switching System
Primary Path
Backup Path
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3.4.3. Headend Node

Definition:
The ingress node of the Prinmary Path.

Di scussi on
The Headend Node nay also be a PLR when it is serving in the dua
role as the ingress to the Backup Path.

Measurenent Units:
n/ a

| ssues:
None.

See Al so:
Primary Path
PLR
Fai | over

3.4.4. Backup Node

Definition:
A node al ong the Backup Pat h.

Di scussi on
The Backup Node can be any node al ong the Backup Path. There may
be one or nore Backup Nodes al ong the Backup Path. A Backup Node
may be the ingress, mdpoint, or egress of the Backup Path. If
the Backup Path has only one Backup Node, then that Backup Node is
the ingress and egress of the Backup Path.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Backup Path
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3.4.5. Merge Node

Definition:
A node along the Primary Path where Backup Path term nates.

Di scussi on
The Merge Node can be any node along the Primary Path except the
i ngress node of the Primary Path. There can be multiple Merge
Nodes along a Primary Path. A Merge Node can be the egress node
for a single Backup Path or multiple Backup Paths. The Merge Node
must be the egress to the Backup Path. The Merge Node may al so be
the egress of the Primary Path or Point of Local Repair (PLR)

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Primary Path
Backup Path
PLR
Fai | over

3.4.6. Primary Node
Definition:
A node along the Primary Path that is capable of Failover to a
redundant St andby Node.
Di scussi on
The Primary Node may be used for Protection-Switching Systens that
provi de Redundant Node Protection, such as VRRP and HA.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:
Prot ecti on-Swi tchi ng System Redundant Node Protection Standby Node
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3.4.7. Standby Node

Definition:
A redundant node to a Primary Node; it forwards traffic along the
Primary Path upon Failure Detection of the Primary Node.

Di scussi on
The Standby Node nust be used for Protection-Swtching Systens
that provi de Redundant Node Protection, such as VRRP and HA. The
St andby Node must provide protection along the sane Primary Path.
If the failover is to a Disjoint Path, then it is a Backup Node.
The Standby Node nay be configured for 1:1 or N1 protection

The communi cation between the Primary Node and Standby Node may be
i n-band or across an out-of-band State Control Interface. The

St andby Node may be geographically dispersed fromthe Primary
Node. \When geographically dispersed, the nunber of hops of
separation may increase failover tine.

The Standby Node nay be passive or active. The Passive Standby
Node is not offered traffic and does not forward traffic unti
Failure Detection of the Primary Node. Upon Failure Detection of
the Primary Node, traffic offered to the Primary Node is instead
of fered to the Passive Standby Node. The Active Standby Node is
offered traffic and forwards traffic along the Primary Path while
the Primary Node is also active. Upon Failure Detection of the
Primary Node, traffic offered to the Prinmary Node is switched to
the Active Standby Node.

Measurenment Units:
n/ a

| ssues:
None.

See Al so:

Primary Node
State Control Interface
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3.5. Benchmarks
3.5.1. Failover Packet Loss

Definition:
The anmount of packet |oss produced by a Fail over Event unti
Fai | over conpl etes, where the neasurenent begi ns when the | ast
uni npai red packet is received by the Tester on the Protected
Primary Path and ends when the first uninpaired packet is received
by the Tester on the Backup Path.

Di scussi on
Packet | oss can be observed as a reduction of forwarded traffic
fromthe maxi num forwarding rate. Failover Packet Loss includes
packets that were |ost, reordered, or delayed. Failover Packet
Loss may reach 100% of the offered | oad.

Measurenment Units:
Nurmber of Packets

| ssues:
None.

See Al so:
Fai | over Event
Fai | over

3.5.2. Reversion Packet Loss

Definition:
The anmount of packet |oss produced by Reversion, where the
neasur enent begi ns when the | ast uninpaired packet is received by
the Tester on the Backup Path and ends when the first uninpaired
packet is received by the Tester on the Protected Primary Path.

Di scussi on
Packet | oss can be observed as a reduction of forwarded traffic
fromthe maxi num forwarding rate. Reversion Packet Loss includes
packets that were |ost, reordered, or delayed. Reversion Packet
Loss may reach 100% of the offered | oad.

Measurenment Units:
Nurmber of Packets

| ssues:
None.
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See Al so:
Rever si on

3.5.3. Failover Tine

Definition:
The anmount of tinme it takes for Failover to successfully conplete.

Di scussi on
Fai |l over Time can be cal cul ated using the Tine-Based Loss Mt hod
(TBLM, Packet-Loss-Based Met hod (PLBM), or Tinestanp-Based Method
(TBM. It is RECOMENDED that the TBMis used

Measurenment Units:
mlliseconds

| ssues:
None.

See Al so:
Fai | over
Fai |l over Tine
Ti me- Based Loss Met hod ( TBLM
Packet - Loss- Based Met hod ( PLBM
Ti mest anp- Based Met hod ( TBM

3.5.4. Reversion Tine

Definition:
The anmount of tinme it takes for Reversion to conplete so that the
Primary Path is restored as the Wrking Path.

Di scussi on
Reversion Time can be cal cul ated using the Time-Based Loss Met hod
(TBLM, Packet-Loss-Based Met hod (PLBM, or Tinestanp-Based Method
(TBM. It is RECOMMVENDED that the TBMis used

Measurenment Units:

mlliseconds
| ssues:
None.

See Al so:
Rever si on
Primary Path
Wor ki ng Path

Rever si on Packet Loss
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Ti me- Based Loss Method (TBLM
Packet - Loss- Based Met hod (PLBM
Ti mest anp- Based Met hod ( TBM

3.5.5. Additive Backup Del ay

Definition:
The amount of increased Forwarding Delay [4] resulting fromdata
traffic traversing the Backup Path instead of the Prinary Path.

Di scussi on
Addi ti ve Backup Delay is cal cul ated using Equation 1 as shown

bel ow:

(Equation 1)

Addi ti ve Backup Del ay =
For war di ng Del ay(Backup Path) -
Forwar di ng Del ay(Primary Path)

Measurenment Units:
mlliseconds

| ssues:
Addi ti ve Backup Latency nay be a negative result. This is
theoretically possible but could be indicative of a sub-optinum
net wor k configuration

See Al so:
Primary Path
Backup Path
Primary Path Latency
Backup Path Latency

3.6. Failover Time Cal cul ati on Met hods

The foll owi ng Met hods nay be assessed on a per-flow basis using at

| east 16 fl ows spread over the routing table (using nore flows is
better). GOherwi se, the inpact of a prefix-dependency in the

i mpl enentation of a particular protection technol ogy could be m ssed.
However, the test designer nmust be aware of the number of packets per
second sent to each prefix, as this establishes sanpling of the path
and the time resolution for neasurenment of Failover tine on a per-

fl ow basi s.
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3.6.1. Tinme-Based Loss Method (TBLM

Definition:
The nethod to cal cul ate Failover Tine (or Reversion Time) using a

time scale on the Tester to neasure the interval of Fail over
Packet Loss.

Di scussi on
The Tester nust provide statistics that show the duration of
failure on a time scal e based on occurrence of packet |oss on a
time scale. This is indicated by the duration of non-zero packet
loss. The TBLMincludes failure detection time and tinme for data
traffic to begin traversing the Backup Path. Failover Tine and

Reversion Tinme are cal cul ated using the TBLM as shown in Equation
2:

(Equation 2)
(Equation 2a)
TBLM Fai l over Tinme = Tinme(Failover) - Tine(Failover Event)

(Equation 2b)
TBLM Reversion Tine = Tinme(Reversion) - Time(Restoration)

Wher e

Tinme(Failover) = Time on the tester at the receipt of the first

uni nmpai red packet at egress node after the backup path becane the
wor ki ng path

Ti me(Fail over Event) = Time on the tester at the receipt of the

| ast uni npai red packet at egress node on the prinmary path before
failure

Measurenent Units:
mlliseconds

| ssues:
None.

See Al so:
Fai | over
Packet - Loss- Based Met hod
3.6.2. Packet-Loss-Based Met hod (PLBM
Definition:

The nethod used to cal cul ate Failover Tine (or Reversion Tine)
fromthe amount of Fail over Packet Loss.
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Di scussi on
PLBM i ncludes failure detection time and tine for data traffic to
begi n traversing the Backup Path. Failover Tinme can be cal cul ated
using PLBM fromthe anmount of Fail over Packet Loss as shown bel ow
in Equation 3. Note: If traffic is sent to nore than 1
destination, PLBM gives the average | oss over the neasured
desti nati ons.

(Equation 3)
(Equation 3a)
PLBM Fai | over Time =
(Nunber of packets lost / Ofered Load rate) * 1000)

(Equation 3b)
PLBM Restoration Tine =
(Nurber of packets lost / Ofered Load rate) * 1000)

Units are packets/(packets/second) = seconds

Measurenment Units:
mlliseconds

| ssues:
None.

See Al so:
Fai | over Ti nme-Based Loss Met hod

3.6.3. Tinestanp-Based Method (TBM

Definition:
The nethod to cal culate Failover Tine (or Reversion Tinme) using a
time scale to quantify the interval between uninpaired packets
arriving in the test stream

Di scussi on
The purpose of this nmethod is to quantify the duration of failure
or reversion on a time scal e based on the observation of
uni npai red packets. The TBMis calculated from Equation 2 with
the val ues obtained fromthe timestanp in the packet payl oad,
rather than fromthe Tester clock (which are used with the TBLM.

Uni npai red packets are nornal packets that are not |ost,
reordered, or duplicated. A reordered packet is defined in
Section 3.3 of [7]. A duplicate packet is defined in Section
3.3.5 of [4]. Uninpaired packets may be detected by checking a
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sequence nunber in the payl oad, where the sequence nunber equals
the next expected nunber for an uninpaired packet. A sequence gap
or sequence reversal indicates inpaired packets.

For cal culating Fail over Tinme, the TBMincludes failure detection
time and tine for data traffic to begin traversing the Backup
Path. For calculating Reversion Tinme, the TBM i ncl udes Reversion
Time and tine for data traffic to begin traversing the Prinmary
Pat h.

Measurenent Units:
mlliseconds

| ssues:
None.

See Al so:
Fai | over
Fai |l over Tinme
Rever si on
Reversion Tine

4. Security Considerations

Benchnmarking activities as described in this menp are linmted to
technol ogy characterization using controlled stinmuli in a | aboratory
environnent, wth dedi cated address space and the constraints
specified in the sections above.

The benchnarki ng network topology will be an i ndependent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network or misroute traffic to the test
management networ k.

Further, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on neasurenents observable external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.
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