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1. Introduction

Thi s docunent specifies the mapping and notification of defect states
bet ween a pseudowire and the Attachment Circuits (AC) of the end-to-
end emul ated service. 1t covers the case where the ACs and the PW
are of the sanme type in accordance to the Pseudow re Enul ati on Edge-
to- Edge (PWE3) architecture [RFC3985] such that a honmbgeneous PW
service can be constructed.

Thi s docunent is notivated by the requirements put forth in [ RFC4377]
and [ RFC3916]. Its objective is to standardize the behavi or of PEs
with respect to defects on PW and ACs, so that there is no anbiguity
about the alarnms generated and consequent actions undertaken by PEs
in response to specific failure conditions.

Thi s docunent addresses PW over MPLS, MPLS/IP, L2TPv3/IP PSNs, ATM
Frame Relay, TDM and SONET/ SDH PWnative services. Due to its

uni que characteristics, the Ethernet PWservice is covered in a
separate docunent [Eth-OAM Inter].

Thi s docunent provides procedures for PW set up using Labe

Di stribution Protocol (LDP) [RFC4447] or L2TPv3 [RFC3931] control
protocols. VWhile we nention fault reporting options for PW
establ i shed by other neans (e.g., by static configuration or via
BGP), we do not provide detail ed procedures for such cases.

Ai ssaoui, et al. St andards Track [ Page 4]



RFC 6310

Thi s docunent

PW OAM Message Mappi ng

is scoped only to single segnent PWs.

July 2011

The mechani sns

described in this docunent could also be applied to terminating PEs

(T-PEs) for

a switching PE (S-PE).

2. Abbreviations and Conventi ons

2.1. Abbreviations

AALS
Al'S
AC
ATM
AVP
BFD
cC
CDN
CE
cv
DBA
DLC
FDI
FR
FRBS
| CVP
LB
LCCE
LDP
LSP
L2TP
MPLS
NE
NS
OAM
PE
PSN
PW
RDI
PDU
SDH
SDU
SONET
TDM
TLV
VCC
VCCV
VPC

Al ssaoui ,

ATM Adapt ati on Layer 5
Al arm | ndi cation Signal
Attachment Circuit
Asynchronous Transfer Mode
Attribute Value Pair
Bi di recti onal Forwardi ng Detection
Continuity Check
Call Disconnect Notify
Cust oner Edge
Connectivity Verification
Dynam ¢ Bandwi dth Al |l ocati on
Dat a Li nk Connecti on
Forward Defect Indication
Frame Rel ay
Frame Rel ay Bearer Service
I nternet Control Message Protocol
Loopback
L2TP Control Connecti on Endpoi nt
Label Distribution Protocol
Label Switched Path
Layer 2 Tunneling Protocol
Mul ti protocol Label Swi tching
Net wor k El enent
Native Service
Operations, Adm nistration, and Mi ntenance
Provi der Edge
Packet Switched Network
Pseudowi r e
Reverse Defect Indication
Protocol Data Unit
Synchronous Digital Hierarchy
Service Data Unit
Synchronous Optical Network
Ti me Division Mitiplexing
Type Length Val ue
Virtual Channel Connection
Virtual Connection Connectivity Verification
Virtual Path Connection

et al. St andards Track

mul ti-segment PW (MsS-PW) ([ RFC5254]).
[ RFC6073] details procedures for generating or

Section 10 of
rel ayi ng PWstatus by
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2.2. Conventions

The words "defect” and "fault" are used interchangeably to nmean any
condition that negatively inpacts forwarding of user traffic between
the CE endpoints of the PWservice.

The words "defect notification" and "defect indication" are used

i nterchangeably to nmean any OAM nessage generated by a PE and sent to
ot her nodes in the network to convey the defect state local to this
PE.

The PWcan be carried over three types of Packet Swi tched Networks
(PSNs). An "MPLS PSN' nakes use of MPLS Label Switched Paths

[ RFC3031] as the tunneling technology to forward the PW packets. An
"MPLS/ I P PSN' makes use of MPLS-in-1P tunneling [RFC4023], with an
MPLS shi m header used as PWdemultiplexer. An "L2TPv3/1P PSN' nakes
use of L2TPv3/1 P [RFC3931] as the tunneling technology with the
L2TPv3/ I P Session ID as the PWdemnul tipl exer

If LSP-Ping [RFC4379] is run over a PWas described in [ RFC5085], it
will be referred to as "VCCV-Ping". |If BFDis run over a PWas
described in [RFC5885], it will be referred to as "VCCV-BFD".

VWhile PW are inherently bidirectional entities, defects and OAM
nessaging are related to a specific traffic direction. W use the
terns "upstream and "downstream! to identify PEs in relation to the
traffic direction. A PE is upstreamfor the traffic it is forwarding
and is downstream for the traffic it is receiving.

We use the terns "local" and "renpte" to identify native service
networks and ACs in relation to a specific PEE The local ACis
attached to the PE in question, while the renote ACis attached to
the PE at the other end of the PW

A "transmt defect” is any defect that uniquely inpacts traffic sent
or relayed by the observing PE. A "receive defect" is any defect
that inpacts information transfer to the observing PE. Note that a
recei ve defect also inpacts traffic neant to be relayed, and thus can
be considered to incorporate two defect states. Thus, when a PE
enters both receive and transmt defect states of a PWservice, the
recei ve defect takes precedence over the transmt defect in ternms of
the consequent actions.

A "forward defect indication" (FDI) is sent in the same direction as
the user traffic inpacted by the defect. A "reverse defect

i ndication" (RDI) is sent in the direction opposite to that of the

i mpacted traffic.
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The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

3. Reference Mddel and Defect Locations

Figure 1 illustrates the PWE3 network reference nodel with an

i ndi cation of the possible defect |ocations. This nodel will be
referenced in the remai nder of this docunent for describing the OAM
procedures.

ACs PSN t unnel ACs
+----+ +----+
- -+ | PE]_l ::::::::::::::::::l PE2| - -+
I |---(a)---(b)..(c)...... PW..(d)..(e)..(f)---(9)---]| I
| CEl]  (N1) | I I (N2) | Ce2 |
| [---------- [ oo PW............. [---------- | |
Fom -+ | | ::::::::::::::::::l | Fom -+
N +--- -+ F- - -+ N
| Provi der Edge 1 Provi der Edge 2 |
I I
| <-----emmm- - Emul ated Service ---------------- >
Cust oner Cust oner
Edge 1 Edge 2

Figure 1: PWE3 Network Defect Locations

The procedures will be described in this docunent fromthe viewpoint
of PEl, so that Nl is the | ocal native service network and N2 is the
renote native service network. PE2 will typically inplenment the sane
functionality. Note that PEl1 is the upstream PE for traffic
originating in the local NS network N1, while it is the downstream PE
for traffic originating in the renote NS network N2.

The following is a brief description of the defect |ocations:

a. Defect in NS network N1. This covers any defect in network N1
(including any CE1 defect) that inpacts all or some ACs attached
to PE1, and is thus a | ocal AC defect. The defect is conveyed to
PE1 and to NS network N2 using NS specific OAM defect indications.

b. Defect on a PE1 AC interface (another |ocal AC defect).

c. Defect on a PE1 PSN interface.

d. Defect in the PSN network. This covers any defect in the PSN that

i npacts all or some PW between PE1l and PE2. The defect is
conveyed to the PE using a PSN and/or a PWspecific OAM def ect
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4.

i ndication. Note that both data plane defects and control plane
def ects must be taken into consideration. Although control
nmessages may follow a different path than PWdata plane traffic, a
control plane defect may affect the PWstatus.

e. Defect on a PE2 PSN interface.
f. Defect on a PE2 AC interface (a renpte AC defect).

g. Defect in NS network N2 (another renote AC defect). This covers
any defect in N2 (including any CE2 defect) that inpacts all or a
subset of ACs attached to PE2. The defect is conveyed to PE2 and
to NS network N1 using the NS OAM defect indication.

Abstract Defect States

PE1 must track four defect states that reflect the observed states of
both directions of the PWservice on both the AC and the PWsi des.
Def ects may i npact one or both directions of the PWservice.

The observed state is a conbination of defects directly detected by
PE1 and defects of which it has been made aware via notifications.

----AC recei ve---->| | ----- PWtransnmit---->
CE1 | PE1 | PE2/ CE2
<---AC transmit----| | <----PWreceive-----

(arrows indicate direction of user traffic inpacted by a defect)
Figure 2: Receive and Transnit Defect States

PE1 will directly detect or be notified of AC receive or PWreceive
defects as they occur upstream of PEl and inpact traffic being sent
to PEL. As a result, PEl enters the AC or PWreceive defect state.

In Figure 2, PE1 may be notified of a receive defect in the AC by
receiving a forward defect indication, e.g., ATMAIS fromCEl or an
i ntervening network. This defect notification indicates that user
traffic sent by CEl may not be received by PELl due to a defect. PE1l
can also directly detect an AC receive defect if it resulted froma
failure of the receive side in the local port or link over which the
AC is configured.

Similarly, PE1l may detect or be notified of a receive defect in the
PWby receiving a forward defect indication fromPE2. |f the PW
status TLV is used for fault notification, this nessage will indicate
a Local PSN-facing PW(egress) Transnmt Fault or a Local AC (ingress)
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Receive Fault at PE2, as described in Section 6.1.1. This defect
notification indicates that user traffic sent by CE2 may not be
received by PE1 due to a defect. As a result, PEl enters the PW
recei ve defect state.

Note that a forward defect indication is sent in the same direction
as the user traffic inpacted by the defect.

General ly, a PE cannot detect transmt defects by itself and will
therefore need to be notified of ACtransnmt or PWtransnit defects
by ot her devices.

In Figure 2, PE1 may be notified of a transmt defect in the AC by
receiving a reverse defect indication, e.g., ATMRDI, from CElL. This
defect relates to the traffic sent by PE1 to CELl on the AC

Simlarly, PEL may be notified of a transmt defect in the PW by
receiving a reverse defect indication fromPE2. |If PWstatus is used
for fault notification, this nessage will indicate a Local PSN
facing PW (ingress) Receive Fault or a Local Attachment GCircuit
(egress) Transmit Fault at PE2, as described in Section 6.1.1. This
defect inmpacts the traffic sent by PEl1 to CE2. As a result, PE1l
enters the PWtransmt defect state.

Note that a reverse defect indication is sent in the reverse
direction to the user traffic inpacted by the defect.

The procedures outlined in this docunment define the entry and exit
criteria for each of the four states with respect to the set of PW
services within the docunent scope and the consequent actions that
PE1 rmust perform

When a PE enters both receive and transnit defect states related to
the sanme PWservice, then the receive defect takes precedence over
transmt defect in terms of the consequent actions.

5. OAM Mbdes

A honmpgeneous PW service forwards packets between an AC and a PW of
the sane type. It thus inplenents both NS OAM and PW QAM nechani sns.
PW OAM def ect notification nmessages are described in Section 6.1. NS
OAM nessages are described in Appendi x A

Thi s docunent defines two different OAM nobdes, the distinction being

the met hod of mappi ng between the NS and PW OAM def ect notification
messages.
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The first node, illustrated in Figure 3, is called the "single

emul ated OAM | oop" nobde. Here, a single end-to-end NS OAM | oop i s
emul ated by transparently passing NS OAM nessages over the PW Note
that the PWOAM is shown outside the PWin Figure 3, as it is
transported in LDP nessages or in the associ ated channel, not inside
the PWitself.

Figure 3: Single Enulated OAM Loop Mdde
The single enmul ated OAM | oop node inplenments the foll ow ng behavior:

a. The upstream PE (PE1) MUST transparently relay NS OAM nessages
over the PW

b. The upstream PE MJST signal |ocal defects affecting the AC using a
NS defect notification nessage sent over the PW In the case that
it is not possible to generate NS OAM nessages (e.g., because the
defect interferes with NS OAM nessage generation), the PE MJST
signal |ocal defects affecting the AC using a PWdefect
notification nessage.

c. The upstream PE MJUST signal |ocal defects affecting the PWusing a
PW def ect notification nessage.

d. The downstream PE (PE2) MJUST insert NS defect notification
nmessages into its local AC when it detects or is notified of a
defect in the PWor renote AC. This includes translating received
PW defect notification nessages into NS defect notification
nmessages for defects signaled by the upstream PE

The single enulated OAM | oop node is suitable for PWservices that
have a widely depl oyed NS OAM nechani sm  Thi s docunent specifies the
use of this mode for ATM PW TDM PW and G rcuit Emul ati on over
Packet (CEP) PWservices. It is the default node of operation for
all ATM cell node PWservices and the only node specified for CEP and
Structure-Agnostic TDM over Packets / Circuit Enul ati on Service over
Packet Switched Network (SAToP/ CESoPSN) TDM PWservices. It is
optional for AAL5 PDU transport and AAL5 SDU transport nodes.
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6.

6.

The second OAM node operates three OAM | oops joi ned at the AC PW
boundaries of the PEs. This is referred to as the "coupled OAM

| oops"” node and is illustrated in Figure 4. Note that in contrast to
Figure 3, NS OAM nessages are never carried over the PW
+ommm - + +ommm - +
+--=--- + :::::::::::::::::l +--=--- +
| CE1l |-=NS-OAM=>| PE1 | | PE2 | -=NS-OAM=>| CE2 |
[ R + | | :::::::::::::::::l | [ R +
oo - + oo - +
\ /
------- =PW CAME>- - - - - - -

Figure 4. Coupl ed OAM Loops Mde
The coupl ed OAM | oops node i npl enents the foll ow ng behavi or:

a. The upstream PE (PE1) MUST term nate and translate a received NS
defect notification nessage into a PWdefect notification nessage.

b. The upstream PE MJST signal |ocal failures affecting its |ocal AC
usi ng PWdefect notification nmessages to the downstream PE.

c. The upstream PE MJST signal |ocal failures affecting the PWusing
PW def ect notification nessages.

d. The downstream PE (PE2) MJUST insert NS defect notification
nmessages into the AC when it detects or is notified of defects in
the PWor renmote AC. This includes translating received PW defect
notification nessages into NS defect notification nmessages.

Thi s docunent specifies the coupled OAM | oops node as the default
node for the Frame Relay, ATM AAL5 PDU transport, and AAL5 SDU
transport services. It is an optional node for ATM VCC cell node
services. This node is not specified for TDM CEP, or ATM VPC cel |
node PWservices. RFC 5087 defines a simlar but distinct node, as
will be explained in Section 9. For the ATM VPC cell node case a
pure coupled OAM | oops node is not possible as a PE MUST
transparently pass VC1level (F5) ATM OAM cells over the PWwhile
ternminating and translating VP-1evel (F4) OAM cells.

PW Def ect States and Defect Notifications
1. PWDefect Notificati on Mechani sns
For MPLS and MPLS/IP PSNs, a PE that establishes a PWusing the Label

Di stribution Protocol [RFC5036], and that has negotiated use of the
LDP status TLV per Section 5.4.3 of [RFC4447], MJST use the PW status
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TLV mechani sm for AC and PWstatus and defect notification.
Addi tionally, such a PE MAY use VCCV-BFD Connectivity Verification
(Cv) for fault detection only (CV types 0x04 and 0x10 [ RFC5885]).

A PE that establishes an MPLS PWusi ng neans other than LDP, e.g., by
static configuration or by use of BGP, MJST support sone alternative
net hod of status reporting. The design of a suitable nechanismto
carry the aforenentioned status TLV in the PWassoci ated channel is
work in progress [Static-PWStatus]. Additionally, such a PE MAY use
VCCV-BFD CV for both fault detection and status notification (CV
types 0x08 and 0x20 [ RFC5885]).

For a L2TPv3/1P PSN, a PE SHOULD use the Circuit Status Attribute

Val ue Pair (AVP) as the mechanismfor AC and PWstatus and def ect
notification. In its nost basic form the Grcuit Status AVP

[ RFC3931] in a Set-Link-1nfo (SLI) message can signal active/inactive
AC status. The Circuit Status AVP as described in [RFC5641] is
proposed to be extended to convey status and defects in the AC and
the PSN-facing PWin both ingress and egress directions, i.e., four

i ndependent status bits, without the need to tear down the sessions
or control connection.

VWen a PE does not support the Circuit Status AVP, it NMAY use the

St op- Control - Connection-Notification (StopCCN) and the Call -

Di sconnect-Notify (CDN) nmessages to tear down L2TP sessions in a
fashion simlar to LDP's use of Label Wthdrawal to tear down a PW
A PE may use the StopCCN to shut down the L2TP control connecti on,
and inmplicitly all L2TP sessions associated with that control
connection, w thout any explicit session control nessages. This is
useful for the case of a failure which inpacts all L2TP sessions (all
PWs) nanaged by the control connection. It MAY use CDN to di sconnect
a specific L2TP session when a failure only affects a specific PW

Additionally, a PE MAY use VCCV-BFD CV types 0x04 and 0x10 for fault
detection only, but SHOULD notify the renote PE using the Gircuit
Status AVP. A PE that establishes a PWusing neans other than the
L2TP control plane, e.g., by static configuration or by use of BGP,
MAY use VCCV-BFD CV types 0x08 and 0x20 for AC and PWstatus and
defect notification. These CV types SHOULD NOT be used when the PW
is established via the L2TP control pl ane.

The CV types are defined in Section 6.1.3 of this docunent.
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6.1.1. LDP Status TLV

[ RFC4446] defines the foll ow ng PWstatus code points:

0x00000000 - Pseudowire forwarding (clear all failures)
0x00000001 - Pseudowi re Not Forwarding

0x00000002 - Local Attachment Circuit (ingress) Receive Fault
0x00000004 - Local Attachment Circuit (egress) Transmt Fault
0x00000008 - Local PSN-facing PW(ingress) Receive Fault

0x00000010 - Local PSN-facing PW(egress) Transmt Fault

[ RFC4447] specifies that the "Pseudow re forwardi ng" code point is
used to indicate that all faults are to be cleared. It also
specifies that the "Pseudow re Not Forwardi ng" code point neans that
a defect has been detected that is not represented by the defined
code points.

The code points used in the LDP status TLV in a PWstatus
notification nessage report defects fromthe viewpoint of the
originating PE. The originating PE conveys this state in the form of
a forward defect or a reverse defect indication

The forward and reverse defect indication definitions used in this
docunent map to the LDP Status TLV codes as foll ows:

Forward defect indication corresponds to the |ogical OR of:
* Local Attachment Circuit (ingress) Receive Fault,
* Local PSN-facing PW(egress) Transmit Fault, and
*  PW Not Forwarding.

Reverse defect indication corresponds to the |ogical OR of:
* Local Attachment Circuit (egress) Transmit Fault and

* Local PSN-facing PW(ingress) Receive Fault.
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A PE MUST use PWstatus notification nessages to report all defects
affecting the PWservice including, but not restricted to, the
foll ow ng:

o defects detected through fault detection nechanisnms in the MPLS
and MPLS/ I P PSN

o defects detected through VCCV-Ping or VCCV-BFD CV types 0x04 and
0x10 for fault detection only,

o defects within the PE that result in an inability to forward
traffic between the AC and the PW

o defects of the ACor in the Layer 2 network affecting the AC as
per the rules detailed in Section 5 for the "single enul ated OAM
| oop" nmode and "coupl ed OAM | oops” nodes.

Note that there are two situations that require PWI abel wi thdrawa

as opposed to a PWstatus notification by the PE. The first one is
when the PWis taken down administratively in accordance with

[ RFC4447]. The second one is when the Target LDP session established
between the two PEs is lost. |In the latter case, the PWIlabels wll
need to be re-signal ed when the Targeted LDP session is re-

est abl i shed.

6.1.2. L2TP Circuit Status AVP

[ RFC3931] defines the Circuit Status AVP in the Set-Link-Info (SLI)
nmessage to exchange initial status and status changes in the circuit
to which the pseudowire is bound. [RFC5641] defines extensions to
the Crcuit Status AVP that are anal ogous to the PWStatus TLV
defined for LDP. Consequently, for L2TPv3/IP, the Circuit Status AVP
is used in the same fashion as the PW Status described in the
previous section. Extended circuit status for L2TPv3/IP is described
in [ RFC5641] .

If the extended Circuit Status bits are not supported, and instead
only the "A bit" (Active) is used as described in [ RFC3931], a PE MAY
use CDN nessages to clear L2TPv3/1P sessions in the presence of
session-level failures detected in the L2TPv3/1 P PSN

A PE MUST set the Active bit in the Crcuit Status to clear al

faults, and it MJUST clear the Active bit in the Crcuit Status to
convey any defect that cannot be represented explicitly with specific
Crcuit Status flags from [ RFC3931] or [RFC5641].
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The forward and reverse defect indication definitions used in this
docunent map to the L2TP Circuit Status AVP as foll ows:

Forward defect indication corresponds to the |ogical OR of:
* Local Attachment Circuit (ingress) Receive Fault,
* Local PSN-facing PW(egress) Transmit Fault, and
*  PW Not Forwar di ng.

Reverse defect indication corresponds to the |ogical OR of:
* Local Attachment Circuit (egress) Transmit Fault and
* Local PSN-facing PW(ingress) Receive Fault.

The status notification conveys defects fromthe vi ewpoi nt of the
originating LCCE (PE).

When the extended Circuit Status definition of [RFC5641] is
supported, a PE SHALL use the Circuit Status to report all failures
affecting the PWservice including, but not restricted to, the
fol | owi ng:

o defects detected through defect detection mechanisnms in the
L2TPv3/1 P PSN,

o defects detected through VCCV-Ping or VCCV-BFD CV types 0x04 (BFD
| P/ UDP- encapsul ated, for PWFault Detection only) and 0x10 (BFD
PW ACH encapsul ated (w thout | P/ UDP headers), for PW Fault
Detection and ACC PWFault Status Signaling) for fault detection
only which are described in Section 6.1.3 of this docunent,

o defects within the PE that result in an inability to forward
traffic between the AC and the PW

o defects of the ACor in the L2 network affecting the AC as per the
rules detailed in Section 5 for the "single emul ated OAM | oop"
node and the "coupl ed OAM | oops" nodes.

When the extended Circuit Status definition of [ RFC5641] is not
supported, a PE SHALL use the A bit in the Circuit Status AVP in the
SLI to report:

o defects of the ACor in the L2 network affecting the AC as per the

rules detailed in Section 5 for the "single enmul ated OAM | oop”
node and the "coupled OAM | oops" nodes.
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When the extended Circuit Status definition of [ RFC5641] is not
supported, a PE MAY use the CDN and St opCCN nessages in a simlar way
to an MPLS PWI abel withdrawal to report:

o defects detected through defect detection mechanisnms in the
L2TPv3/ I P PSN (using StopCCN),

o defects detected through VCCV (pseudowire |level) (using CDN),

o defects within the PE that result in an inability to forward
traffic between ACs and PW (using CDN).

For ATM L2TPv3/I P pseudowires, in addition to the Crcuit Status AVP,
a PE MAY use the ATM Al arm Status AVP [ RFC4454] to indicate the
reason for the ATMcircuit status and the specific alarmtype, if
any. This AVP is sent in the SLI message to indicate additional

i nformation about the ATMcircuit status.

L2TP control connections use Hell o nessages as a keep-alive facility.
It is inportant to note that if PSN failure is detected by keep-alive
timeout, the control connection is cleared. L2TP Hello nessages are
sent in-band so as to follow the data plane with respect to the
source and destination addresses, |P protocol nunber, and UDP port
(when UDP is used).

6.1.3. BFD Di agnostic Codes

BFD [ RFC5880] defines a set of diagnostic codes that partially
overlap the set of defects that can be conmunicated through LDP
Status TLV or L2TP Circuit Status AVP. This section describes the
behavi or of the PEs with respect to using one or both of these

net hods for detecting and propagating defect state.

In the case of an MPLS PWestablished via LDP signaling, the PEs
negoti ate VCCV capabilities during the | abel mappi ng messages
exchange used to establish the two directions of the PW This is
achi eved by including a capability TLV in the PWForward Error
Correction (FEC) interface paraneters TLV. 1In the L2TPv3/IP case,
the PEs negotiate the use of VCCV during the pseudow re session
initialization using the VCCV AVP [ RFC5085].

The CV Type Indicators field in the OAM capability TLV or VCCV AVP

defines a bitmask used to indicate the specific OAM capabilities that
the PE can use over the PWbeing established.
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A CV type of 0x04 or 0x10 [ RFC5885] indicates that BFD is used for PW
fault detection only. These CV types MAY be used any tinme the PWis

establ i shed using LDP or L2TP control planes. In this node, only the
foll owi ng diagnostic (D ag) codes specified in [ RFC5880] will be
used:

0 - No diagnostic

1 - Control detection time expired
3 - Neighbor signal ed session down
7 - Adnministratively Down

A PE using VCCV-BFD MJUST use diagnostic code O to indicate to its
peer PE that it is correctly receiving BFD control messages. It MJST
use diagnostic code 1 to indicate to its peer that it has stopped
recei ving BFD control nessages and will thus declare the PWto be
down in the receive direction. |t MJIST use diagnostic code 3 to
confirmto its peer that the BFD session is going down after

recei ving diagnostic code 1 fromthis peer. 1In this case, it wll
declare the PWto be down in the transmt direction. A PE MJST use
di agnostic code 7 to bring down the BFD session when the PWis
brought down adm nistratively. Al other defects, such as AC PW
defects and PE internal failures that prevent it from forwarding
traffic, MJST be conmuni cated through the LDP Status TLV in the case
of MPLS or MPLS/IP PSN, or through the appropriate L2TP codes in the
Crcuit Status AVP in the case of L2TPv3/1P PSN

A CV type of 0x08 or 0x20 in the OAM capabilities TLV indicates that
BFD is used for both PWfault detection and Fault Notification. In
addition to the above diagnostic codes, a PE uses the followi ng codes
to signal AC defects and other defects inpacting forwardi ng over the
PW servi ce:

6 - Concatenated Path Down
8 - Reverse Concatenated Path Down

As specified in [ RFC5085], the PEs negotiate the use of VCCV during
PWsetup. Wen a PWtransported over an MPLS-PSN i s established
using LDP, the PEs negotiate the use of the VCCV capabilities using
the optional VCCV Capability Advertisenment Sub-TLV paraneter in the
Interface Parameter Sub-TLV field of the LDP PWID FEC or using an
Interface Parameters TLV of the LDP Ceneralized PWID FEC. In the
case of L2TPv3/1P PSNs, the PEs negotiate the use of VCCV during the
pseudowi re session initialization using VCCV AVP.

Ai ssaoui, et al. St andards Track [ Page 17]



RFC 6310 PW OAM Message Mappi ng July 2011

Note that a defect that causes the generation of the "PW not

forwardi ng code" (diagnostic code 6 or 8) does not necessarily result
in the BFD session going down. However, if the BFD session tines
out, then diagnostic code 1 MJIST be used since it signals a state
change of the BFD session itself. [In general, when a BFD session
changes state, the PEs MJST use state change diagnostic codes 0, 1,
3, and 7 in accordance with [ RFC5880], and they MJUST override any of
the AC/ PWstatus diagnostic codes (codes 6 or 8) that nmay have been
signaled prior to the BFD session changi ng state.

The forward and reverse defect indications used in this document map
to the follow ng BFD codes:

Forward defect indication corresponds to the |ogical OR of:
* Concatenated Path Down (BFD di agnostic code 06)
* Pseudowi re Not Forwarding (PWstatus code 0x00000001).
Reverse defect indication corresponds to:
* Reverse Concatenated Path Down (BFD di agnostic code 08).
These di agnostic codes are used to signal forward and reverse defect
states, respectively, when the PEs negotiated the use of BFD as the
mechani smfor AC and PWfault detection and status signaling
notification. As stated in Section 6.1, these CV types SHOULD NOT be
used when the PWis established with the LDP or L2TP control pl ane.
6.2. PWDefect State Entry/Exit
6.2.1. PWReceive Defect State Entry/Exit Criteria

PE1l, as downstream PE, will enter the PWreceive defect state if one
or nore of the follow ng occurs:

o It receives a forward defect indication (FDI) from PE2 indicating
either a receive defect on the rembte AC or that PE2 detected or
was notified of downstream PWfault.

o It detects loss of connectivity on the PSN tunnel upstream of PEL,
whi ch affects the traffic it receives from PE2.

o It detects a loss of PWconnectivity through VCCV-BFD or VCCV-
PING which affects the traffic it receives from PE2.
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Note that if the PWcontrol session (LDP session, the L2TP sessi on,
or the L2TP control connection) between the PEs fails, the PWis torn
down and needs to be re-established. However, the consequent actions
towards the ACs are the sanme as if the PWentered the receive defect
state.

PE1 will exit the PWreceive defect state when the follow ng
conditions are net. Note that this may result in a transition to the
PW operational state or the PWtransnit defect state.
o Al previously detected defects have di sappeared, and
o PE2 cleared the FDI, if applicable.

6.2.2. PWTransnit Defect State Entry/Exit Criteria

PE1, as upstream PE, will enter the PWtransmt defect state if the
foll owi ng conditions occur:

0 It receives a Reverse Defect Indication (RDI) from PE2 indicating

either a transmt fault on the renote AC or that PE2 detected or
was notified of a upstream PWfault, and

o it is not already in the PWreceive defect state.

PEL will exit the transmt defect state if it receives an OAM nessage
fromPE2 clearing the RDI, or it has entered the PWreceive defect
state.

For a PWover L2TPv3/I1P using the basic Crcuit Status AVP [ RFC3931],
the PWtransnit defect state is not valid and a PE can only enter the
PWrecei ve defect state.

7. Procedures for ATM PW Service
The foll owi ng procedures apply to Asynchronous Transfer Mde (ATM
pseudowi res [ RFC4717]. ATMterm nology is explained in Appendix A 2
of this docunent.

7.1. AC Receive Defect State Entry/Exit Criteria

When operating in the coupled OAM | oops node, PEl enters the AC
recei ve defect state when any of the followi ng conditions are net:

a. It detects or is notified of a physical layer fault on the ATM
i nterface.

Ai ssaoui, et al. St andards Track [ Page 19]



RFC 6310 PW OAM Message Mappi ng July 2011

b. It receives an end-to-end Flow 4 OAM (F4) Al arm | ndi cation Signal
(AIS) OAMflow on a Virtual Path (VP) AC or an end-to-end Flow 5
(F5) AIS OAM flow on a Virtual Crcuit (VC) as per ITUT
Recomendation |.610 [1.610], indicating that the ATM VPC or VCC
is down in the adjacent Layer 2 ATM networKk.

c. It receives a segnent F4 AIS OAM flow on a VP AC, or a segnent F5
AlS OAM fl ow on a VC AC, provided that the operator has
provi si oned segnent OAM and the PE is not a segnent endpoint.

d. It detects loss of connectivity on the ATM VPC/ VCC whi |l e
term nating segment or end-to-end ATM continuity check (ATM CC)
cells with the local ATM network and CE.

When operating in the coupl ed OAM | oops npde, PEl exits the AC
recei ve defect state when all previously detected defects have
di sappear ed.

When operating in the single enmul ated OAM | oop npbde, PEl enters the
AC receive defect state if any of the following conditions are net:

a. It detects or is notified of a physical layer fault on the ATM
interface.

b. It detects |loss of connectivity on the ATM VPC/ VCC whi | e
term nating segment ATM continuity check (ATM CC) cells with the
| ocal ATM network and CE.

VWhen operating in the single emul ated OAM | oop node, PEl exits the AC
recei ve defect state when all previously detected defects have
di sappear ed.

The exact conditions under which a PE enters and exits the AIS state,
or declares that connectivity is restored via ATM CC, are defined in
Section 9.2 of [I.610].

7.2. AC Transmit Defect State Entry/Exit Criteria

When operating in the coupl ed OAM | oops npde, PEl enters the AC
transmt defect state if any of the follow ng conditions are met:

a. It termnates an end-to-end F4 RDI OAMflow, in the case of a VPC,
or an end-to-end F5 RDI OAM flow, in the case of a VCC, indicating
that the ATM VPC or VCC is down in the adjacent L2 ATM

b. It receives a segnent F4 RDI OQAMflow on a VP AC, or a segnment F5

RDI OAM flow on a VC AC, provided that the operator has
provi si oned segnent OAM and the PE is not a segnent endpoint.
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7.

7.

3.

3.

3.

PE1 exits the AC transnit defect state if the AC state transitions to
working or to the AC receive defect state. The exact conditions for
exiting the RDI state are described in Section 9.2 of [].610].

Note that the AC transmt defect state is not valid when operating in
the single enul ated OAM | oop nbde, as PEl transparently forwards the
received RDI cells as user cells over the ATM PWto the renpte CE
Consequent Actions

In the remainder of this section, the text refers to AIS, RDI, and CC
wi t hout specifying whether there is an F4 (VP-level) flow or an F5
(VC-level) flow, or whether it is an end-to-end or a segrment flow.
Preci se ATM OAM procedures for each type of flow are specified in
Section 9.2 of [I.610].

1. PWReceive Defect State Entry/Exit

On entry to the PWreceive defect state:

a. PE1 MUST commence AIS insertion into the correspondi ng AC

b. PE1 MUST cease generation of CC cells on the corresponding AC, if
appl i cabl e.

c. If the PWdefect was detected by PE1 without receiving FD from
PE2, PE1 MJST assune PE2 has no know edge of the defect and MJST
notify PE2 by sending RDI

On exit fromthe PWreceive defect state

a. PE1 MUST cease AlIS insertion into the correspondi ng AC

b. PE1 MUST resune any CC cell generation on the corresponding AC, if
appl i cabl e.

c. PEL MUST clear the RDI to PE2, if applicable.

2. PWTransnmit Defect State Entry/Exit

On entry to the PWTransmit Defect State

a. PEl1 MUST commence RDI insertion into the correspondi ng AC.

b. If the PWfailure was detected by PE1 wi thout receiving RD from

PE2, PE1 MJST assune PE2 has no know edge of the defect and MJST
notify PE2 by sending FDI
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On exit fromthe PWTransnit Defect State:
a. PE1 MUST cease RDI insertion into the correspondi ng AC
b. PE1L MJUST clear the FDI to PE2, if applicable.

7.3.3. PWDefect State in ATM Port Mdde PW Service
In case of transparent cell transport PWservice, i.e., "port node",
where the PE does not keep track of the status of individual ATM VPCs
or VCCs, a PE cannot relay PWdefect state over these VCCs and VPCs.
If ATMCCis run on the VCCs and VPCs end-to-end (CE1 to CE2), or on
a segnment originating and termnating in the ATM network and spanni ng
the PSN network, it will time out and cause the CE or ATMswitch to
enter the ATM Al S state.

7.3.4. AC Receive Defect State Entry/Exit

On entry to the AC receive defect state and when operating in the
coupl ed OAM | oops node:

a. PE1 MUST send FDI to PE2.

b. PE1 MJUST comrence insertion of ATM RDI cells into the AC towards
CE1.

When operating in the single emul ated OAM | oop node, PE1 nust be able
to support two options, subject to the operator’s preference. The
default option is the foll ow ng:
On entry to the AC receive defect state:
a. PE1l MUST transparently relay ATMAIS cells, or, in the case of a
| ocal AC defect, commence insertion of ATMAIS cells into the
correspondi ng PWtowards CE2.

b. If the defect interferes with NS OAM nessage generation, PE1L MJST
send FDI to PE2.

c. PEl MUST cease the generation of CC cells on the correspondi ng PW
i f applicable.
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7.

3.

In certain operational nodels, for exanple, in the case that the ATM
access network is owned by a different provider than the PW an
operator may want to di stingui sh between defects detected in the ATM
access network and defects detected on the AC directly adjacent to
the PE. Therefore, the follow ng option MJST al so be supported:

a. PEl MUST transparently relay ATM AI S cells over the corresponding
PWt owar ds CE2.

b. Upon detection of a defect on the ATMinterface on the PE or in
the PE itself, PEL MJST send FD to PE2.

c. PEl MUST cease generation of CC cells on the corresponding PW if
appl i cabl e.

On exit fromthe AC receive defect state and when operating in the
coupl ed OAM | oops node:

a. PE1 MJUST clear the FDI to PE2.
b. PE1 MJST cease insertion of ATMRD cells into the AC

On exit fromthe AC receive defect state and when operating in the
single emul ated OAM | oop node:

a. PE1 MUST cease insertion of ATMAIS cells into the correspondi ng
PW

b. PE1L MUST clear the FDI to PE2, if applicable.

c. PE1 MUST resune any CC cell generation on the corresponding PW if
appl i cabl e.

5. AC Transmt Defect State Entry/Exit

On entry to the AC transnmit defect state and when operating in the
coupl ed OAM | oops node:

* PE1 MUST send RDI to PE2.

On exit fromthe ACtransmt defect state and when operating in the
coupl ed OAM | oops node:

* PE1 MUST clear the RD to PE2.
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8. Procedures for Frane Relay PW Service

The foll owi ng procedures apply to Frane Relay (FR) pseudow res
[ RFC4619]. Frane Relay (FR) term nology is explained in Appendix A1
of this docunent.

8.1. AC Receive Defect State Entry/Exit Criteria

PE1 enters the AC receive defect state if one or nore of the
followi ng conditions are met:

a. A Permanent Virtual Circuit (PVC) is not deleted fromthe FR
network and the FR network explicitly indicates in a full status
report (and optionally by the asynchronous status nessage) that
this PVCis inactive [Q933]. In this case, this status maps
across the PE to the correspondi ng PWonly.

b. The Link Integrity Verification (LIV) indicates that the |ink from

the PE to the Frane Relay network is down [Q933]. In this case,
the link down indication nmaps across the PE to all corresponding
PV,

c. A physical layer alarmis detected on the FRinterface. 1In this

case, this status maps across the PE to all correspondi ng PWs.

PE1 exits the AC receive defect state when all previously detected
def ects have di sappear ed.

8.2. AC Transmit Defect State Entry/Exit Criteria

The AC transnit defect state is not valid for a FR AC.
8.3. Consequent Actions
8.3.1. PWReceive Defect State Entry/Exit

The A (Active) bit indicates whether the FR PVC is ACTIVE (1) or
I NACTI VE (0) as explained in [ RFC4591].

On entry to the PWreceive defect state:

a. PE1 MUST clear the Active bit for the corresponding FR ACin a
full status report, and optionally in an asynchronous status
nessage, as per [Q 933], Annex A

b. If the PWfailure was detected by PELlL without receiving FDI from

PE2, PE1 MJST assune PE2 has no know edge of the defect and MJST
notify PE2 by sending RDI.
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On exit fromthe PWrecei ve defect state:

a.

3.

2.

PE1 MJUST set the Active bit for the corresponding FR ACin a full
status report, and optionally in an asynchronous status nessage,
as per [Q933], Annex A. PEl does not apply this procedure on a
transition fromthe PWreceive defect state to the PWtransmit
defect state.

PE1 MJUST clear the RDI to PE2, if applicable.
PW Transnmit Defect State Entry/Exit
entry to the PWtransnmit defect state:

PE1 MUST clear the Active bit for the corresponding FR ACin a
full status report, and optionally in an asynchronous status
nmessage, as per [Q 933], Annex A

If the PWfailure was detected by PE1 without RD from PE2, PE1l
MUST assume PE2 has no know edge of the defect and MJUST notify PE2
by sendi ng FDI.

exit fromthe PWtransmt defect state:

PE1 MJUST set the Active bit for the corresponding FR ACin a full
status report, and optionally in an asynchronous status nessage,
as per [Q933], Annex A. PEl does not apply this procedure on a
transition fromthe PWtransmt defect state to the PWreceive
defect state.

b. PEL MJUST clear the FDI to PE2, if applicable.

3.

3.

PW Defect State in the FR Port Myde PW Service

In case of port node PWservice, STATUS ENQUI RY and STATUS messages
are transported transparently over the PW A PWFailure wll

therefore result in tinmeouts of the Q933 |ink and PVC nanagenent

protocol at the Frame Rel ay devices at one or both sites of the
emul ated interface.

3.

4.

AC Receive Defect State Entry/Exit

On entry to the AC receive defect state:

*

PE1 MJUST send FDI to PE2.
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On exit fromthe AC receive defect state:

* PE1 MJST clear the FD to PE2.
8.3.5. AC Transmt Defect State Entry/Exit

The AC transnit defect state is not valid for an FR AC
9. Procedures for TDM PW Servi ce

The foll owi ng procedures apply to SAToP [ RFC4553], CESoPSN [ RFC5086]
and TDMWbl P [ RFC5087]. These technol ogies utilize the single enul ated
OAM | oop node. RFC 5087 di stingui shes between trail-extended and
trail-term nated scenarios; the former is essentially the single

emul ated | oop nodel. The latter applies to cases where the NS
networks are run by different operators and defect notifications are
not propagated across the PW

Since TDMis inherently real-tinme in nature, many QAM i ndi cati ons
must be generated or forwarded with mninmal delay. This requirenent
rul es out the use of nessagi ng protocols, such as PWstatus nessages.
Thus, for TDM PWs, alternate mechani sms are enpl oyed.

The fact that TDM PW packets are sent at a known constant rate can be
expl oited as an OAM nechanism Thus, a PE enters the PWreceive

def ect state whenever a preconfigured number of TDM PW packets do not
arrive in atinely fashion. It exits this state when packets once
again arrive at their proper rate.

Native TDM carries OQAMindications in overhead fields that travel
along with the data. TDM PW emul ate this behavi or by sending urgent
OAM nessages in the PWE control word.

The TDM PWE3 control word contains a set of flags used to indicate PW
and AC defect conditions. The L bit is an AC forward def ect

i ndi cation used by the upstream PE to signal NS network defects to
the downstream PE.  The Mfield nay be used to nodify the neani ng of
receive defects. The Rbit is a PWreverse defect indication used by
the PE to signal PSN failures to the renote PE. Upon reception of
packets with the R bit set, a PE enters the PWtransnmt defect state.
L bits and R bits are further described in [ RFC5087].
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9.1. AC Receive Defect State Entry/Exit Criteria

PE1 enters the AC receive defect state if any of the follow ng
conditions are net:

a. It detects a physical layer fault on the TDMinterface (Loss of
Signal, Loss of Alignnment, etc., as described in [G 775]).

b. It is notified of a previous physical |ayer fault by detecting
Al S.

The exact conditions under which a PE enters and exits the Al S state
are defined in [G775]. Note that Loss of Signal and Al S detection
can be performed by PEs for both structure-agnostic and structure-
aware TDM PWtypes. Note that PEs inplenmenting structure-agnostic
PW cannot detect Loss of Alignnent.

9.2. AC Transnmit Defect State Entry/Exit Criteria
PE1 enters the AC transmt defect state when it detects RD according
to the criteriain [G775]. Note that PEs inplenmenting structure-
agnostic PW cannot detect RDI.

9.3. Consequent Actions

9.3.1. PWReceive Defect State Entry/Exit
On entry to the PWreceive defect state:
a. PE1 MUST comence AlS insertion into the correspondi ng TDM AC.
b. PEL MJST set the R bit in all PWpackets sent back to PE2.
On exit fromthe PWreceive defect state:
a. PEl MUST cease AlS insertion into the correspondi ng TDM AC.
b. PEL MUST clear the Rbit in all PWpackets sent back to PE2.

Note that AlIS generation can, in general, be performed by both
structure-aware and structure-agnostic PEs.

9.3.2. PWTransnit Defect State Entry/Exit
On entry to the PWTransnmit Defect State:

* A structure-aware PE1 MUST conmence RDI insertion into the
correspondi ng AC.
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10.

On exit fromthe PWTransnit Defect State:

* A structure-aware PE1 MJUST cease RDI insertion into the
correspondi ng AC.

Not e that structure-agnostic PEs are not capable of injecting RD
into an AC

.3. AC Receive Defect State Entry/Exit

On entry to the AC receive defect state and when operating in the
single emul ated OAM | oop node:

a. PEl SHOULD overwite the TDM data with AIS in the PW packets sent
towar ds PE2.

b. PEL MJST set the L bit in these packets.
c. PE1 MAY omit the payload in order to conserve bandw dt h.
d. A structure-aware PEl1 SHOULD send RDI back towards CE1l.

e. A structure-aware PEl that detects a potentially correctable AC
defect MAY use the Mfield to indicate this.

On exit fromthe AC receive defect state and when operating in the
singl e enul ated OAM | oop node:

a. PEl MJUST cease overwiting PWcontent with AIS and return to
forwarding valid TDM data in PWpackets sent towards PE2.

b. PEL MJST clear the L bit in PWpackets sent towards PE2.
c. A structure-aware PEl MJST cease sending RD towards CE1l.
Procedures for CEP PW Service

The foll owi ng procedures apply to SONET/SDH Circuit Enul ation
[ RFC4842]. They are based on the single enul ated OAM | oop node.

Since SONET and SDH are inherently real-time in nature, nmany OAM

i ndi cations rmust be generated or forwarded with mninmal delay. This
requi renent rules out the use of nessaging protocols, such as PW
status nmessages. Thus, for CEP PW alternate nechanisns are

enpl oyed.
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The CEP PWE3 control word contains a set of flags used to indicate PW
and AC defect conditions. The L bit is a forward defect indication
used by the upstream PE to signal to the downstream PE a defect in
its local attachment circuit. The R bit is a PWreverse defect

i ndi cation used by the PE to signal PSN failures to the renote PE.

The conbination of N and P bits is used by the local PE to signal

| oss of pointer to the renote PE

The fact that CEP PW packets are sent at a known constant rate can be
expl oited as an OAM nechanism Thus, a PE enters the PWreceive
defect state when it |oses packet synchronization. It exits this
state when it regai ns packet synchronization. See [RFC4842] for
further details.

10.1. Defect States

10.1.1. PWReceive Defect State Entry/Exit
In addition to the conditions specified in Section 6.2.1, PE1L wll
enter the PWreceive defect state when one of the follow ng becones
true:
o It receives packets with the L bit set.
o It receives packets with both the N and P bits set.
o It loses packet synchronization.

10.1.2. PWTransmit Defect State Entry/Exit
In addition to the conditions specified in Section 6.2.2, PE1L wll
enter the PWtransmt defect state if it receives packets with the R
bit set.

10.1.3. AC Receive Defect State Entry/Exit

PE1 enters the AC receive defect state when any of the follow ng
conditions are net:

a. It detects a physical layer fault on the TDMinterface (Loss of
Signal, Loss of Alignment, etc.).

b. It is notified of a previous physical layer fault by detecting of
Al S.

The exact conditions under which a PE enters and exits the AlS state
are defined in [G 707] and [G 783].
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10.1.4. AC Transmit Defect State Entry/Exit

The AC transnit defect state is not valid for CEP PW. RDl signals
are forwarded transparently.

10. 2. Consequent Actions
10.2.1. PWReceive Defect State Entry/Exit
On entry to the PWreceive defect state:

a. PE1 MUST commence AIS-P/V insertion into the correspondi ng AC.
See [ RFC4842].

b. PEL MJST set the Rbit in all PWpackets sent back to PE2.
On exit fromthe PWreceive defect state:
a. PEl MUST cease AIS-P/V insertion into the correspondi ng AC.
b. PEL MIST clear the Rbit in all PWpackets sent back to PE2.
See [ RFC4842] for further details.

10.2.2. PWTransmt Defect State Entry/Exit
On entry to the PWTransmit Defect State:

a. A structure-aware PE1 MJST comrence RDI insertion into the
correspondi ng AC.

On exit fromthe PWTransnmt Defect State:

a. A structure-aware PE1 MJST cease RDI insertion into the
correspondi ng AC.

10.2.3. AC Receive Defect State Entry/Exit
On entry to the AC receive defect state:
a. PE1 MUST set the L bit in these packets.

b. If Dynam c Bandwi dth Allocation (DBA) has been enabl ed, PEL MAY
omit the payload in order to conserve bandw dt h.

c. If Dynam c Bandwi dth All ocation (DBA) is not enabl ed, PEl1L SHOULD

insert AIS-V/P in the SDH SONET client |ayer in the PWpackets
sent towards PE2.
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On exit fromthe AC recei ve defect state

a. PE1 MJUST cease overwiting PWcontent with AIS-P/V and return to
forwarding valid data in PWpackets sent towards PE2.

b. PEL MJST clear the L bit in PWpackets sent towards PE2.
See [ RFC4842] for further details.
11. Security Considerations

The mappi ng nmessages described in this docunent do not change the
security functions inherent in the actual nmessages. Al generic
security considerations applicable to PWtraffic specified in Section
10 of [RFC3985] are applicable to NS OAM nessages transferred inside
the PW

Security considerations in Section 10 of RFC 5085 for VCCV apply to
the OAM nessages thus transferred. Security considerations
applicable to the PWE3 control protocol of RFC 4447 Section 8.2 apply
to OAM i ndi cations transferred using the LDP status message.

Since the mechani sms of this docunent enabl e propagati on of OAM
nessages and fault conditions between native service networks and
PSNs, continuity of the end-to-end service depends on a trust

rel ati onship between the operators of these networks. Security
consi derations for such scenarios are discussed in Section 7 of

[ RFC5254] .
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Appendi x A.  Native Service Managenent (Infornative)
A 1. Frame Rel ay Managenent

The managenment of Frame Rel ay Bearer Service (FRBS) connections can
be acconplished through two distinct nethodol ogies:

a. Based on [Q 933], Annex A, Link Integrity Verification procedure
wher e STATUS and STATUS ENQUI RY signaling messages are sent using
DLClI =0 over a given User-Network Interface (UNI) and Networ k-
Network Interface (NNI') physical |ink

b. Based on FRBS Local Managenent Interface (LM), and simlar to ATM
Integrated LM (ILM) where LM is common in private Frame Rel ay
net wor ks.

In addition, ITU-T 1.620 [I.620] addressed Frane Rel ay | oopback
Thi s Reconmendation was withdrawn in 2004, and its depl oynent was
[imted.

It is possible to use either, or both, of the above options to nanage
Frame Relay interfaces. This docunent will refer exclusively to
Q 933 nessages.

The status of any provisioned Frame Rel ay PVC may be updated through

a. Frame Rel ay STATUS nessages in response to Frane Relay STATUS
ENQUI RY nessages; these are mandatory.

b. Optional unsolicited STATUS updates independent of STATUS ENQUI RY
(typically, under the control of nanagenent system these updates
can be sent periodically (continuous nmonitoring) or only upon
detection of specific defects based on configuration).

In Franme Relay, a Data Link Connection (DLC) is either up or down.
There is no distinction between different directions. To achieve
conmonal ity with other technol ogies, down is represented as a receive
def ect.

Frame Rel ay connection nanagenent is not inplenmented over the PW
using either of the techniques native to FR, therefore, PWnechanisns
are used to synchronize the view each PE has of the renpte Native
Service/ Attachment Circuit (NS/AC. A PE wll treat a remote NS/ AC
failure in the same way it would treat a PWor PSN failure, that is,
usi ng AC facing FR connecti on managenent to notify the CE that FRis
down.
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A 2. ATM Managenent

ATM managenment and OAM nmechani snms are much nore evol ved than those of
Frame Relay. There are five broad managenent-rel ated categori es,

i ncluding fault managenent (FT), Perfornmance managenent (PM,
configuration managenent (CM, Accounting nmanagenent (AC), and
Security managenent (SM. [1.610] describes the functions for the
operation and mai nt enance of the physical |ayer and the ATM I ayer,
that is, nmanagenent at the bit and cell |evels. Because of its
scope, this docunment will concentrate on ATM fault managenent
functions. Fault managenent functions include the follow ng:

a. AlarmlIndication Signal (Al'S).
b. Remote Defect Indication (RD).
c. Continuity Check (CQ).

d. Loopback (LB).

Sone of the basic ATM fault managenment functions are described as
follows: AlarmlIndication Sighal (Al'S) sends a nessage in the same
direction as that of the signal, to the effect that an error has been
det ect ed.

The Renote Defect Indication (RDI) sends a nessage to the
transmtting term nal that an error has been detected. Al arns
related to the physical |ayer are indicated using path Al S/ RD .
Virtual path AIS/RDI and virtual channel AI'S/RDI are al so generated
for the ATM | ayer.

OAM cells (F4 and F5 cells) are used to instrunent virtual paths and
virtual channels, respectively, with regard to their performance and
availability. OAMcells in the F4 and F5 flows are used for

nmoni toring a segnent of the network and end-to-end nonitoring. QOAM
cells in F4 fl ows have the sane VPl as that of the connection being
nmonitored. OAMcells in F5 fl ows have the same VPl and VCl as that
of the connection being nmonitored. The AIS and RDI messages of the
F4 and F5 flows are sent to the other network nodes via the VPC or
the VCC to which the nessage refers. The type of error and its

| ocation can be indicated in the OAMcells. Continuity check is
anot her fault managenent function. To check whether a VCC that has
been idle for a period of tine is still functioning, the network

el enents can send continuity-check cells along that VCC
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App
B. 1

B. 2.

B. 3.

Al s

endi x B. PWDefects and Detection Tools

. PwWDefects

Possi bl e defects that inpact PW are the foll ow ng:
a. Physical |ayer defect in the PSN interface.

b. PSN tunnel failure that results in a |loss of connectivity between
i ngress and egress PE

c. Control session failures between ingress and egress PE

In case of an MPLS PSN and an MPLS/I P PSN there are additiona
def ect s:

a. PWlabeling error, which is due to a defect in the ingress PE, or
to an over-writing of the PWI abel val ue sonewhere along the LSP
pat h.

b. LSP tunnel |abel swapping errors or LSP tunnel [|abel rmerging
errors in the MPLS network. This could result in the termnation
of a PWat the wong egress PE

c. Unintended self-replication; e.g., due to |oops or denial-of-
servi ce attacks.

Packet Loss

Persi stent congestion in the PSN or in a PE could inpact the proper
operation of the emul ated service.

A PE can detect packet loss resulting fromcongestion through severa
met hods. |If a PE uses the sequence number field in the PWE3 Contro
Word for a specific pseudowi re [ RFC3985] and [ RFC4385], it has the
ability to detect packet loss. Translation of congestion detection
to PWdefect states is beyond the scope of this docunent.

There are congestion alarns that are raised in the node and to the
management system when congestion occurs. The decision to declare
the PWdown and to select another path is usually at the discretion
of the network operator.

PW Def ect Detection Tools

To detect the defects |isted above, Service Providers have a variety
of options avail abl e.
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B. 4.

Al s

Physi cal Layer defect detection and notification nechanisns include
SONET/ SDH Loss of Signal (LOCS), Loss of Alignment (LOA), and Al S/ RDI.

PSN def ect detection nechani sns vary according to the PSN type.

For PW over L2TPv3/IP PSNs, with L2TP as encapsul ati on protocol, the
def ect detection nechanisns described in [ RFC3931] apply. These

i nclude, for exanmple, the keep-alive nmechanismperformed with Hello
nmessages for detection of |oss of connectivity between a pair of
LCCEs (i.e., dead PE peer and path detection). Furthernore, the
tools Ping and Traceroute, based on | CMP Echo Messages [ RFC0792]
apply and can be used to detect defects on the IP PSN. Additionally,
VCCV- Pi ng [ RFC5085] and VCCV-BFD [ RFC5885] can al so be used to detect
defects at the individual pseudowire |evel.

For PWs over MPLS or MPLS/I P PSNs, several tools can be used:

a. LSP-Ping and LSP-Traceroute [RFC4379] for LSP tunnel connectivity
verification.

b. LSP-Ping with Bi-directional Forwarding Detection [RFC5885] for
LSP tunnel continuity checking.

c. Furthernore, if Resource Reservation Protocol - Traffic

Engi neering (RSVP-TE) is used to set up the PSN Tunnel s between

i ngress and egress PE, the hello protocol can be used to detect

| oss of connectivity [RFC3209], but only at the control plane.

PW Speci fic Defect Detection Mechani sns

[ RFCA377] describes how LSP-Ping and BFD can be used over individua
PW for connectivity verification and continuity checking,
respectively.

Furthernore, the detection of a fault could occur at different points
in the network and there are several ways the observing PE determ nes
a fault exists:

a. Egress PE detection of failure (e.g., BFD).

b. Ingress PE detection of failure (e.g., LSP-PING.

c. Ingress PE notification of failure (e.g., RSVP Path-err).
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