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Abst ract

A Path Computation Element (PCE) may be required to perform dependent
pat h conputations. Dependent path computations are requests that
need to be synchronized in order to neet specific objectives. An
exanpl e of a dependent request would be a PCE conputing a set of
services that are required to be diverse (disjointed) from each
other. Wen a PCE conputes sets of dependent path conputation
requests concurrently, use of the Synchronization VECtor (SVEC) i st
is required for association anmpbng the sets of dependent path
conput ati on requests. The SVEC object is optional and carried within
the Path Conputation El enent Commruni cation Protocol (PCEP) PCRequest
(PCReq) nessage.

Thi s docunent does not specify the PCEP SVEC object or procedure.
This informational document clarifies the use of the SVEC |list for
synchroni zed path comput ati ons when conputi ng dependent requests.
The docurent al so describes a nunber of usage scenarios for SVEC
lists within single-domain and nulti-domain environnents.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6007.
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1. Introduction

[ RFC5440] describes the specifications for the Path Conputation

El ement Conmuni cation Protocol (PCEP). PCEP specifies the

conmuni cati on between a Path Conputation Cient (PCC) and a Path
Conput ati on El enent (PCE), or between two PCEs based on the PCE
architecture [ RFC4655]. PCEP interactions include path conmputation
requests and path conputation replies.

The PCE may be required to compute independent and dependent path

requests. Path conputation requests are said to be independent if
they are not related to each other and therefore not required to be
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synchroni zed. Conversely, a set of dependent path conputation
requests is such that their computations cannot be perforned

i ndependently of each other, and the requests nust be synchronized.
The Synchroni zation VECtor (SVEC) with a list of the path computation
request identifiers carried within the request nessage allows the PCC
or PCE to specify a list of nultiple path conputation requests that
nust be synchroni zed. Section 1.1 ("SVEC Object") describes the SVEC
object. Section 1.2 ("Application of SVEC Lists") describes the
application of SVEC lists in certain scenarios.

This informational docunment clarifies the handling of dependent and
synchroni zed path conputation requests, using the SVEC |list, based on
the PCE architecture [ RFC4655] and PCEP [ RFC5440]. The docunent al so
descri bes a nunber of usage scenarios for SVEC lists within single-
domai n and nul ti-domain environnents. This docunment is not intended
to specify the procedure when using SVEC |lists for dependent and
synchroni zed path conmputation requests.

1.1. SVEC nject

When a PCC or PCE sends path conputation requests to a PCE, a PCEP
Pat h Conput ati on Request (PCReq) message may carry multiple requests,
each of which has a unique path computation request identifier. The
SVEC with a |ist of the path conputation request identifiers carried
within the request nessage allows the PCC or PCE to specify a list of
nmul tiple path conmputation requests that nust be synchronized, and

al so allows the specification of any dependency rel ati onshi ps between
the paths. The path computation requests listed in the SVEC nust be
handl ed in a specific relation to each other (i.e., synchronized).

[ RFC5440] defines two synchronous path conputation nodes for
dependent or independent path conputation requests specified by the
dependency flags (i.e., Node, Link, or Shared Ri sk Link Goup (SRLG
di verse flags) in the SVEC

o A set of independent and synchroni zed path conputation requests.
o A set of dependent and synchroni zed path conputation requests.

See [ RFC5440] for more details on dependent, independent, and
synchronous pat h conputati on.

These conputation nodes are exclusive to each other in a single SVEC
I f one of the dependency flags in a SVEC is set, it indicates that a
set of synchronous path conputation requests has a dependency and
does not allow any other path computation requests. In order to be
synchroni zed with other path computation requests with a dependency,
it is necessary to associate them
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The aim of the SVEC object carried within a PCReq nessage is to
request the synchronization of Mpath conputation requests. Each
pat h conputation request is uniquely identified by the Request-ID-
nunber carried within the respective Request Paraneters (RP) object.
The SVEC obj ect also contains a set of flags that specify the
synchroni zati on type. The SVEC object is defined in Section 7.13
("SVEC bject") of [RFC5440].

1.2. Application of SVEC Lists

It is inmportant for the PCE, when perform ng path conputations, to
synchroni ze any path conputation requests with a dependency. For
exanpl e, consider two protected end-to-end services:

o It would be beneficial for each back-up path to be disjointed so
they do not share the sane |inks and nodes as the working path.

o Two diverse path conputation requests woul d be needed to conpute
the working and di sjointed protected paths.

If the diverse path requests are conputed sequentially, fulfillnent
of the initial diverse path conputation w thout consideration of the
second di verse path conputation and di sjoint constraint may result in
the PCE either providing sub-optimal path disjoint results for the
protected path or failing to neet the end-to-end disjoint requirenent
al t oget her.

Addi tionally, SVEC can be applied to end-to-end diverse path
conputations that traverse multiple domains. [RFC5441] describes two
approaches, synchronous (i.e., sinultaneous) and 2-step approaches,
for end-to-end diverse path conputation across a chain of donains.
The path conputation procedure is specified for the 2-step approaches
in [ RFC5521], but no guidelines are provided for the synchronous
approach described in this docunent.

The foll owing scenarios are specifically described within this
document :

o Single-donmain, single-PCE, dependent and synchroni zed path
conput ati on request.

o Single-domain, multi-PCE, dependent and synchroni zed path request.

o Milti-domain, dependent and synchroni zed path conputation request,
i ncl udi ng end-to-end diverse path conputation
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The association anong nultiple SVECs for nmultiple sets of
synchroni zed dependent path conputations is also described in this
document, as well as the disjoint Virtual Shortest Path Tree (VSPT)
encodi ng rule for end-to-end diverse path conmputation across domai ns.
Pat h conputation algorithms for these path computation scenarios are
out of the scope of this docunent.

The clarifications and use cases in this docunent are applicable to
the d obal Concurrent Optim zation (GCO path conputation nechani sm
specified in [ RFC5557]. The GCO application provides the capability
to optimze a set of services within the network, in order to
maxi m ze efficient use of network resources. A single objective
function (OF) or a set of OFs can be applied to a GCO. To conpute a
set of such traffic-engi neered paths for the GCO application, PCEP
supports the synchronous and dependent path conputation requests
required in [ RFC4657] .

The SVEC associ ation and the disjoint VSPT described in this docunent
do not require any extension to PCEP nessages and object formats,
when conputing a GCO for nmultiple or end-to-end diverse paths. In
addition, the use of nultiple SVECs is not restricted to only SRLG
node, and link diversity currently defined in the SVEC obj ect

[ RFC5440], but is also available for other dependent path conputation
requests.

The SVEC associ ation and disjoint VSPT are avail able to both single-
PCE path computation and nmulti-PCE path computation

2. Term nol ogy

Thi s docunent uses PCE term nol ogy defined in [ RFC4655], [RFC4875],
and [ RFC5440] .

Associ ated SVECs: A group of nultiple SVECs (Synchronization
VECtors), defined in this docunment, to indicate a set of
synchroni zed or concurrent path conputations.

Di sjoint VSPT: A set of VSPTs, defined in this docunent, to indicate
a set of virtual diverse path trees.

GCO (G obal Concurrent Optimzation): A concurrent path computation
application, defined in [ RFC5557], where a set of traffic
engi neered (TE) paths is computed concurrently in order to
efficiently utilize network resources.
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Synchroni zed: Describes a set of path conputation requests that the
PCE associ ates and that the PCE does not conpute independently of
each ot her.

VSPT: Virtual Shortest Path Tree, defined in [ RFC5441].
3. SVEC Associ ation Scenari os

This section clarifies several path conputation scenarios in which
SVEC associ ation can be applied. Also, any conbination of scenarios
described in this section could be applicable.

3.1. Synchronized Conputation for Diverse Path Requests

A PCE may conpute two or nore point-to-point diverse paths
concurrently, in order to increase the probability of neeting primary
and secondary path diversity (or disjointness) objectives and network
resource optimnzation objectives.

Two scenari os can be considered for the SVEC associ ation of point-to-
poi nt di verse paths.

o Two or nore end-to-end diverse paths

When concurrent path conmputation of two or nore end-to-end diverse
paths is requested, SVEC association is needed anpbng di verse path
requests. Note here that each diverse path request consists of
primary, secondary, and tertiary (and beyond) path requests, in which
all path requests are grouped with one SVEC associ ation

Consi der two end-to-end services that are to be kept separate by
using diverse paths. The path conputation requests would need to be
associ ated so that diversity could be assured. Consider further that
each of these services requires a backup path that can protect
against any failure in the primary path. These backup paths nust be
conput ed using requests that are associated with the prinmary paths,
giving rise to a set of four associated requests.

o End-to-end primary path and its segnented secondary paths
VWhen concurrent path conputation for segment recovery paths, as shown

in Figure 1, is requested, SVEC association is needed between a
primary path and several segnented secondary paths.
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S R primary ----------- >
A----- B------ C--D----- E------ F
\ / \ /
P---Q--R X---Y---Z

<--secondaryl--> <--secondary2-->

Figure 1. Segment Recovery Paths

In this scenario, we assune that the primary path nay be pre-conputed
and used for specifying the segnment for secondary paths. O herw se,
the segnment for secondary path requests is specified in advance, by
usi ng Exclude Route Object (XRO and/or |Include Route Object (IRO
constraints in the primry request.

3. 2.

For

Synchroni zed Conputation for Point-to-Miltipoint Path Requests

poi nt-to-mul ti point path requests, SVEC association can be

appl i ed.

o

Two or nore point-to-multipoint paths

If a point-to-multipoint path conputation request is represented
as a set of point-to-point paths [ RFC6006], two or nore point-to-
mul ti poi nt path conputation requests can be associ ated for
concurrent path conmputation, in order to optimze network
resources.

Point-to-mul tipoint paths and their secondary paths

When concurrent path computation of a point-to-nultipoint path and
its point-to-point secondary paths [RFC4875], or a point-to-

nmul tipoint path and its point-to-multipoint secondary paths is
request ed, SVEC association is needed anbng these requests. In
this scenario, we use the sanme assunption as the "end-to-end
primary path and its segmented secondary paths" scenario in
Section 3. 1.
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4. SVEC Associ ation
This section describes the associations anmong SVECs in a SVEC |ist.
4.1. SVEC List

PCEP provides the capability to carry one or nore SVEC objects in a
PCReq nessage, and this set of SVEC objects within the PCReq nessage
is termed a SVEC list. Each SVEC object in the SVEC list contains a
di stinct group of path conputation requests. Wen requesting
associ ati on among such distinct groups, associated SVECs described in
thi s docunent are used.

4.2. Associ ated SVECs

"Associ ated SVECs" means that there are relationships anong multiple
SVECs in a SVEC list. Note that there is no automatic association in
[ RFC5440] between the nmenbers of one SVEC and the nenbers of anot her
SVEC in the same SVEC list. The associated SVEC is introduced to
associ ate these SVECs, especially for correlating anong SVECs with
dependency fl ags.

Request identifiers in the SVEC objects are used to indicate the
associ ati on anong SVEC objects. |If the sanme request-1Ds exist in
SVEC objects, this indicates these SVEC objects are associated. Wen
associ ati ng anmong SVEC obj ects, at |east one request identifier nust
be shared between associ ated SVECs. The SVEC objects can be

associ ated regardl ess of the dependency flags in each SVEC object,
but it is recormended to use a single SVEC if the dependency fl ags
are not set in all SVEC objects. Simlarly, when associating anong
SVEC obj ects with dependency flags, it is reconmended to construct
them using a m ni num set of associated SVECs, thus avoi ding conpl ex
rel ati onal associations.

Bel ow i s an exanpl e of associated SVECs. 1In this example, the first
SVEC is associated with the other SVECs, and all of the path
conput ati on requests contained in the associated SVECs (i.e.
Request -1 Ds #1, #2, #3, #4, #X, #Y, and #Z) nust be synchroni zed.
<SVEC-li st >
<SVEC> wi t hout dependency fl ags
Request -1 D #1, Request-1D #3, Request-ID #X

<SVEC> wi th one or nore dependency fl ags

Request -1 D #1, Request-I1D #2
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<SVEC> with one or nore dependency fl ags

Request -1 D #3, Request-1D #4

<SVEC> wi t hout dependency fl ag

Request -1 D #X, Request-1D #Y, Request-I1D #Z

4.3. Non-Associ ated SVECs

"Non- associ at ed SVECs" neans that there are no rel ati onshi ps anong
SVECs. |If none of the SVEC objects in the SVEC |list on a PCReq
nessage contains a conmon request-1D, there is no associati on between
the SVECs and so no associ ation between the requests in one SVEC and
the requests in another SVEC

Bel ow i s an exanpl e of non-associ ated SVECs that do not contain any
common request -1 Ds.

<SVEC-li st >
<SVEC> wi th one or nore dependency fl ags
Request -1 D #1, Request-I1D #2
<SVEC> with one or nore dependency fl ags
Request -1 D #3, Request-I1D #4
<SVEC> wi t hout dependency fl ags
Request -1 D #X, Request-1D #Y, Request-I1D #Z
5. Processing of SVEC List
5.1. Single-PCE, Single-Domain Environnents
In this environment, there is a single PCE within the donain.
VWhen a PCE receives PCReq nessages with nore than one SVEC object in
the SVEC list, PCEP has to first check the request-1Ds in all SVEC
objects in order to identify any associati ons anong them
If there are no matching request-1Ds in the different SVEC objects,
these SVEC objects are not associ ated, and then each set of path

conput ati on requests in the non-associ ated SVEC objects has to be
conput ed separately.
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If there are matching request-1Ds in the different SVEC objects,
these SVEC objects are associated, and then all path conputation
requests in the associated SVEC objects are treated in a synchronous
manner for GCO application.

If a PCE that is unable to handl e the associated SVEC finds the
conmon request-1Ds in nmultiple SVEC objects, the PCE shoul d cance
the path conputation request and respond to the PCC with the PCErr
nessage Error-Type="Capability not supported"

In the case that M path conputation requests are sent across nultiple
PCReq nessages, the PCE may start a SyncTiner as reconmmended in
Section 7.13.3 ("Handling of the SVEC Object") of [RFC5440]. 1In this
case, the associated SVECs should al so be handl ed as described in

[ RFC5440], i.e., after receiving the entire set of Mpath conputation
requests associ ated by SVECs, the conputation should start at one.

If the SyncTiner has expired or the subsequent PCReq nmessages are
mal f ormed, the PCE shoul d cancel the path conputation request and
respond to the PCC with the relevant PCErr nessage.

5.2. Milti-PCE, Single-Domain Environments

There are multiple PCEs in a domain, to which PCCs can communi cat e
directly, and PCCs can choose an appropriate PCE for | oad-bal anced
path conputation requests. In this environnment, it is possible that
dependent path conputation requests are sent to different PCEs.

However, if a PCC sends path conputation requests to a PCE, and then
sends a further path conputation request to a different PCE using the
SVEC list to show that the further request is dependent on the first
requests, there is no nethod for the PCE to correlate the dependent
requests sent to different PCEs. No SVEC object correlation function
between the PCEs is specified in [ RFC5440]. No mechani smexists to
resolve this problem and the issue is open for future study.
Therefore, a PCC nust not send dependent path conputation requests
associ ated by SVECs to different PCEs.

5.3. Multi-PCE, Multi-Donmain Environnents

In this environment, there are multiple domains in which PCEs are

| ocated in each domain, and end-to-end dependent paths (i.e., diverse
paths) are conputed using nultiple PCEs. Note that we assume a chain
of PCEs is predeterm ned and the Backwar d- Recursi ve PCE-Based
Conput ati on (BRPC) procedure [RFC5441] is in use.

The SVECs can be applied to end-to-end diverse path computations that

traverse multiple domains. [RFC5441] describes two approaches,
synchronous (i.e., simultaneous) and 2-step approaches, for
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end-to-end diverse path conputation across a chain of domains. |In
the 2-step approaches described in [ RFC5521], it is not necessary to
use the associated SVECs if any of the dependency flags in a SVEC
object are not set. On the other hand, the sinultaneous approach may
require the associ ated SVEC because at | east one of the dependency
flags is required to be set in a SVEC object. Thus, a use case of
the sinmul taneous approach is described in this environment.

When a chain of PCEs |ocated in separate domains is used for
si mul t aneous path conmputations, additional path computation
processing is required, as described in Section 6 of this docunent.

If the PCReq nessage contains nmultiple associ ated SVEC objects and
these SVEC objects contain path conputation requests that will be
sent to the next PCE along the path conputation chain, the follow ng
procedures are appli ed.

When a chain of PCEs is a unique sequence for all of the path
conputation requests in a PCReq nessage, it is not necessary to
reconstruct associations anong SVEC objects. Thus, the PCReq nessage
is passed to the tail-end PCE. Wen a PCReq nessage contains nore
than one SVEC object with the dependency flag set, the contained
SVECs may then be associated. PCEs receiving the associated SVECs
nmust nmaintain their association and nust consider their relationship
when perforning path conmputations after receiving a correspondi ng
PCReply (PCRep) nessage.

VWen a chain of PCEs is different, it is required that internediate
PCEs receiving such PCReq nessages may reconstruct associations anong
SVEC obj ects, and then send PCReq nessages to correspondi ng PCEs

| ocated in neighboring domains. |[|f the associated SVECs are
reconstructed at the internedi ate PCE, the PCE nust not start its
path conputation until all PCRep nmessages have been received from al
nei ghbor PCEs. However, a conplex PCE inplenentation is required for
SVEC reconstruction, and waiting nechani sns nust be i npl enent ed.
Therefore, it is not recommrended to associ ate path conputation
requests with different PCE chains. This is an open issue and is
currently being discussed in [H PCE], which proposes a hierarchica
PCE architecture.
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6. End-to-End Diverse Path Conputation

In this section, the synchronous approach is provided to compute
primary and secondary paths simultaneously.

6.1. Disjoint VSPT

The BRPC procedure constructs a VSPT to informthe enquiring PCE of
potential paths to the destination node.

In the end-to-end diverse path conmputation, diversity (or

di sj oi ntness) informati on among the potential paths nmust be preserved
in the VSPT to ensure an end-to-end disjoint path. In order to
preserve diversity (or disjointness) information, disjoint VSPTs are
sent in the PCEP PCRep nmessage. The PCReq containing a SVEC obj ect
with the appropriate diverse flag set would signal that the PCE
shoul d conpute a disjoint VSPT.

A definition of the disjoint VSPT is a collection of VSPTs, in which
each VSPT contains a potential set of prinmary and secondary paths.

Figure 2 shows an exanple network. Here, transit nodes in domains
are not depicted, and PCE1l and PCE2 may be |ocated in border nodes.
In this network, there are three VSPTs for the potential set of

di verse paths, shown in Figure 3, when the prinmary path and secondary
path are requested from Sl to DL. These VSPTs consist of a disjoint
VSPT, which is indicated in a PCRep to PCEL. When receiving the

di sj oi nt VSPT, PCEl recogni zes the disjoint request and disjoint VSPT
information. PCE1 will then continue to process the request and
conpute the diverse path using the BRPC procedure [ RFC5441].

Encoding for the disjoint VSPT is described in Section 6.2.

Domai nl Domai n2
S + S +
| PCE1 | | PCE2 | S1: Source node
| BN1- - - BN\4 | Dl: Destination node
| S1 BN2- - - BN5 D1 | BN1- BN6: Bor der nodes
| BN3- - - BN6 |
S + S +

Figure 2. Exanple Network for Diverse Path Computation
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VSPT1: VSPT2: VSPT3:
D1 D1 D1
[\ [\ [\
BN4 BNS BN4 BN6 BNS BN6

Figure 3. Disjoint VSPTs from PCE2 to PCEl
.2. Disjoint VSPT Encoding

Encoding for the disjoint VSPT follows the definition of PCEP nessage
encodi ng in [ RFC5440].

The PCEP PCRep message returns a disjoint VSPT as <path list> for
each RP object (Request Paraneter object). The order of <path> in
<path |ist> anpbng <responses> inplies a set of primary Explicit Route
oj ects (ERGs) and secondary ERGCs.

A PCE sending a PCRep with a disjoint VSPT can reply with a partial
di sjoi nt VSPT based on its network operation policy, but the order of
<path> in <path list> nust be aligned correctly.

If confidentiality is required between donmi ns, the path key
nmechani sm defined in [ RFC5520] is used for a disjoint VSPT.

Bel ow are the details of the disjoint VSPT encoding (in Figure 3),
when a primary path and a secondary path are requested fromS1 to DI.

0 Request ID #1 (Prinary)

- EROL BN4(TE route ID)- ...-D1(TE-Router ID) [for VSPT1]
- ERO2 BNVA(TE route ID)- ...-D1(TE-Router ID) [for VSPT2]
- ERO3 BNS(TE route ID)- ...-D1(TE-Router ID) [for VSPT3]

0 Request | D #2 (Secondary)

- ERO BN5(TE route ID)- ...-D1(TE-Router ID) [for VSPT1]
- EROC5 BN6(TE route ID)- ...-D1(TE-Router ID) [for VSPT2]
- ERO6 BN6(TE route I1D)- ...-D1(TE-Router ID) [for VSPT3]
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6.3. Path Conputation Procedure

For end-to-end diverse path conmputation, the sane node of operation
as that of the BRPC procedure can be applied (i.e., Step 1 to Step n
in Section 4.2 of [RFC5441]). A question that nust be considered is
how to recogni ze disjoint VSPTs.

The recognition of disjoint VSPTs is achieved by the PCE sending a
PCReq to its neighbor PCE, which maintains the path conputation
request (PCReq) information. |f the PCReq has one or nore SVEC
object(s) with the appropri ate dependency fl ags, the recei ved PCRep
will contain the disjoint VSPT. |If not, the received VSPT is a
normal VSPT based on the shortest path conputation

Note that the PCE will apply a suitable algorithmfor conputing
requests with disjoint VSPTs. The selection and application of the
appropriate algorithmis out of scope in this docunent.

7. Manageability Considerations

Thi s section describes manageability considerations specified in
[ PCE- MNG- REQS] .

7.1. Control of Function and Policy
In addition to [ RFC5440], PCEP inplenmentations should allow the PCC
to be responsible for mapping the requested paths to conputation
requests. The PCC should construct the SVECs to identify and
associ ate SVEC rel ati onshi ps.

7.2. Information and Data Mddels (M B Modul es)
There are currently no additional paraneters for MB nodules. There
woul d be value in a MB nodule that details the SVEC associ ation
This work is currently out of scope of this docunent.

7.3. Liveness Detection and Monitoring
The associated SVEC in this docunent allows PCEs to conpute optima
sets of diverse paths. This type of path conputation may require
nore tinme to obtain its results. Therefore, it is reconmended for
PCEP to support the PCE nonitoring nmechani smspecified in [ RFC5886].

7.4. Verifying Correct Operation

[ RFC5440] provides a sufficient description for this docunent. There
are no additional considerations.
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7.5. Requirements on Gt her Protocols and Functional Conponents

Thi s docunent does not require any other protocol and functiona
conponent s.

7.6. Inpact on Network Operation

[ RFC5440] provides descriptions for the nechanisns discussed in this
document. There is value in considering that |arge associ ated SVECs
will require greater PCE resources, compared to non-associ ated SVECs.
Additionally, the sending of |arge associated SVECs within multiple
PCReq nessages will require nore network resources. Solving these
specific issues is out of scope of this docunent.

8. Security Considerations

Thi s docunent describes the usage of the SVEC |ist, and does not have
any extensions for PCEP. The security of the procedures described in
this docunent depends on PCEP [ RFC5440]. However, a PCE that
supports associ ated SVECs nmay be open to Deni al - of - Servi ce (DoS)
attacks froma rogue PCC. A PCE nay be made to queue | arge nunbers
of requests waiting for other requests that will never arrive.
Additionally, a PCE m ght be nade to conpute exceedi ngly conpl ex
associ ated SVEC conputations. These DoS attacks nay be mitigated
with the use of practical SVEC list limts, as well as:

o Applying provisioning to PCEs, e.g., for a given nunber of
si mul t aneous services (reconmended).

o Using a priority-based multi-queuing mechanismin which path
conputation requests with a smaller SVEC |ist are prioritized for
pat h conputation processing.

o Specifying which PCCs may request |arge SVEC associ ati ons through
PCE access policy control
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