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Status of This Meno
Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for
i mprovenents. Please refer to the current edition of the "Internet
Oficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this nenmo is unlimted.
Copyri ght Notice
Copyright (C The I ETF Trust (2006).
Abst r act

Thi s docunent specifies transm ssion of |Pv4/IPv6 packets and address
resol uti on over the connected nodes of InfiniBand.
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1. Introduction

The I nfini Band specification [IB_ARCH can be found at

www. i nfini bandta.org. The docunent [RFC4392] provides a short
overvi ew of InfiniBand architecture along with consideration for
speci fying I P over InfiniBand networks.

The I nfiniBand Architecture (IBA) defines multiple nodes of
transports. O these the unreliable datagram (UD) transport nethod

best nmatches the needs of IP. |IP over InfiniBand (lIPolB) over UDis

described in [RFC4391]. This docunent describes |IP transm ssion ov
the connected nodes of |BA

| BA defines two connected nopdes:

1. Reliable Connected (RO
2. Unreliable Connected (UQ

As is evident fromthe nonenclature, the two nodes differ mainly in
providing reliability of data delivery across the connection. This
docunent applies equally to both the connected nodes. |Pol B over

these two nodes is referred to as | Pol B-CM (connected node) in this
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docunent. For clarity, |PolB over the unreliabl e datagram nbde as
described in [RFC4391] is referred to as | Pol B- UD.

| BA requires that all Host Channel Adapters (HCAs) support the
reliable and unreliable connected nodes [IB_ARCH . It is optiona
for Target Channel Adapters (TCAs) to support the connected nodes.

The connected nodes offer Iink MUs of up to 2731 octets in |ength.
Thus, the use of connected nodes can offer significant benefits by
supporting reasonably large MIUs. The datagram nodes of |nfiniBand
Architecture (IBA) are limted to 4096 octets.

Reliability is also enhanced if the underlying feature of "autonmatic
path m grati on" supported by the connected nodes is utilized.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. | Pol B-connect ed Myde

| Pol B over connected npode is an OPTI ONAL extension to | Pol B-UD
Every | Pol B i npl ementati on MUST support [RFC4391] and MAY support the
ext ensi ons described in this docunent.

Therefore, | P encapsul ation, default MIU, |ink-Iayer address format,
and the I Pv6 statel ess autoconfiguration mechani smapply to |Pol B-CM
exactly as described in [ RFC4391].

2.1. Milticasting

The connected nodes of | BA define a non-broadcast, multiple-access
network. The connected nodes of | BA do not support nulticasting
though every node can conmunicate with every other node if desired.

This requires that nulticasting be enulated in sone formby the
networ k. However, in the case of an InfiniBand network, instead of
an enul ation, an unreliable datagram (UD) queue pair (QP) can be used
to support nulticasting while the connected node QP is used for

uni cast traffic. Since every |PolB inplenmentation is required to
support the UD node, every inplenentation supporting IPolB-CMw Il be
able to utilize the pre-existing IPolB-UD QP for al
broadcast/nmul ti cast comunications. Milticast napping, transni ssion
and reception of nulticast packets and multicast routing MJST use the
UD QP associated with the I PolB interface.
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2.2. Cutline of Address Resolution
Every I PolB-CMinterface MUST have two sets of QPs associated with
it:
1) One unreliable datagram QP
2) One or nore connected node QPs

[ RFC4391] describes the address resolution method to determine the
link address of the peer. This response is received on the UD QP
associated with the I PolB interface.

2.3. CQutline of Connection Setup

Once the link address of the renote node is known, an |IB connection
must be set up between the nodes before any | P conmunication may
occur.

To make a connection, the sender nust know the service-1D to use in
the request to make a connection [IB ARCH . It nust also supply the
"connecti on node" queue pair to the renpte node. The peer replies
with its queue pair. Each IB connection is peer to peer and uses one
connected nmode QP at each end.
Though the address resolution occurs at an individual |IP address
| evel, the connection between the nodes is at the |IB |ayer.
Therefore, every individual address resolution does not inply a new
connection between the peers.

3. Address Resol ution
Address resolution queries are sent out on the "broadcast-G D
(Broadcast-Goup ldentifier) over the UD QP associated with the |PolB
interface [ RFC4391]. A unicast reply is received on the UD QP

3.1. Link-layer Address

| Pol B encapsul ati on [ RFC4391] describes the |ink-layer address as
fol | ows:

<l octet reserved> QP. G D
Thi s docunent extends the |ink-layer address as foll ows:

<Fl ags>: @PN: G D
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Fl ags:

This is a single-octet field. The bits indicate the connected
nodes supported by the interface.

Bit O specifies the support for the "reliable connected" (RO
node. Bit 1 indicates the support for the "unreliable connected"
(UC) nmode. Al other bits in the octet are reserved and MJST be
set to 0 on transnits and ignored on receives. The format of the
flags is as follows:

e T g

|RG UC O] O O O] O] Of

T e S

Both the RC and UC MAY be set at the sane tine if the interface
supports both the nodes. Since the |PolB-UD node is al ways
supported, there are no flags to indicate |Pol B-UD support.

If IPolIB-CMis not supported, i.e., if the inplenentation only
supports | Pol B-UD, then the inplenmentation MUST ignore the <Fl ags>

on reception. It MJST set the <Flags> octet to all zeros on
transm ssion as specified in [ RFC4391].

QPN:
The queue-pair nunber (QPN) on which the unicast address
resolution replies will be received [ RFC4391]. An IPolB interface

has only one UD QP associated with it whether or not it supports
t hi s extension.

The QPN al so serves another purpose. It is used to formthe
Service-1D that is used to set up the I B connection

On receiving the nulticast/broadcast address resolution request, the
receiver replies with its own |ink address, including the associated
UD QPN and the appropriate flags.

The receiver’'s reply is unicast back to the sender after the receiver
has, as in the case of I PolB-UD, resolved the GDto the Loca
Identifier (LID), and determ ned other required paranmeters [RFC4391].
Once the address resolution is conpleted, the underlying IB
connection on the supported connecti on nodes can be set up. An

i mpl enentation is NOT REQU RED to set up a connection nerely because
the peer indicates the capability. The decision to make such a
connection is left to the inplementation.
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3.2. | B Connection Setup

Once the address resolution is conplete, the | B connection can be set
up by either of the peers. To set up a connection, |B Managenent

Dat agrans (MADs) are directed to the peer’s comunicati on manager
(CM. The connection request always contains a Service-ID for the
peer to associate the request with the appropriate service. |If the
request is accepted, the peer returns the rel evant connected node QPN
in the response MAD. The format of the CM connection nmessages and
the 1B connection setup process is described in [IB_ARCH . The
overal | handshake is of the form

REQ ---->

<---- REP [or REJ(reject)]
RTA ---->
[or REJ(reject)]

The CM nessages include, anong other paraneters, the Service-I1D,
Local connection-nmode QPN, and the payl oad size to use over the
connecti on.

Note: The I B connection is set up using the Service-I1D as defined in
Section 3.5 below. The node MJST keep a record of IB
connections it is participating in. The node MAY attenpt
anot her connection to the renpte peer using the sane Service-ID
as used for an existing IB connection. Sinilarly, the receiver
of such a connection MAY drop the request with a suitable error
indication in the CMresponse. The decision to accept or
initiate multiple connections fromor to an IPolB interface is
left to the inplenmentation.

The node that initiated the connection is aware of the target node’s
| P address as described above. The node receiving the | B connection
request, however, cannot determine the initiating node’s |ink
address. To enable this determ nation, every CM nessage exchanged in
setting up the IB connection MJST include the sender’s | Pol B-UD QPN
inthe "private data" [IB ARCH field. The IPolB-UD QPN MUST be
included in all "REJ" [IB_ARCH nessages too.

3.3. Simultaneous | B Connections

To ensure that two | B connections are not set up between the peers
due to REQ crossing, the follow ng rules MJUST be foll owed:

The receiver forms the renbte node’'s |ink-layer address using the
UD QPN received in the "private data" field of the "REQ' nessage
and the A D of the sender included in the "REQ' nessage. The
link-layer address is used to deternmine if there is already an
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out st andi ng connection request "REQ sent by the local interface

to the given received link-layer address. |f such an outstandi ng
request is determ ned, then the two Iink-1ayer addresses (loca
and renote) are numerically conpared. |f the local link-Iayer

address is numerically smaller, then the connection is accepted,
otherwi se rejected. The error code in "REJ" MAD is set to
"Consurer Reject" [IB_ARCH|.

Not e: The |ink-1ayer addresses forned for conparison zero out the
connection node flags specified in Section 3.1. The
conparison is perforned fromthe nost significant octet to
the least significant octet of the |ink-Ilayer address.

The above holds even if the receiver supports nultiple IB
connections fromthe sane peer. This is to ensure that only one
nore connection is set up when the "REQ' nessages cross.

3.4. |1PolB-CMIB Connection Tear down

| B connections created through | PolB-CM are considered part of an
| Pol B interface. As such, they SHOULD be torn down when the |PolB
interfaces they are associated with are torn down.

Furthernore, the I B connection between two peers MAY be torn down by
ei t her peer whenever the address resolution entry expires. An

i mpl ementation is free to inplenment alternative policies for tearing
down of | B connections between peers.

3.5. Service-I1D

The I nfini Band specification defines a block of Service-I1Ds for |ETF
use. The InfiniBand specification has left the definition and
managenment of this block to the IETF [IB_ARCH . The 64-bit block is
as follows:

Fomm oo Fomm oo Fomm oo Fomm oo R, Fomm oo Fomm oo S R, +
| 00000001| <------------------- |ETF uUS@---------------“---“----o - >
Fomm e Fomm e Fomm e Fomm e Fommm o - Fomm e Fomm e Fomm - - +
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The Service-1Ds used by IPolB will be in the followi ng fornat:

S S S S S S S S +
| 00000001 Type | Reser ved | QPN
Fomm e Fomm e Fomm e Fomm e Fomm - Fomm - Fomm e Fomm - +

The "Type" field MUST be set to O.
The "Reserved" field MIST be set to zeros.
The QPN MUST be the UD QP exchanged during address resol ution.

4. Frame For mat

Al'l I P datagrams transported over InfiniBand are prefixed by a
4-octet encapsul ati on header as described in [ RFC4391].

+ ON

789
- o4

+ O W

123456789 1
T S S S T S S S

- — + O

0

0

o S T S +
I I
| Reserved |
I I
B T s i I S e i S i i S S e S

The type field SHALL indicate the encapsul ated protocol as per
the follow ng table.

TSR S +
| Type | Prot ocol |
R R ERREEE L EE LR PEEE TS |
| 0x800 | | Pv4 |
R R R L EEEE TS |
| 0x86DD | | Pv6 |
o e e e e e e a oo - +

These val ues are taken fromthe "ETHER TYPE' nunbers assi gned by

I nternet Assigned Nunmbers Authority (1 ANA). Oher network protocols,
identified by different values of "ETHER TYPE', nmy use the

encapsul ati on format defined herein, but such use is outside of the
scope of this docunent.

5. Maxi mum Transmi ssi on Unit
The 1B connection setup m ght be used for both IPv4 and I Pv6 or it
could be used for only one of themwhile a different connection is

used for the other. The link MU MIJST be able to support the m ninmum
MIU requi red by the protocols.
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The default MIU of the IPolB-CMinterface is 2044 octets, i.e.
2048-octet 1 PolB-1ink MU minus the 4-octet encapsul ati on header

However, connected nodes of InfiniBand all ow message sizes up to 2731
octets. Therefore, |PolB-CMcan use a much | arger MIU for unicast
conmuni cati on between any two endpoints. The nmaxi num and/or optinma
payl oad that can be received or sent over an |nfiniBand connection is
dependent on the inplenentation, |IB Channel Adapter, and the
resources configured.

An i mpl enentation MAY utilize the followi ng mechanismto exchange the
opti mal nessage size across the | B connection

5.1. Per-Connection MIU

Every 1B connection setup nessage includes a "private data" field
[IB_ARCH . The "private data" field in the connection setup nessage
(CM REQ) MUST include the "Receive MIU'. This indicates the maxi num
packet size the requester can accept. The requester MJST be able to
accept smaller MIU sizes as well.

It is up to the inmplenentation to utilize this mechanismfor setting
the per-1B connection MIU. To calculate the resultant |PolB MIU over
the connection the snmaller of the two IB "Receive MU' values is used
by both the peers. The IPolB interface nust al so account for the 4-
oct et encapsul ati on header and so the | Pol B MU over the connection
will be further reduced by that anount.

6. Private-Data Fornat

The "private data" field in every CM nessage for connection
establ i shment nust include the follow ng val ues:

1. UD QPN of the sender
2. Receive MIU supported by the sender

The format of the "private data" field MJST be as foll ows:

0 7 15 23 31
B R B R B R B R +
| Reser ved| UD QPN |
E - E - E - E - +
| Recei ve Mru |
Fomm e Fomm e Fomm e Fomm e +

The Reserved value MUST be set to zero on transmit and ignored on
receive.
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7. 1 Pol B-CM Consi derati ons

Every I PolB interface supports IPolB-UD. It may additionally support
one or both of the |Pol B-CM nodes. Therefore, there can be multiple
met hods of conmuni cating between any two peers. This inplies that an
interface MAY transmit/receive a packet over any of the RC, UC, or UD
nodes dependi ng on the npdes supported between it and the peer. It
further follows that every |IPolB inplenentation conpliant with this
document MJST accept all |P unicast transnissions over any of the

| Pol B nodes it supports. Milticast and broadcast packets by their
nature will always be transmitted and received over the | Pol B-UD QP
Additionally, all address resolution responses (ARP or Nei ghbor

Di scovery) MJST al ways be encapsul ated in a UD node packet.

7.1. A Cautionary Note on |Pol B-RC

The RC nmode of |nfiniBand guarantees in-order delivery of packets.
Every nessage transnmitted over the RC connection is broken into
physi cal MIU-si zed packets by the RC connection. |If any packet is
lost, it is retransnmitted until the conplete nessage i s exchanged.
Therefore, there is a possibility of an upper transport |ayer
experiencing a tineout, while the RC layer is still in the process of
transferring the conplete nessage. TCP will view the timeout as an
i ndi cator of congestion and enter slowstart thereby affecting
throughput drastically [RFC2581]. O her upper-|ayer protocols n ght
insert retransmissions into the fabric, adding to the al ready

exi sting congestion

The applicability of Infiniband reliability is on a fabric with short
| atencies (not wide area). Therefore, the RC tinmer values should be
short conpared with the starting mninumtine val ues used by the
upper end-to-end transports. |n addition, because the RC npode does
not have measurenent-based reliable transmission, its use over
fabrics with long latency or very dynamc |atency nay be a concern
for congestion-aware traffic traversing those fabrics.

7.2. |1 PolB-CM Per-Destination MU

As described above, interfaces on the sane subnet nay support
different Iink MUs based on the negotiated value or due to the |ink
type (UD or connected nmode). Therefore, an inplenmentation m ght
choose to define a large IP MIU, which is reduced based on the MU to
the destination. The relevant MIU may be stored in a suitable per-
destinati on object, such as a route cache or a nei ghbor cache. The
per-destination MIUis known to the IPolB-CMinterface as described
in Section 5.

Kashyap St andards Track [ Page 10]



RFC 4755 Connect ed Mode | Pol B Decenmber 2006

10.

11.

12.

| mpl ement ati ons m ght choose not to support differing MU val ues and
al ways support an MIU equal to the | PolB-UD MU determ ned fromthe
br oadcast 4 D.

Security Considerations

An inpostor may return a false set of flags to an IPOB interface.
Thi s may cause unnecessary attenpts and sonme del ay/di sruption in
| Pol B communi cation. The same is the case if wong/spurious QPN
val ues are provided during address resol ution broadcast/multicast.

| ANA Consi derati ons
Future uses of the reserved bits and octets in the |ink-layer address
(Section 3.1), Service-I1D (Section 3.5), and "Private-Data Fornat"

(Section 6) MJST be published as RFCs. This docunent requires that
the reserved bits be set to zero on sends.
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