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Experience with the BGP-4 protocol
Status of this Menp

This meno provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nmeno is unlinted.

| nt roducti on

The purpose of this nmenp is to docunent how the requirenents for
advancing a routing protocol to Draft Standard have been satisfied by
Border Gateway Protocol version 4 (BGP-4). This report docunents
experience with BG. This is the second of two reports on the BGP
protocol. As required by the Internet Architecure Board (1 AB) and
the Internet Engineering Steering Goup (IESG, the first report will
present a performance anal ysis of the BGP protocol.

The remaining sections of this meno docunment how BGP satisfies
CGeneral Requirenents specified in Section 3.0, as well as
Requirenents for Draft Standard specified in Section 5.0 of the
"Internet Routing Protocol Standardization Criteria" docunent [1].

This report is based on the initial work of Peter Lothberg (Ebone),
Andrew Partan (Alternet), and several others. Details of their work
were presented at the Twenty-fifth I ETF neeting and are avail abl e
fromthe | ETF proceedi ngs.
Pl ease send comments to i wg@ns. net.
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Docunent ati on

BGP is an inter-autononmous systemrouting protocol designed for
TCP/IP internets. Version 1 of the BGP protocol was published in RFC
1105. Since then BGP Versions 2, 3, and 4 have been devel oped.
Version 2 was docunmented in RFC 1163. Version 3 is docunmented in RFC
1267. The changes between versions 1, 2 and 3 are explained in
Appendix 2 of [2]. Al of the functionality that was present in the
previ ous versions is present in version 4.

BGP version 2 renmoved fromthe protocol the concept of "up", "down",
and "horizontal" rel ations between autononbus systens that were
present in version 1. BGP version 2 introduced the concept of path
attributes. |In addition, BGP version 2 clarified parts of the
protocol that were "under-specified"

BGP version 3 lifted sone of the restrictions on the use of the
NEXT _HOP path attribute, and added the BGP Identifier field to the
BGP OPEN nessage. It also clarifies the procedure for distributing
BGP routes between the BGP speakers within an autononbus system

BGP version 4 redefines the (previously class-based) network | ayer
reachability portion of the updates to specify prefixes of arbitrary
length in order to represent multiple classful networks in a single
entry as discussed in [5]. BGP version 4 has also nodified the AS
PATH attribute so that sets of autononmpbus systens, as well as

i ndi vi dual ASs may be described. |In addition, BGP version for has
redescri bed the I NTER-AS METRIC attribute as the MULTI-EXIT

Dl SCRI M NATOR and added new LOCAL- PREFERENCE and AGGREGATOR
attributes.

Possi bl e applications of BGP in the Internet are docunented in [3].

The BGP protocol was devel oped by the I DR Wrking G oup of the

I nternet Engi neering Task Force. This Wrking Group has a mailing
list, iwg@ns.net, where discussions of protocol features and
operation are held. The IDR Wrking G oup neets regularly during the
quarterly Internet Engi neering Task Force conferences. Reports of
these neetings are published in the | ETF s Proceedi ngs.

M B
A BGP-4 Managenent | nfornation Base has been published [4]. The MB
was witten by Steve WIllis (Wllfleet), John Burruss (Wllfleet),
and John Chu (IBM.

Apart froma few systemvariables, the BGP MB is broken into two
tabl es: the BGP Peer Table and the BGP Received Path Attribute Table.
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The Peer Table reflects information about BGP peer connections, such
as their state and current activity. The Received Path Attribute
Tabl e contains all attributes received fromall peers before |oca
routing policy has been applied. The actual attributes used in
determning a route are a subset of the received attribute table.

Security Considerations

BGP provides flexible and extendi bl e mechani smfor authentication and
security. The mechanismallows to support schemes with various
degree of conplexity. Al BGP sessions are authenticated based on
the BGP Identifier of a peer. |In addition, all BGP sessions are

aut henti cat ed based on t he autononbus system nunber advertised by a
peer. As part of the BGP authentication nmechanism the protoco
allows to carry encrypted digital signature in every BGP nessage

Al authentication failures result in sending the NOTIFI CATI ON
nmessages and i mmedi ate term nation of the BGP connection

Since BGP runs over TCP and I P, BGP s authentication schene may be
augnent ed by any authentication or security nechani sm provi ded by
either TCP or I|P.

However, since BGP runs over TCP and IP, BGP is vulnerable to the
sanme denial of service or authentication attacks that are present in
any other TCP based protocol

| npl enent ati ons

There are multiple independent interoperable inplenmentations of BGP
currently available. This section gives a brief overview of the

i npl enentations that are currently used in the operational Internet.
They are:

- cisco Systens

- gated consortium

- 3Com

- Bay Networks (Wellfleet)
- Proteon

To facilitate efficient BGP inplenentations, and avoid comonly nade
m st akes, the inplementation experience with BGP-4 in with cisco’s
i npl enent ati on was docunented as part of RFC 1656 [4].

| mpl ementors are strongly encouraged to follow the inplenmentation
suggestions outlined in that document and in the appendix of [2].
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Experience with inplenenting BGP-4 showed that the protocol is
relatively sinmple to inplenment. On the average BGP-4 inpl ementation
takes about 2 man/nmonths effort, not including any restructuring that
may be needed to support Cl DR

Note that, as required by the I AB/I1ESG for Draft Standard status,
there are multiple interoperable conpletely independent
i mpl ement ati ons.

Oper ational experience
Thi s section discusses operational experience with BGP and BGP- 4.
BGP has been used in the production environnment since 1989, BGP-4

since 1993. This use involves at least two of the inplenentations
listed above. Production use of BGP includes utilization of al

significant features of the protocol. The present production
environnent, where BGP is used as the inter-autononous systemrouting
protocol, is highly heterogeneous. |In terns of the |ink bandwidth it
varies from 28 Kbits/sec to 150 Mits/sec. In ternms of the actua

routes that run BGP it ranges froma relatively sl ow perfornmance
PC/RT to a very high performance R SC based CPUs, and includes both
the special purpose routers and the general purpose workstations
runni ng UNI X.

In terns of the actual topologies it varies froma very sparse
(spanning tree of ICM to a quite dense (NSFNET backbone).

At the time of this witing BGP-4 is used as an i nter-autononous
systemrouting protocol between ALL significant autononpbus systens,

i ncluding, but by all neans not linited to: Alternet, ANS, Ebone,

ICM 11J, M, NSFNET, and Sprint. The snmallest know backbone

consi sts of one router, whereas the |argest contains nearly 90 BGP
speakers. Al together, there are several hundred known BGP speaking
routers.

BGP is used both for the exchange of routing informati on between a
transit and a stub autononbus system and for the exchange of routing
i nformati on between nmultiple transit autononous systems. There is no
di stinction between sites historically considered backbones vs
"regional " networks.

Wthin nost transit networks, BGP is used as the exclusive carrier of
the exterior routing information. At the tinme of this witing within
a few sites use BGP in conjunction with an interior routing protoco
to carry exterior routing informtion.
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The full set of exterior routes that is carried by BGP is well over
20, 000 aggregate entries representing several times that nunber of
connect ed networks.

Oper ational experience described above involved multi-vendor
depl oynment (cisco, and "gated").

Specific details of the operational experience with BGP in Alternet,
| CM and Ebone were presented at the Twenty-fifth | ETF nmeeting
(Toronto, Canada) by Peter Lothberg (Ebone), Andrew Partan (Alternet)
and Paul Traina (cisco).

Operational experience with BGP exercised all basic features of the
protocol, including authentication, routing | oop suppression and the
new features of BGP-4, enhanced netrics and route aggregation

Bandwi dt h consuned by BGP has been neasured at the interconnection
poi nts between CA*Net and T1 NSFNET Backbone. The results of these
neasurenents were presented by Dennis Ferguson during the Twenty-
first 1ETF, and are available fromthe | ETF Proceedi ngs. These
results showed cl ear superiority of BGP as conmpared with EGP in the
area of bandw dth consuned by the protocol. Observations on the
CA*Net by Dennis Ferguson, and on the Tl NSFNET Backbone by Susan
Hares confirmed clear superiority of the BG protocol famly as
conpared with EGP in the area of CPU requirenents.

M gration to BGP version 4

On mul tiple occasions sonme nmenbers of | ETF expressed concern about
the mgration path fromclassful protocols to classless protocols
such as BGP-4.

BGP-4 was rushed into production use on the Internet because of the
exponential growh of routing tables and the increase of menory and
CPU utilization required by BGP. As such, mgration issues that
normal Iy woul d have stall ed depl oynent were cast aside in favor of
pragmatic and intelligent deploynent of BGP-4 by network operators.

There was nuch di scussion about creating "route exploders" which
woul d enumer at e individual class-based networks of CIDR allocations
to BGP-3 speaking routers, however a cursory exam nation showed that
this would vastly hasten the requirement for nore CPU and nenory
resources for these ol der inplenentations. There would be no way
internal to BG to differentiate between known used networks and the
unused portions of the CIDR allocation

The migration path chosen by the mpjority of the operators was known
as "CIDR, default, or die!"
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To test BGP-4 operation, a virtual "shadow' Internet was created by
l'inking Alternet, Ebone, I1CM and cisco over GRE based tunnels.
Experimentati on was done with actual live routing information by
establ i shing BGP version 3 connections with the production networks
at those sites. This allowed extensive regression testing before
depl oyi ng BGP-4 on production equi pnent.

After testing on the shadow network, BGP-4 inplenmentations were

depl oyed on the production equi prrent at those sites. BGP-4 capable
routers negotiated BGP-4 connections and interoperated with other
sites by speaking BGP-3. Several test aggregate routes were injected
into this network in addition to cl ass-based networks for
conpatibility with BGP-3 speakers.

At this point, the shadowInternet was re-chartered as an
"operational experience" network. tunnel connections were
established with nost major transit service operators so that
operators coul d gain sone understandi ng of how the introduction of
aggregat e networks woul d affect routing.

After being satisfied with the initial deploynent of BGP-4, a numnber
of sites chose to withdraw their class-based adverti senents and rely
only on their ClIDR aggregate advertisenents. This provided
notivation for transit providers who had not migrated to either do
so, accept a default route, or |ose connectivity to several popul ar
desti nati ons.

Metrics

BGP version 4 re-defined the old INTER-AS netric as a MJULTI-EXI T-

DI SCRIM NATOR. This value may be used in the tie breaking process
when selecting a preferred path to a given address space. The MED is
nmeant to only be used when conparing paths received fromdifferent
external peers in the same AS to indicate the preference of the
originating AS.

The MED was purposely designed to be a "weak" netric that would only
be used late in the best-path decision process. The BGP working
group was concerned that any metric specified by a renote operator
woul d only affect routing in a local AS if no other preference was
specified. A paranount goal of the design of the MED was insure that
peers could not "shed" or "absorb" traffic for networks that they
adverti se.

The LOCAL- PREFERENCE attri bute was added so a | ocal operator could
easily configure a policy that overrode the standard best path

det erm nati on mechani smw thout configuring | ocal preference on each
router.
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One shortcoming in the BGP4 specification was a suggestion for a
default val ue of LOCAL-PREF to be assumed if none was provided.
Defaults of O or the maxi mum val ue each have range linmtations, so a
common default would aid in the interoperation of multi-vendor
routers in the same AS (since LOCAL-PREF is a |ocal adm nistration
knob, there is no interoperability drawback across AS boundaries).

Anot her area where nore exploration is required is a nethod whereby
an originating AS may influence the best path selection process. For
exanpl e, a dual -connected site may select one AS as a primary transit
service provider and have one as a backup

/[---- transit B ----\
end- cust omer transit A----
\---- transit C----/

In a topol ogy where the two transit service providers connect to a
third provider, the real decision is performed by the third provider
and there is no nechanismfor indicating a preference should the
third provider wish to respect that preference

A general purpose suggestion that has been brought up is the
possibility of carrying an optional vector corresponding to the AS-
PATH where each transit AS nmay indicate a preference value for a
given route. Cooperating ASs may then chose traffic based upon
conparison of "interesting" portions of this vector according to
routing policy.

VWil e protecting a given ASs routing policy is of paranmount concern
avoi di ng extensive hand configuration of routing policies needs to be
exam ned nore carefully in future BGP-1ike protocols.

Internal BGP in | arge aut ononous systens

VWile not strictly a protocol issue, one other concern has been

rai sed by network operators who need to nmintain autononous systens
with a | arge number of peers. Each speaker peering with an externa
router is responsible for propagating reachability and path
information to all other transit and border routers within that AS.
This is typically done by establishing internal BGP connections to
all transit and border routers in the |ocal AS.

In alarge AS, this leads to an n*2 nmesh of TCP connections and sone
met hod of configuring and maintaini ng those connections. BGP does
not specify howthis information is to be propagated, so
alternatives, such as injecting BGP attribute information into the

| ocal 1 GP have been suggested. Also, there is effort underway to
develop internal BGP "route reflectors” or a reliable nulticast
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transport of IBGP information which would reduce configuration
menory and CPU requirenents of conveying information to all other
i nternal BGP peers.

I nternet Dynam cs

As discussed in [7], the driving force in CPU and bandw dth
utilization is the dynanmic nature of routing in the Internet. As the
net has grown, the nunmber of changes per second has increased. W
automatically get sone |evel of damping when nore specific NLR is

aggregated into |larger blocks, however this isn't sufficient. 1In
Appendi x 6 of [2] are descriptions of danpeni ng techni ques that
shoul d be applied to advertisenents. |In future specifications of

BGP-1i ke protocols, danping nmethods should be considered for
mandat ory inclusion in conpliant inplenmentations.
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