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1. Status of this Meno

This RFC is a re-release of RFC 1098, with a changed "Status of this
Menp" section plus a few mnor typographical corrections. This nmeno
defines a sinple protocol by which nanagenent information for a
network el ement may be inspected or altered by logically renote
users. In particular, together with its conmpani on menos which
describe the structure of managenent information along with the
managenent i nformati on base, these docunents provide a sinple,

wor kabl e architecture and system for nanagi ng TCP/ | P-based internets
and in particular the Internet.

The Internet Activities Board recommends that all IP and TCP

i mpl enent ati ons be network manageable. This inplies inplementation
of the Internet MB (RFC-1156) and at |east one of the two
recormended managenent protocols SNWP (RFC-1157) or CMOT ( RFC- 1095).
It should be noted that, at this tinme, SNWP is a full Internet
standard and CMOT is a draft standard. See also the Host and Gat eway
Requi rements RFCs for nore specific information on the applicability
of this standard.

Pl ease refer to the latest edition of the "IAB Oficial Protoco
St andards” RFC for current information on the state and status of
standard | nternet protocols.

Distribution of this meno is unlimted.

2. Introduction

As reported in RFC 1052, | AB Reconmendations for the Devel opnent of
I nternet Network Management Standards [1], a two-prong strategy for

net wor k managenment of TCP/I|P-based internets was undertaken. In the
short-term the Sinple Network Managenent Protocol (SNMP) was to be
used to nanage nodes in the Internet comunity. In the long-term

the use of the OSI network managenent framework was to be exam ned.
Two docurents were produced to define the managenent information: RFC
1065, which defined the Structure of Managerment |Information (SM)

[2], and RFC 1066, which defined the Managenent |nformation Base
(MB) [3]. Both of these docunents were designed so as to be
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conpatible with both the SNVMP and the OSI network managenent
f ramewor k.

This strategy was quite successful in the short-term Internet-based
net wor k management technol ogy was fiel ded, by both the research and
comercial communities, within a few nonths. As a result of this,
portions of the Internet community becane network manageable in a
timely fashion.

As reported in RFC 1109, Report of the Second Ad Hoc Network
Management Review Group [4], the requirenments of the SNMP and the OS
net wor k managenent frameworks were nore different than antici pated.
As such, the requirenent for conpatibility between the SM/M B and
bot h franmeworks was suspended. This action pernmitted the operationa
net wor k management framework, the SNVMP, to respond to new operationa
needs in the Internet community by produci ng docunents defining new
MB itens.

The | AB has designated the SNMP, SM, and the initial Internet MB to
be full "Standard Protocol s" with "Recormended" status. By this
action, the | AB reconmends that all IP and TCP i npl enentations be

net wor k manageabl e and that the inplementations that are network
manageabl e are expected to adopt and inplement the SM, MB, and

SNWVP

As such, the current network nanagenent framework for TCP/IP- based
internets consists of: Structure and lIdentification of Managenent
Information for TCP/|P-based Internets, which describes how managed
objects contained in the MB are defined as set forth in RFC 1155
[5]; Managenent |nformation Base for Network Managenent of TCP/ I P-
based I nternets, which describes the managed objects contained in the
MB as set forth in RFC 1156 [6]; and, the Sinple Network Managenent
Protocol, which defines the protocol used to manage these objects, as
set forth in this meno.

As reported in RFC 1052, | AB Recommendati ons for the Devel opnent of

I nternet Network Managerment Standards [1], the Internet Activities
Board has directed the Internet Engi neering Task Force (IETF) to
create two new working groups in the area of network managenent. One
group was charged with the further specification and definition of

el ements to be included in the Managenent |nformati on Base (M B).

The other was charged with defining the nodifications to the Sinple
Net wor k Managenent Protocol (SNMP) to acconmobdate the short-term
needs of the network vendor and operations comunities, and to align
with the output of the M B working group

The M B wor ki ng group produced two nenps, one which defines a
Structure for Managenent Information (SM) [2] for use by the nanaged
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objects contained in the MB. A second neno [3] defines the list of
nmanaged obj ects.

The out put of the SNMP Extensions working group is this nmeno, which
i ncorporates changes to the initial SNVP definition [7] required to
attain alignnent with the output of the MB working group. The
changes should be mnimal in order to be consistent with the |AB' s
directive that the working groups be "extrenely sensitive to the need
to keep the SNWP sinple."” Al though considerable care and debate has
gone into the changes to the SNMP which are reflected in this nmeno,
the resulting protocol is not backwardly-conmpatible with its
predecessor, the Sinple Gateway Monitoring Protocol (SGW) [8].

Al t hough the syntax of the protocol has been altered, the origina
phi | osophy, design decisions, and architecture remain intact. In
order to avoid confusion, new UDP ports have been allocated for use
by the protocol described in this meno.
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3. The SNWMP Architecture

Inplicit in the SNMP architectural nodel is a collection of network
management stations and network el ements. Network managenent
stations execute management applications which nonitor and contro
network el enments. Network el ements are devices such as hosts,

gat eways, term nal servers, and the |ike, which have managenent
agents responsi ble for performng the network nanagenent functions
requested by the network managenent stations. The Sinple Network
Management Protocol (SNVMP) is used to comuni cate managenent

i nformati on between the network managenent stations and the agents in
the network el ements.

3.1. GCoals of the Architecture

The SNVP explicitly mnimzes the nunber and conpl exity of managenent
functions realized by the managenent agent itself. This goal is
attractive in at |east four respects:

(1) The devel opnent cost for nanagenent agent software
necessary to support the protocol is accordingly reduced.

(2) The degree of managenent function that is renotely
supported is accordingly increased, thereby adnmtting
full est use of internet resources in the managenent task.

(3) The degree of managenent function that is renotely
supported is accordingly increased, thereby inposing the
fewest possible restrictions on the form and
sophi sti cation of managenent tools.

(4) Sinplified sets of managenent functions are easily
under st ood and used by devel opers of network managemnent
t ool s.

A second goal of the protocol is that the functional paradi gmfor
noni toring and control be sufficiently extensible to accommdate
addi ti onal, possibly unanticipated aspects of network operation and
managemnent .

A third goal is that the architecture be, as nuch as possible,
i ndependent of the architecture and nechani sns of particular hosts or
particul ar gat eways.

3.2. Elenments of the Architecture

The SNVP architecture articulates a solution to the network
managenent problemin terns of:
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(1) the scope of the managenent infornmation conmunicated by
t he protocol

(2) the representation of the managerent information
conmuni cated by the protocol

(3) operations on managenent information supported by the
pr ot ocol

(4) the form and neani ng of exchanges anong managenent
entities,

(5) the definition of adm nistrative rel ationshi ps anong
managenent entities, and

(6) the formand meani ng of references to nanagenent
i nf ormati on.

3.2.1. Scope of Managenent |nfornation

The scope of the nmanagenent infornmation conmuni cated by operation of
the SNWP is exactly that represented by instances of all non-
aggregate object types either defined in Internet-standard MB or
defi ned el sewhere according to the conventions set forth in
Internet-standard SM [5].

Support for aggregate object types in the MB is neither required for
conformance with the SM nor realized by the SNW

3.2.2. Representation of Managerent |nfornation

Managenent i nformati on comuni cated by operation of the SNWMP is
represented according to the subset of the ASN. 1 | anguage [9] that is
specified for the definition of non-aggregate types in the SM.

The SGVP adopted the convention of using a well-defined subset of the
ASN. 1 | anguage [9]. The SNMP continues and extends this tradition by
utilizing a noderately nore conpl ex subset of ASN. 1 for describing
managed objects and for describing the protocol data units used for
managi ng those objects. In addition, the desire to ease eventua
transition to OSI-based network nanagement protocols led to the
definition in the ASN. 1 | anguage of an Internet-standard Structure of
Managenent Information (SM) [5] and Managenent |nformati on Base
(MB) [6]. The use of the ASN. 1 | anguage, was, in part, encouraged
by the successful use of ASN.1 in earlier efforts, in particular, the
SGW. The restrictions on the use of ASN.1 that are part of the SM
contribute to the sinplicity espoused and val i dated by experience
with the SGW
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Al so for the sake of sinplicity, the SNWP uses only a subset of the
basi ¢ encoding rules of ASN. 1 [10]. Nanely, all encodings use the
definite-length form Further, whenever pernmni ssible, non-constructor
encodi ngs are used rather than constructor encodings. This
restriction applies to all aspects of ASN. 1 encoding, both for the
top-1evel protocol data units and the data objects they contain

3.2.3. (Qperations Supported on Managenent | nfornmation

The SNVP npdel s all managenment agent functions as alterations or

i nspections of variables. Thus, a protocol entity on a logically
renote host (possibly the network element itself) interacts with the
nmanagenent agent resident on the network elenent in order to retrieve
(get) or alter (set) variables. This strategy has at |east two
positive consequences:

(1) It has the effect of limting the nunber of essentia
managenent functions realized by the managenent agent to
two: one operation to assign a value to a specified
configuration or other paraneter and another to retrieve
such a val ue.

(2) A second effect of this decision is to avoid introducing
into the protocol definition support for inperative
managenent conmands: the nunber of such commands is in
practice ever-increasing, and the senmantics of such
comands are in general arbitrarily conplex.

The strategy inplicit in the SNMP is that the monitoring of network
state at any significant |evel of detail is acconplished primarily by
polling for appropriate informati on on the part of the nonitoring
center(s). A limted nunber of unsolicited nessages (traps) guide
the timng and focus of the polling. Limiting the nunber of
unsolicited messages is consistent with the goal of sinplicity and

m ni mzing the amount of traffic generated by the network managenent
function.

The exclusion of inperative conmands fromthe set of explicitly
supported managerment functions is unlikely to preclude any desirable
managenent agent operation. Currently, nbst conmands are requests
either to set the value of some paraneter or to retrieve such a

val ue, and the function of the few inperative commands currently
supported is easily accomobdated in an asynchronous node by this
managenment nodel. |In this schene, an inperative command m ght be
realized as the setting of a parameter value that subsequently
triggers the desired action. For exanple, rather than inplenenting a
"reboot commrand,” this action m ght be invoked by sinmply setting a
paraneter indicating the nunber of seconds until system reboot.
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3.2.4. Formand Meani ng of Protocol Exchanges

The communi cati on of managenent informati on anbng managenent entities
is realized in the SNVP through the exchange of protocol nessages.
The form and meani ng of those nessages is defined belowin Section 4.

Consi stent with the goal of nminimzing conplexity of the managenent
agent, the exchange of SNWMP nessages requires only an unreliable
dat agram servi ce, and every message is entirely and i ndependently
represented by a single transport datagram \Wile this docunent
speci fies the exchange of nmessages via the UDP protocol [11], the
mechani sns of the SNVP are generally suitable for use with a w de
variety of transport services.

3.2.5. Definition of Administrative Rel ati onships

The SNVP architecture admts a variety of administrative

rel ati onshi ps anong entities that participate in the protocol. The
entities residing at nmanagenent stations and network el enents which
conmuni cate with one another using the SNWP are ternmed SNWP
application entities. The peer processes which inplement the SNWP
and thus support the SNWP application entities, are termed protoco
entities.

A pairing of an SNVWP agent with sone arbitrary set of SNW
application entities is called an SNMP conmunity. Each SNWP
conmunity is naned by a string of octets, that is called the
conmunity nane for said comunity.

An SNVP nessage originated by an SNMP application entity that in fact
bel ongs to the SNVWP comunity nanmed by the community conponent of
sai d nmessage is called an authentic SNVMP nessage. The set of rules
by which an SNMP message is identified as an authentic SNWMP nessage
for a particular SNVMP conmunity is called an authenticati on schemne.
An i mpl enentation of a function that identifies authentic SNWP
nessages according to one or nore authentication schenes is called an
aut henti cation service.

Clearly, effective nanagenent of adm nistrative relationships anong
SNWVP application entities requires authentication services that (by
the use of encryption or other techniques) are able to identify

aut hentic SNWMP nessages with a high degree of certainty. Sonme SNWP

i mpl enentati ons may wi sh to support only a trivial authentication
service that identifies all SNVMP nmessages as authentic SNVP nmessages.

For any network el ement, a subset of objects in the MB that pertain

to that elenment is called a SNMP MB view. Note that the nanes of
the object types represented in a SNMP M B vi ew need not belong to a
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single sub-tree of the object type nane space.

An el ement of the set { READ-ONLY, READ-WRITE } is called an SNW
access node.

A pairing of a SNMP access node with a SNMP MB view is called an
SNVP conmunity profile. A SNMP community profile represents
specified access privileges to variables in a specified MB view. For
every variable in the MB viewin a given SNMP comunity profile,
access to that variable is represented by the profile according to
the follow ng conventi ons:

(1) if said variable is defined in the MB with "Access:" of
"none," it is unavail able as an operand for any operator;

(2) if said variable is defined in the MB with "Access:" of
"read-wite" or "wite-only" and the access npode of the
given profile is READ-WRI TE, that variable is available
as an operand for the get, set, and trap operations;

(3) otherwise, the variable is available as an operand for
the get and trap operations.

(4) In those cases where a "wite-only" variable is an
operand used for the get or trap operations, the value
given for the variable is inplenmentation-specific.

A pairing of a SNMP community with a SNMP community profile is called
a SNVP access policy. An access policy represents a specified
conmunity profile afforded by the SNVP agent of a specified SNWP
conmunity to other nmenbers of that community. Al administrative

rel ati onshi ps anong SNVP application entities are architecturally
defined in terns of SNMP access poli cies.

For every SNWP access policy, if the network el ement on which the
SNVP agent for the specified SNVP conmunity resides is not that to
which the MB view for the specified profile pertains, then that
policy is called a SNWP proxy access policy. The SNWP agent
associated with a proxy access policy is called a SNMP proxy agent.
VWil e carel ess definition of proxy access policies can result in
management | oops, prudent definition of proxy policies is useful in
at |least two ways:

(1) It permits the nmonitoring and control of network el ements
whi ch are ot herw se not addressabl e using the managenent
protocol and the transport protocol. That is, a proxy
agent may provide a protocol conversion function allow ng
a nmanagenent station to apply a consistent nanagenent
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franmework to all network el ements, including devices such
as nodens, multiplexors, and other devices which support
di fferent managenment frameworks.

(2) It potentially shields network el ements from el aborate
access control policies. For exanple, a proxy agent may
i mpl enent sophi sticated access control whereby diverse
subsets of variables within the MB are nmade accessible
to different nanagenent stations w thout increasing the
conplexity of the network el ement.

By way of exanple, Figure 1 illustrates the relationship between
nmanagenent stations, proxy agents, and nanagenent agents. In this
exanpl e, the proxy agent is envisioned to be a nornmal Internet

Net wor k Operations Center (I1NOC) of some administrative domain which
has a standard managerial relationship with a set of managemnent
agents.
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Fom oo + Fom e + Fom e +
| Region #1 INOCC | | Regi on #2 1 NOC | | PC in Region #3
| | | | | |
| Domai n=Regi on #1 | | Domai n=Regi on #2| | Domai n=Regi on #3
| CPU=super-mni-1 | | CPU=super -m ni - 1| | CPU=Cl one- 1 |
| PComuni t y=pub | | PComuni t y=pub | | PComuni ty=sl ate
A Ll A L
[\ [\ [\
| | |
| | |
| V[ |
| R + |
R L > Region #3 INOC |<------------- +
| |
| Domai n=Regi on #3
| CPU=super-mnini -2
| PComuni t y=pub,
| slate |
| DConmuni t y=secr et |
e >| | <-----emmmm - +
| e + |
| I\ |
| | |
| | |
\ |/ \ |/ \ |/
oo + oo + oo +
| Domai n=Regi on#3 | | Domai n=Regi on#3 | | Domai n=Regi on#3
| CPU=router-1 | | CPU=mai nframe-1 | | CPU=npdem 1 |
| DComuni t y=secr et | | DComuni t y=secr et | | DComuni t y=secr et |
Fom e + Fom e + Fom e +

Domai n:  the adm nistrative domain of the el enent
PCommunity: the name of a community utilizing a proxy agent
DCommunity: the nanme of a direct comunity

Figure 1
Exanpl e Networ k Managenent Confi guration
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3.2.6. Formand Meani ng of References to Managed bjects

The SM requires that the definition of a conformant managemnent
prot ocol address:

(1) the resolution of ambi guous M B references,

(2) the resolution of MB references in the presence multiple
M B versions, and

(3) the identification of particular instances of object
types defined in the MB.

3.2.6.1. Resolution of Anmbiguous M B References

Because the scope of any SNMP operation is conceptually confined to
objects relevant to a single network el ement, and because all SNW

references to M B objects are (inplicitly or explicitly) by unique

vari abl e nanes, there is no possibility that any SNMP reference to

any object type defined in the MB could resolve to nultiple

i nstances of that type.

3.2.6.2. Resolution of References across M B Versions

The object instance referred to by any SNMP operation is exactly that
specified as part of the operation request or (in the case of a get-
next operation) its inmedi ate successor in the MB as a whole. In
particular, a reference to an object as part of some version of the

I nternet-standard M B does not resolve to any object that is not part
of said version of the Internet-standard M B, except in the case that
the requested operation is get-next and the specified object nane is
| exi cographically |ast anong the nanes of all objects presented as
part of said version of the Internet-Standard M B

3.2.6.3. ldentification of Object Instances

The nanes for all object types in the MB are defined explicitly
either in the Internet-standard M B or in other documents which
conformto the naning conventions of the SM. The SM requires that
conf or mant managenent protocol s define nmechani snms for identifying

i ndi vi dual instances of those object types for a particular network
el ement .

Each instance of any object type defined in the MB is identified in
SNWVP operations by a unique nane called its "variable nane." In
general, the nane of an SNMP variable is an OBJECT | DENTI FI ER of the
formx.y, where x is the nane of a non-aggregate object type defined
inthe MB and y is an OBJECT | DENTIFIER fragnent that, in a way
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specific to the naned object type, identifies the desired instance.

This naming strategy adnmits the fullest exploitation of the semantics
of the GetNext Request-PDU (see Section 4), because it assigns nanes
for related variables so as to be contiguous in the |exicographica
ordering of all variable names known in the MB.

The type-specific nanming of object instances is defined below for a
nunber of classes of object types. Instances of an object type to
whi ch none of the followi ng nam ng conventions are applicable are
naned by OBJECT | DENTIFI ERs of the formx.0, where x is the nane of
sai d object type in the MB definition

For exanpl e, suppose one wanted to identify an instance of the
vari abl e sysDescr The object class for sysDescr is:

iso org dod internet ngnt m b system sysDescr
1 3 6 1 2 1

Hence, the object type, x, would be 1.3.6.1.2.1.1.1 to which is
appended an instance sub-identifier of 0. That is, 1.3.6.1.2.1.1.1.0
identifies the one and only instance of sysDescr

3.2.6.3.1. ifTable Ohject Type Nanes

The nanme of a subnet interface, s, is the OBJECT | DENTI FI ER val ue of
the formi, where i has the value of that instance of the iflndex
obj ect type associated with s.

For each object type, t, for which the defined nane, n, has a prefix

of ifEntry, an instance, i, of t is naned by an OBJECT | DENTI FI ER of

the formn.s, where s is the nane of the subnet interface about which
i represents information.

For exanpl e, suppose one wanted to identify the instance of the
variable i fType associated with interface 2. Accordingly, ifType.2
woul d identify the desired instance.

3.2.6.3.2. atTable Object Type Nanes

The nane of an AT-cached network address, x, is an OBJECT | DENTIFI ER
of the forml.a.b.c.d, where a.b.c.d is the value (in the famliar
"dot" notation) of the atNet Address object type associated with x.

The nane of an address translation equivalence e is an OBJECT

| DENTI FI ER val ue of the forms.w, such that s is the value of that

i nstance of the atlndex object type associated with e and such that w
is the name of the AT-cached network address associated with e.
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For each object type, t, for which the defined nane, n, has a prefix
of atEntry, an instance, i, of t is naned by an OBJECT | DENTI FI ER of
the formn.y, where y is the name of the address translation
equi val ence about which i represents information

For exanpl e, suppose one wanted to find the physical address of an
entry in the address translation table (ARP cache) associated with an
| P address of 89.1.1.42 and interface 3. Accordingly,

at PhysAddress. 3.1.89.1.1.42 wuld identify the desired instance.

3.2.6.3.3. ipAddrTabl e Ohject Type Nanes

The nane of an | P-addressabl e network el enent, x, is the OBJECT

| DENTI FI ER of the forma.b.c.d such that a.b.c.d is the value (in the
fam liar "dot" notation) of that instance of the i pAdEnt Addr object
type associated with x.

For each object type, t, for which the defined nane, n, has a prefix
of ipAddrEntry, an instance, i, of t is named by an OBJECT | DENTI Fl ER
of the formn.y, where y is the nane of the |P-addressabl e network

el ement about which i represents information.

For exanpl e, suppose one wanted to find the network nmask of an entry
inthe IPinterface table associated with an | P address of 89.1.1.42.
Accordi ngly, ipAdEnt Net Mask.89.1.1.42 would identify the desired

i nstance.

3.2.6.3.4. ipRoutingTable Object Type Nanes

The nane of an IP route, x, is the OBJECT | DENTIFIER of the form
a.b.c.d such that a.b.c.d is the value (in the famliar "dot"
notation) of that instance of the ipRouteDest object type associ ated
with x.

For each object type, t, for which the defined nane, n, has a prefix
of ipRoutingEntry, an instance, i, of t is named by an OBJECT

| DENTI FI ER of the formn.y, where y is the nane of the |IP route about
which i represents information.

For exanpl e, suppose one wanted to find the next hop of an entry in
the IP routing table associated wth the destination of 89.1.1.42.
Accordingly, ipRouteNextHop.89.1.1.42 would identify the desired
i nstance.

3.2.6.3.5. tcpConnTabl e Obj ect Type Nanes

The nanme of a TCP connection, X, is the OBIJECT | DENTIFI ER of the form
a.b.c.d.e.f.g.h.i.j such that a.b.c.d is the value (in the famliar
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"dot" notation) of that instance of the tcpConnLocal Address object
type associated with x and such that f.g.h.i is the value (in the
famliar "dot" notation) of that instance of the tcpConnRenoteAddress
obj ect type associated with x and such that e is the value of that

i nstance of the tcpConnLocal Port object type associated with x and
such that j is the value of that instance of the tcpConnRenotePort

obj ect type associated with x.

For each object type, t, for which the defined nane, n, has a prefix
of tcpConnEntry, an instance, i, of t is named by an OBJECT

| DENTI FI ER of the formn.y, where y is the name of the TCP connection
about which i represents information.

For exanpl e, suppose one wanted to find the state of a TCP connection
bet ween the | ocal address of 89.1.1.42 on TCP port 21 and the renote
address of 10.0.0.51 on TCP port 2059. Accordingly,

tcpConnState. 89.1.1.42.21.10.0.0.51. 2059 would identify the desired

i nst ance.

3.2.6.3.6. egpNeighTabl e bj ect Type Nanes

The nane of an EGP nei ghbor, x, is the OBJECT | DENTIFIER of the form
a.b.c.d such that a.b.c.d is the value (in the famliar "dot"
notation) of that instance of the egpNei ghAddr object type associated
with x.

For each object type, t, for which the defined nane, n, has a prefix
of egpNei ghEntry, an instance, i, of t is named by an OBJECT

| DENTI FI ER of the formn.y, where y is the nane of the EGP nei ghbor
about which i represents information.

For exanpl e, suppose one wanted to find the nei ghbor state for the IP

address of 89.1.1.42. Accordingly, egpNeighState.89.1.1.42 would
identify the desired instance.
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4.

Pr ot ocol Specification

The networ k management protocol is an application protocol by which
the variables of an agent’s M B may be inspected or altered.

Conmruni cati on anong protocol entities is acconplished by the exchange
of nmessages, each of which is entirely and independently represented
within a single UDP datagram using the basic encoding rules of ASN 1
(as discussed in Section 3.2.2). A nessage consists of a version
identifier, an SNMP comunity name, and a protocol data unit (PDU).

A protocol entity receives nessages at UDP port 161 on the host with
which it is associated for all nessages except for those which report
traps (i.e., all nessages except those which contain the Trap-PDU).
Messages whi ch report traps should be received on UDP port 162 for
further processing. An inplenentation of this protocol need not
accept nessages whose | ength exceeds 484 octets. However, it is
recommended that inplenmentations support |arger datagrans whenever

f easi bl e.

It is mandatory that all inplementations of the SNMP support the five
PDUs: GCet Request-PDU, Get Next Request-PDU, CGet Response-PDU
Set Request - PDU, and Tr ap- PDU
RFC1157- SNMP DEFI NI TIONS :: = BEG N
| MPORTS

oj ect Name, Obj ect Synt ax, Networ kAddr ess, | pAddress, TinmeTicks
FROM RFC1155- SM ;

-- top-level nessage

Message :: =
SEQUENCE {
version -- version-1 for this RFC
| NTEGER {
versi on-1(0)
H
conmuni ty -- community nane
OCTET STRI NG
dat a -- e.g., PDUs if trivia
ANY -- authentication is being used
}
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-- protocol data units

PDUs ::=
CHO CE {
get - r equest
Cet Request - PDU

get - next - r equest
CGet Next Request - PDU

get - response
Cet Response- PDU

set - request
Set Request - PDU

trap
Tr ap- PDU
}

-- the individual PDUs and comonly used
-- data types will be defined | ater

END

4.1. Elenments of Procedure

This section describes the actions of a protocol entity inplenenting
the SNMP. Note, however, that it is not intended to constrain the
internal architecture of any conformant inplenentation

In the text that follows, the termtransport address is used. In the
case of the UDP, a transport address consists of an |IP address al ong
with a UDP port. Qher transport services may be used to support the
SNVMP. In these cases, the definition of a transport address shoul d
be made accordingly.

The top-level actions of a protocol entity which generates a nessage
are as foll ows:

(1) It first constructs the appropriate PDU, e.g., the
Get Request - PDU, as an ASN. 1 obj ect.

(2) It then passes this ASN. 1 object along with a comunity
nane its source transport address and the destination
transport address, to the service which inplenents the
desired authentication scheme. This authentication
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service returns another ASN. 1 object.

The protocol entity then constructs an ASN. 1 Message
obj ect, using the conmunity nane and the resulting ASN. 1
obj ect .

This new ASN. 1 object is then serialized, using the basic
encodi ng rules of ASN. 1, and then sent using a transport
service to the peer protocol entity.

the top-level actions of a protocol entity which receives
are as follows:

It perfornms a rudimentary parse of the incom ng datagram
to build an ASN. 1 object corresponding to an ASN. 1
Message object. If the parse fails, it discards the

dat agram and performs no further actions.

It then verifies the version nunber of the SNWMP nessage.
If there is a msmatch, it discards the datagram and
performs no further actions.

The protocol entity then passes the community nanme and
user data found in the ASN. 1 Message object, along with
the datagranis source and destination transport addresses
to the service which inplenents the desired

aut hentication schene. This entity returns another ASN. 1
object, or signals an authentication failure. 1In the

| atter case, the protocol entity notes this failure,
(possi bly) generates a trap, and di scards the datagram
and perforns no further actions.

The protocol entity then perfornms a rudi nentary parse on
the ASN. 1 object returned fromthe authentication service
to build an ASN. 1 object corresponding to an ASN. 1 PDUs
object. If the parse fails, it discards the datagram and
perfornms no further actions. Qherw se, using the nanmed
SNVP conmunity, the appropriate profile is selected, and
the PDU is processed accordingly. |If, as a result of
this processing, a nessage is returned then the source
transport address that the response nessage is sent from
shall be identical to the destination transport address
that the original request nessage was sent to.
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4.1.1. Conmmon Constructs

Bef ore introducing the six PDU types of the protocol, it is
appropriate to consider some of the ASN. 1 constructs used frequently:

-- request/response informtion

RequestID :: =
| NTEGER
ErrorStatus ::=
| NTEGER {
noError(0),
tooBig(1),
noSuchNane( 2) ,
badVal ue( 3),
readOnl y(4)
genErr (5)
}
Errorlndex ::=
| NTEGER

-- variabl e bindi ngs

VarBind ::=
SEQUENCE {
name
oj ect Nane,

val ue
hj ect Synt ax
}

Var Bi ndLi st ::=
SEQUENCE OF
Var Bi nd

Request I Ds are used to distinguish anong outstandi ng requests. By
use of the RequestI D, an SNMP application entity can correl ate

i ncom ng responses with outstanding requests. |In cases where an
unrel i abl e datagram service is being used, the RequestID al so
provides a sinple neans of identifying nessages duplicated by the
net wor k.

A non-zero instance of ErrorStatus is used to indicate that an
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exception occurred while processing a request. In these cases,
Errorlndex may provide additional information by indicating which
variable in a list caused the exception

The termvariable refers to an instance of a managed object. A
variable binding, or VarBind, refers to the pairing of the nanme of a
variable to the variable’'s value. A VarBindList is a sinmple list of
vari abl e nanes and correspondi ng val ues. Sone PDUs are concerned
only with the name of a variable and not its value (e.g., the

Get Request-PDU). In this case, the value portion of the binding is
i gnored by the protocol entity. However, the value portion nust
still have valid ASN. 1 syntax and encoding. It is recomended that

the ASN. 1 value NULL be used for the value portion of such bindings.
4.1.2. The Get Request-PDU

The form of the GetRequest-PDU is:
Cet Request-PDU : : =
[ 0]
| MPLI CI' T SEQUENCE {
request-id
Request | D,

error-status -- always 0
Error St at us,

error-index -- always O
Error | ndex,

vari abl e- bi ndi ngs
Var Bi ndLi st

The Get Request-PDU is generated by a protocol entity only at the
request of its SNWVP application entity.

Upon recei pt of the GetRequest-PDU, the receiving protocol entity
responds according to any applicable rule in the list bel ow

(1) 1If, for any object named in the variabl e-bi ndings field,
the object’s nanme does not exactly match the nane of sone
obj ect available for get operations in the relevant MB
view, then the receiving entity sends to the originator
of the received nmessage the Get Response-PDU of identica
form except that the value of the error-status field is
noSuchNanme, and the value of the error-index field is the
i ndex of said object nane conponent in the received
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message.

(2) If, for any object naned in the variabl e-bindings field,
the object is an aggregate type (as defined in the SM),
then the receiving entity sends to the originator of the
recei ved nessage the Get Response-PDU of identical form
except that the value of the error-status field is
noSuchNane, and the value of the error-index field is the
i ndex of sai d object nane conponent in the received
nmessage.

(3) If the size of the GetRResponse-PDU generated as descri bed
bel ow woul d exceed a local limtation, then the receiving
entity sends to the originator of the received nessage
the CGet Response-PDU of identical form except that the
value of the error-status field is tooBig, and the val ue
of the error-index field is zero.

(4) If, for any object nanmed in the variabl e-bi ndings field,
the val ue of the object cannot be retrieved for reasons
not covered by any of the foregoing rules, then the
receiving entity sends to the originator of the received
nmessage t he Cet Response-PDU of identical form except
that the value of the error-status field is genErr and
the value of the error-index field is the index of said
obj ect nane conponent in the received nessage.

I f none of the foregoing rules apply, then the receiving protoco
entity sends to the originator of the received nmessage the

Get Response- PDU such that, for each object nanmed in the variabl e-

bi ndings field of the received nessage, the correspondi ng conponent
of the GetResponse-PDU represents the name and val ue of that
variable. The value of the error- status field of the Get Response-
PDU is noError and the value of the error-index field is zero. The
val ue of the request-id field of the Get Response-PDU is that of the
recei ved nessage.

4.1.3. The Get Next Request - PDU

The form of the Get Next Request-PDU is identical to that of the
Get Request - PDU except for the indication of the PDU type. 1In the
ASN. 1 | anguage:

Get Next Request - PDU : : =
[1]
| MPLI CI' T SEQUENCE {
request-id
Request | D,
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error-status -- always 0O
Err or St at us,

error-index -- always O
Er r or | ndex,

vari abl e- bi ndi ngs
Var Bi ndLi st

entity only at the
its SNMP application entity.

responds according to any applicable rule in the list bel ow

(1)

(2)

(3)

If, for any object nane in the variabl e-bindings field,
that name does not | exicographically precede the nane of
sonme object available for get operations in the rel evant
M B view, then the receiving entity sends to the
originator of the received message the Get Response- PDU of
identical form except that the value of the error-status
field is noSuchNane, and the value of the error-index
field is the index of said object name conponent in the
recei ved nessage.

If the size of the Get Response-PDU generated as descri bed
bel ow woul d exceed a local limtation, then the receiving
entity sends to the originator of the received nessage
the Get Response-PDU of identical form except that the
value of the error-status field is tooBig, and the val ue
of the error-index field is zero.

If, for any object naned in the variabl e-bindings field,
the val ue of the |exicographical successor to the naned
obj ect cannot be retrieved for reasons not covered by any
of the foregoing rules, then the receiving entity sends
to the originator of the received nmessage the

Get Response- PDU of identical form except that the val ue
of the error-status field is genErr and the value of the
error-index field is the index of said object nane
conponent in the received nessage.

I f none of the foregoing rules apply, then the receiving protoco

entity sends to the originator of the received nmessage the

Get Response- PDU such that, for each nane in the vari abl e-bi ndi ngs
field of the received nessage, the correspondi ng conponent of the
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CGet Response- PDU represents the nane and val ue of that object whose
name is, in the |exicographical ordering of the names of all objects
avail abl e for get operations in the relevant MB view, together with
the value of the nane field of the given component, the i mediate
successor to that value. The value of the error-status field of the
Get Response-PDU is noError and the value of the errorindex field is
zero. The value of the request-id field of the Get Response-PDU is
that of the received nessage.

4.1.3.1. Exanple of Table Traversal

One inportant use of the Get Next Request-PDU is the traversal of
conceptual tables of information within the M B. The semantics of
this type of SNWP nessage, together with the protocol -specific
mechani sns for identifying individual instances of object types in
the MB, affords access to related objects in the MB as if they
enj oyed a tabul ar organization.

By the SNMP exchange sketched bel ow, an SNWVP application entity might
extract the destination address and next hop gateway for each entry
in the routing table of a particular network el ement. Suppose that
this routing table has three entries:

Destination Next Hop Metric
10.0.0.99 89.1.1.42 5
9.1.2.3 99.0.0.3 3
10.0.0.51 89.1.1.42 5

The managenent station sends to the SNVP agent a Get Next Request - PDU
contai ning the indicated OBJECT | DENTI FI ER val ues as the requested
vari abl e nanes:

Get Next Request ( i pRout eDest, i pRouteNextHop, ipRouteMetricl )

The SNWMP agent responds with a Get Response- PDU:

Get Response (( i pRouteDest.9.1.2.3 = "9.1.2.3" ),
( 1 pRout eNext Hop.9.1.2.3 = "99.0.0.3" ),
( ipRouteMetricl.9.1.2.3 = 3))

The managenment station continues with:

Get Next Request ( i pRouteDest.9.1.2.3,
i pRout eNext Hop. 9. 1. 2. 3,
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i pRouteMetricl.9.1.2.3)

The SNVP agent responds:

Get Response (( i pRouteDest.10.0.0.51 = "10.0.0.51" ),
(i pRout eNext Hop. 10. 0. 0. 51 "89.1.1.42" ),
( ipRouteMetricl.10.0.0.51 5))

The management station continues wth:

Get Next Request ( i pRout eDest. 10.0.0. 51,
i pRout eNext Hop. 10. 0. 0. 51,
i pRout eMetricl. 10.0.0.51 )

The SNWMP agent responds:

Get Response (( i pRouteDest.10.0.0.99 = "10.0.0.99" ),
(i pRout eNext Hop. 10. 0. 0. 99 "89.1.1.42" ),
( i pRouteMetricl.10.0.0.99 5))

The managenent station continues wth:

Get Next Request ( i pRout eDest. 10. 0. 0. 99,
i pRout eNext Hop. 10. 0. 0. 99,
i pRouteMetricl. 10.0.0.99 )

As there are no further entries in the table, the SNMP agent returns
those objects that are next in the |exicographical ordering of the
known object nanes. This response signals the end of the routing
table to the nanagenent station.

4.1.4. The Get Response-PDU

The form of the Get Response-PDU is identical to that of the
Get Request - PDU except for the indication of the PDU type. 1In the
ASN. 1 | anguage:

Cet Response-PDU : : =
[2]
| MPLI CI' T SEQUENCE {
request-id
Request | D,
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error-status
Err or St at us,

error-index
Error | ndex,

vari abl e- bi ndi ngs
Var Bi ndLi st

The Get Response-PDU is generated by a protocol entity only upon

recei pt of the GetRequest-PDU, GetNextRequest-PDU, or SetRequest-PDU
as described el sewhere in this docunent.

Upon recei pt of the Get Response-PDU, the receiving protocol entity
presents its contents to its SNWMP application entity.

4.1.5. The Set Request - PDU

The form of the SetRequest-PDU is identical to that of the

Get Request - PDU except for the indication of the PDU type. 1In the
ASN. 1 | anguage:

Set Request - PDU : : =
[3]
| MPLI CI' T SEQUENCE {
request-id
Request | D,

error-status -- always 0O
Err or St at us,

error-index -- always O
Err or | ndex,

vari abl e- bi ndi ngs
Var Bi ndLi st

The Set Request-PDU is generated by a protocol entity only at the
request of its SNWP application entity.

Upon recei pt of the SetRequest-PDU, the receiving entity responds
according to any applicable rule in the list bel ow

(1) If, for any object nanmed in the variabl e-bindings field,
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the object is not avail able for set operations in the
relevant M B view, then the receiving entity sends to the
originator of the received nmessage the Get Response- PDU of
identical form except that the value of the error-status
field is noSuchName, and the value of the error-index
field is the index of said object name conponent in the
recei ved nessage.

(2) If, for any object naned in the variabl e-bindings field,
the contents of the value field does not, according to
the ASN. 1 | anguage, manifest a type, length, and val ue
that is consistent with that required for the variable,
then the receiving entity sends to the originator of the
recei ved nessage the Get Response-PDU of identical form
except that the value of the error-status field is
badVal ue, and the value of the error-index field is the
i ndex of said object nane in the received nessage.

(3) If the size of the Get Response type nessage generated as
descri bed bel ow woul d exceed a local limtation, then the
receiving entity sends to the originator of the received
nmessage t he Cet Response-PDU of identical form except
that the value of the error-status field is tooBig, and
the value of the error-index field is zero.

(4) If, for any object naned in the variabl e-bindings field,
the val ue of the nanmed object cannot be altered for
reasons not covered by any of the foregoing rules, then
the receiving entity sends to the originator of the
recei ved nessage the Get Response-PDU of identical form
except that the value of the error-status field is genErr
and the value of the error-index field is the index of
sai d obj ect nane conponent in the received nessage.

If none of the foregoing rules apply, then for each object naned in
the variabl e-bindings field of the received nmessage, the
correspondi ng value is assigned to the variable. Each variable

assi gnment specified by the Set Request-PDU should be effected as if

si mul taneously set with respect to all other assignments specified in
the same message.

The receiving entity then sends to the originator of the received
nessage the Get Response-PDU of identical formexcept that the val ue
of the error-status field of the generated nessage is noError and the
val ue of the error-index field is zero.
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4.1.6. The Trap- PDU
The form of the Trap-PDU is:
Trap-PDU :: =
[ 4]
| MPLI CI' T SEQUENCE {
enterprise -- type of object generating
-- trap, see syshjectIDin [5]
OBJECT | DENTI FI ER
agent - addr -- address of object generating
Net wor kAddr ess, -- trap
generic-trap -- generic trap type
| NTEGER {
coldStart(0),
warnStart (1),
['i nkDown( 2),
['i nkUp(3),
aut henti cati onFai |l ure(4),
egpNei ghbor Loss(5),
ent er pri seSpeci fic(6)
}1
specific-trap -- specific code, present even
| NTEGER, -- if generic-trap is not
-- enterpriseSpecific
time-stanp -- time el apsed between the | ast
Ti meTi cks, -- (re)initialization of the network
-- entity and the generation of the
trap
vari abl e- bi ndi ngs -- "interesting" information
Var Bi ndLi st
}
The Trap-PDU is generated by a protocol entity only at the request of
the SNVP application entity. The neans by which an SNMP application
entity selects the destination addresses of the SNMP application
entities is inplenmentation-specific.
Upon recei pt of the Trap-PDU, the receiving protocol entity presents
its contents to its SNMP application entity.
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The significance of the vari abl e-bi ndi ngs conponent of the Trap- PDU
is inplenentation-specific.

Interpretations of the value of the generic-trap field are:
4.1.6.1. The coldStart Trap

A coldStart(0) trap signifies that the sending protocol entity is
reinitializing itself such that the agent’s configuration or the
protocol entity inplenmentation nay be altered.

4.1.6.2. The warnfStart Trap

A warnttart (1) trap signifies that the sending protocol entity is
reinitializing itself such that neither the agent configuration nor
the protocol entity inplementation is altered.

4.1.6.3. The |inkDown Trap

A linkDown(2) trap signifies that the sending protocol entity
recogni zes a failure in one of the comunication |inks represented in
the agent’s configuration.

The Trap-PDU of type linkDown contains as the first elenent of its
vari abl e- bi ndi ngs, the nane and val ue of the iflndex instance for the
affected interface.

4.1.6.4. The linkUp Trap

A linkUp(3) trap signifies that the sending protocol entity
recogni zes that one of the conmunication |links represented in the
agent’s configuration has cone up

The Trap-PDU of type linkUp contains as the first elenent of its
vari abl e- bi ndi ngs, the name and val ue of the iflndex instance for the
affected interface.
4.1.6.5. The authenticationFailure Trap
An authenticationFailure(4) trap signifies that the sendi ng protoco
entity is the addressee of a protocol nessage that is not properly
aut henticated. Wiile inplenentations of the SNMP nust be capabl e of
generating this trap, they nmust al so be capable of suppressing the
em ssion of such traps via an inplenentation-specific nechani sm
4.1.6.6. The egpNei ghborLoss Trap

An egpNei ghbor Loss(5) trap signifies that an EGP nei ghbor for whom
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the sending protocol entity was an EGP peer has been narked down and
the peer relationship no | onger obtains.

The Trap-PDU of type egpNei ghborLoss contains as the first el ement of
its variabl e-bi ndi ngs, the name and val ue of the egpNei ghAddr
i nstance for the affected nei ghbor

4.1.6.7. The enterpriseSpecific Trap
A enterpriseSpecific(6) trap signifies that the sendi ng protoco
entity recogni zes that sone enterprise-specific event has occurred.

The specific-trap field identifies the particular trap which
occurred.
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5. Definitions
RFC1157-SNWVP DEFINITIONS ::= BEG N
| MPORTS

Ooj ect Nane, Obj ect Synt ax, Networ kAddress, | pAddress, Ti neTicks
FROM RFC1155- SM ;

-- top-level message

Message :: =
SEQUENCE {
version -- version-1 for this RFC
| NTEGER {
versi on-1(0)
H
conmuni ty -- community nane
OCTET STRI NG,
dat a -- e.g., PDUs if trivia
ANY -- authentication is being used
}

-- protocol data units

PDUs ::=
CHO CE {
get - r equest
Cet Request - PDU

get - next - r equest
CGet Next Request - PDU

get - response
Cet Response- PDU

set - request
Set Request - PDU

trap
Tr ap- PDU
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.- PDUs

CGet Request - PDU : : =
[ 0]
| MPLICI T PDU

Get Next Request - PDU : : =
[1]
| MPLICI T PDU

Get Response-PDU :: =

[2]
| MPLICI T PDU

Set Request - PDU : : =
[3]
| MPLICI T PDU

PDU :: =
SEQUENCE {
request-id
| NTEGER

error-status -- sonetines ignored
| NTEGER {
noError(0),
tooBig(1),
noSuchNane( 2) ,
badVal ue( 3),
readOnl y(4),
genErr (5)
H

error-index -- sometines ignored
| NTEGER

vari abl e-bi ndi ngs -- values are sonetines ignored
Var Bi ndLi st

}

Trap-PDU :: =
[ 4]
| MPLI CI' T SEQUENCE {
enterprise -- type of object generating
-- trap, see syshjectIDin [5]

OBJECT | DENTI FI ER
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-- address of object generating
trap

-- generic trap type

coldStart(0),
warnStart (1),
['i nkDown( 2),

i nkUp(3),

aut henti cati onFai |l ure(4),
egpNei ghbor Loss(5),
ent erpri seSpeci fic(6)

} y
specific-trap -
| NTEGER, -

time-stanp -
Ti meTi cks, -

vari abl e- bi ndi ngs - -

Var Bi ndLi st

-- vari abl e bi ndi ngs

VarBind ::=
SEQUENCE {
name
hj ect Name,

val ue
hj ect Synt ax
}

Var Bi ndLi st ::=
SEQUENCE OF
Var Bi nd

END

Case, Fedor, Schoffstall, & Davin

speci fic code, present
if generic-trap is not
enterpriseSpecific

even

time el apsed between the |ast
(re)initialization of the

net wor k

entity and the generation of the
trap

"interesting" information
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Security Considerations
Security issues are not discussed in this meno.
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