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This RFC identifies the requirenents on comuni cati on networks for
supporting scientific research. It proposes sone specific areas for
near termwork, as well as some long termgoals. This is an "idea"
paper and di scussion is strongly encouraged. Distribution of this
meno is unlimted.

| NTRODUCTI ON

Conputer networks are critical to scientific research. They are
currently being used by portions of the scientific comunity to
support access to rempte resources (such as superconputers and data
at collaborator’s sites) and coll aborative work through such
facilities as electronic mail and shared databases. There is

consi derabl e nmovenent in the direction of providing these
capabilities to the broad scientific community in a unified manner
as evidence by this workshop. In the future, these capabilities wll
even be required in space, as the Space Station beconmes a reality as
a scientific research resource

The purpose of this paper is to identify the range of requirenents
for networks that are to support scientific research. These

requi rements include the basic connectivity provided by the |inks and
swi tches of the network through the basic network functions to the
user services that need to be provided to allow effective use of the
i nterconnected network. The paper has four sections. The first
section discusses the functions a user requires of a network. The
second section discusses the requirenments for the underlying link and
node infrastructure while the third proposes a set of specifications
to achieve the functions on an end-to-end basis. The fourth section
di scusses a nunber of network-oriented user services that are needed
in addition to the network itself. 1In each section, the discussion
is broken into two categories. The first addresses near term

requi renents: those capabilities and functions that are needed today
and for which technology is available to performthe function. The
second category concerns long termgoals: those capabilities for

whi ch additional research is needed.

This RFC was produced by the | AB Task force a Scientific Conputing,
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which is chartered to investigate advanced networki ng requirenents
that result fromscientific applications. Wrk reported herein was
supported in part by Cooperative Agreenent NCC 2-387 fromthe

Nati onal Aeronautics and Space Adm nistration (NASA) to the

Uni versities Space Research Association (USRA).

1. NETWORK FUNCTI ONS

This section addresses the functions and capabilities that networks
and particularly internetworks should be expected to support in the
near termfuture

Near Term Requirenents

There are nmany functions that are currently avail able to subsets of
the user conmunity. These functions should be nmade avail able to the
broad scientific comunity.

User/ Resource Connectivity

Undoubtedly the first order of business in networking is to provide
i nterconnectivity of users and the resources they need. The goal in
the near termfor internetworking should be to extend the
connectivity as widely as possible, i.e. to provide ubiquitous
connectivity anmobng users and between users and resources. Note that
the exi stence of a network path between sites does not necessarily
inmply interoperability between communities and or resources using
non- compati bl e protocol suites. However, a mnimal set of functions
shoul d be provided across the entire user community, independent of
the protocol suite being used. These typically include electronic
nmail at a mninmum file transfer and renbte | ogin capabilities nust
al so be provided.

Home Usage

One condition that could enhance current scientific conputing would
be to extend to the hone the sane | evel of network support that the
scientist has available in his office environnent. As network access
becomres increasingly w despread, the extension to the home will allow
the user to continue his computing at home w thout dramatic changes
in his work habits, based on Iimted access.

Char gi ng
The scientific user should not have to worry about the costs of data
conmuni cati ons any nore than he worries about voi ce conmuni cations

(his office tel ephone), so that data commruni cati ons becones an
integral and | ow cost part of our national infrastructure. This
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inmplies that charges for network services must NOT be vol une
sensitive and nust NOT be charged back to the individual. Either of
these conditions forces the user to consider network resources as
scarce and therefore requiring his individual attention to conserve
them Such attention to extraneous details not only detracts from
the research, but fundanmentally inpacts the use and benefit that
networking is intended to supply. This does not require that
networ ki ng usage is free. It should be either be | ow enough cost
that the individual does not have to be accountable for "normal"
usage or managed in such a manner that the individual does not have
to be concerned with it on a daily basis.

Appli cations
Most applications, in the near term which nust be supported in an
i nternetwork environnment are essentially extensions of current ones.
Particul arly:
El ectronic Mai
El ectronic mail will increase in value as the extended
i nterconnectivity provided by internetworking provides a nuch
greater reachability of users.
Ml timedia Mai

An enhancenment to text based nail which includes capabilities
such as figures, diagranms, graphs, and digitized voi ce.

Mul ti nmedi a Conferencing
Net wor k conferencing i s conmmuni cati on anong nul tiple people
si mul taneously. Conferencing nmay or may not be done in "rea
time", that is all participants may not be required to be on-
l[ine at the same time. The nultinedia supported may include
text, voice, video, graphics, and possibly other capabilities.
File Transfer
The ability to transfer data files.
Bul k Transfer
The ability to streamlarge quantities of data.

Interacti ve Renmpote Login

The ability to performrenote term nal connections to hosts.
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Renote Job Entry

The ability to subnmit batch jobs for processing to renpte hosts
and recei ve output.

Appl i cations which need support in the near termbut are NOT
ext ensions of currently supported applications include:

Renmot e I nstrunent Contro

This normally presunes to have a human in the "control | oop".
This condition relaxes the requirenments on the (inter)network
sonmewhat as to response times and reliability. Timng would be
presuned to be comensurate with human reactions and
reliability would not be as stringent as that required for

conpl etely automatic control.

Renote Data Acquisition

This supports the collection of experinental data where the
experiment is remotely located fromthe collection center.
This requirenment can only be satisfied when the bandw dt h,
reliability, and predictability of network response are
sufficient. This cannot be supported in the general sense
because of the enornpus bandwi dth, very high reliability,
and/ or guaranteed short response tine required for nmany
experi ments.

These | ast two requirenents are especially crucial when one considers
renote experinentation such as will be perforned on the Space
Station.

Capabilities

The above applications could be best supported on a network with
infinite bandwi dth, zero delay, and perfect reliability.
Unfortunately, even currently feasible approxi mations to these |evels
of capabilities can be very expensive. Therefore, it can be expected
that conpronises will be nmade for each capability and between them
with different bal ances struck between different networks. Because
of this, the user must be given an opportunity to decl are which
capability or capabilities is/are of nost interest-nost |ikely
through a "type-of-service" required declaration. Sone exanples of
possi bl e trade-offs: File Transport Nornmally requires high
reliability primarily and high bandwi dth secondarily. Delay is not as
i mportant.
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Bul k Transport

Sonme applications such as digitized video might require high
bandwi dth as the nost inportant capability. Depending on the
application, delay would be second, and reliability of |esser
i nportance. |Inmage transfers of scientific data sonetines wll
invert the latter two requirenents.

Interactive Traffic

This normally requires | ow delay as a primary consideration
Reliability may be secondary dependi ng on the application
Bandwi dt h woul d usual Iy be of |east inportance.

St andar ds

The use of standards in networking is directed toward
interoperability and availability of conmercial equipnent. However,
as stated earlier, full interoperability across the entire
scientific comunity is probably not a reasonable goal for
internetworking in the near term because of the protocol nix now
present. That is not to say, though, that the use of standards
shoul d not be pursued on the path to full user interoperability.
Standards, in the context of near term goal support, include:

Medi a Exchange St andards

Woul d al |l ow the interchange of equations, graphics, inmages, and data
bases as well as text.

Conmerci al ly Avail abl e Standards

Pl ug conpatible, comercially avail able standards will allow a degree
of interoperability prior to the w despread availability of the ISO
standard protocol s.

Long Term Goal s

In the future, the internetwork shoul d be transparent communications
bet ween users and resources, and provide the additional network
services required to make use of that conmunications. A user should
be able to access whatever resources are available just as if the
resource is in the office. The sanme high | evel of service should
exi st i ndependent of which network one happens to be on. |In fact,
one should not even be able to tell that the network is there!

It is also inmportant that people be able to work effectively while at
honme or when traveling. Werever one may happen to be, it should be
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possible to "plug into" the internetwork and read mail, access files,
control rempte instruments, and have the sane ki nd of environnent one
is used to at the office.

Services to locate required facilities and take advantage of them
nust al so be available on the network. These range fromthe basic
"white" and "yell ow' pages, providing network | ocations (addresses)
for users and capabilities, through to distributed data bases and
conputing facilities. Eventually, this congloneration of conputers,
wor kst ati ons, networks, and other computing resources will becone one
gigantic distributed "world conputer” with a very |arge nunber of
processi ng nodes all over the world.

2. NETWORK CONNECTI VI TY

By network connectivity, we nean the ability to nove packets from one
poi nt to anot her.

Note that an inplicit assunption in this paper is that packet

swi tched networks are the preferred technol ogy for providing a
scientific conputer network. This is due to the ability of such
networks to share the available |ink resources to provide

i nterconnecti on between nunerous sites and their ability to

ef fectively handl e the "bursty" conputer conmmunication requirenent.

Note that this need not nean functional interoperability, since the
endpoi nts may be using inconpatible protocols. Thus, in this

section, we will be addressing the use of shared |inks and

i nterconnected networks to provide a possible path. |In the next
section, the exploitation of these paths to achieve functiona
connectivity will be addressed.

In this section, we discuss the need for providing these network
paths to a wi de set of users and resources, and the characteristics
of those paths. As in other sections, this discussion is broken into
two nmmjor categories. The first category are those goals which we
believe to be achievable with currently avail abl e technol ogy and

i mpl enentati ons. The second category are those for which further
research i s required.

Near Term Obj ectives

Currently, there are a | arge nunber of networks serving the
scientific comunity, including Arpanet, M-Enet, SPAN, NASnet, and

t he NSFnet backbone. Wile there is sonme | oose correlation between
the networks and the disciplines they serve, these networks are
organi zed nore based on Federal funding. Furthernore, while there is
significant interconnectivity between a nunber of the networks, there
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i s considerable roomfor nore sharing of these resources.

In the near term therefore, there are two mgjor requirenment areas;
providing for connectivity based on discipline and user comunity,
and providing for the effective use of adequate networking resources.

Di sci pline Connectivity

Scientists in a particular comunity/discipline need to have access
to many comon resources as well as comunicate with each other. For
exanpl e, the quantum physics research comunity obtains funding from
a nunmber of Federal sources, but carries out its research within the
context of a scientific discourse. Furthernore, this discourse often
overl aps several disciplines. Because networks are generally

ori ented based on the source of funding, this required connectivity
has in the past been inhibited. NSFnet is a major step towards
satisfying this requirenment, because of its underlying phil osophy of
acting as an interconnectivity network between superconputer centers
and between state, regional, and therefore campus networks. This
nove towards a set of networks that are interconnected, at |east at
the packet transport |evel, rmust be continued so that a scientist can
obtai n connectivity between his/her |ocal computing equi prent and the
conputing and ot her resources that are needed, independently of the
source of funds.

Obvi ously, actual use of those resources will depend on obtaining
access pernission fromthe appropriate controlling organization. For
exanpl e, use of a superconputer will require perm ssion and sone

al l ocation of computing resources. The lack of network access should
not, however, be the Iimting factor for resource utilization

Comuni cati on Resource Sharing

The scientific conmunity is always going to suffer froma | ack of
adequat e comuni cati on bandw dth and connections. There are
requirenments (e.g. graphic aninmation from superconputers) that
stretch the capabilities of even the nobst advanced | ong-hau

networks. In addition, as nore and nore scientists require
connection into networks, the ability to provide those connections on
a network-centric basis will becorme nore and nore difficult.

However, the communication links (e.g. |eased lines and satellite
channel s) providing the underlying topol ogy of the various networks
span in aggregate a very broad range of the scientific comunity
sites. If, therefore, the networks could share these Iinks in an
ef fective manner, two objectives could be achieved:

The need to add links just to support a particul ar network

Lei ner [ Page 7]



RFC 1017 Requirements for Scientific Research August 1987

t opol ogy change woul d be decreased, and
New user sites could be connected nore readily.

Exi sting technol ogy (nanely the DARPA-devel oped gat eway system based
on the Internet Protocol, |IP) provides an effective nethod for
acconplishing this sharing. By using |P gateways to connect the
various networks, and by arranging for suitable cost-sharing, the
underlyi ng connectivity would be greatly expanded and both of the
above objectives achieved.

Expansi on of Physical Structure

Unfortunately, the mere interconnectivity of the various networks
does not increase the bandwi dth available. Wile it may allow for
nore effective use of that avail abl e bandwi dth, a sufficient number
of links with adequate bandw dth nust be provided to avoid network
congestion. This problemhas already occurred in the Arpanet, where
the expansion of the use of the network w thout a concurrent
expansion in the trunking and topol ogy has resulted in congestion and
consequent degradation in performance.

Thus, it is necessary to augment the current physical structure
(l'inks and switches) both by increasing the bandwi dth of the current
configuration and by adding additional |inks and sw tches where
appropri ate.

Net wor k Engi neeri ng

One of the mmjor deficiencies in the current systemof networks is
the lack of overall engineering. Wile each of the various networks
generally is well supported, there is woefully little engineering of
the overall system As the networks are interconnected into a |arger
system this need will becone nore severe. Exanples of the areas
where engi neering i s needed are:

Topol ogy engi neeri ng-deci ding where |inks and switches shoul d be
installed or upgraded. |If the interconnection of the networks is
achieved, this will often involve a decision as to which networks
need to be upgraded as well as deciding where in the network those
upgr ades shoul d take pl ace.

Connecti on Engi neering-when a user site desires to be connected,
deci di ng whi ch node of which network is the best for that site,
consi dering such issues as existing node |ocations, avail able
bandwi dt h, and expected traffic patterns to/fromthat site.

Operations and Mi ntenance-nonitoring the operation of the overal
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system and identifying corrective actions when failures occur
Support of Different Types of Service

Several different end user applications are currently in place, and
these put different demands on the underlying structure. For
exanpl e, interactive renote login requires |ow delay, while file
transfer requires high bandwidth. It is inportant in the
installation of additional links and switches that care be given to
providing a mix of link characteristics. For exanple, high bandw dth
satellite channels may be appropriate to support broadcast
applications or graphics, while low delay will be required to support
i nteractive applications.

Future Goal s

Si gni ficant expansi on of the underlying transport mechanisms will be
required to support future scientific networking. These expansions
will be both in size and perfornance.

Bandwi dt h

Bandwi dt h requirements are being driven higher by advances in
conputer technology as well as the proliferation of that technol ogy.
As hi gh performance graphi cs workstations work cooperatively with
superconputers, and as real-tine renpte robotics and experinenta
control becone a reality, the bandwi dth requirements will continue to
grow. In addition, as the nunber of sites on the networks increase,
so will the aggregate bandw dth requirenment. However, at the sane
time, the underlying bandw dth capabilities are al so increasing.
Satellite bandwi dths of tens of nmegabits are available, and fiber
optics technol ogies are providing extrenmely high bandwi dths (in the
range of gigabits). It is therefore essential that the underlying
connectivity take advantage of these advances in comruni cations to

i ncrease the avail abl e end-to-end bandw dt h.

Expressway Routing

As higher levels of internet connectivity occur there will be a new
set of problenms related to | owest hop count and | owest delay routing
metrics. The assunmed internet connectivity can easily present
situations where the highest speed, |owest delay route between two
nodes on the sanme net is via a route on another network. Consider
two sites one either end of the country, but both on the sane

mul tipoint internet, where their network also is gatewayed to sone
ot her network with high speed transcontinental links. The routing
al gorithms rmust be able to handle these situations gracefully, and
they becone of increased inportance in handling global type-of-
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service routing
3. NETWORK SPECI FI CATI ONS
To achi eve the end-to-end user functions discussed in section 2, it

is not adequate to sinply provide the underlying connectivity
described in the previous section. The network rmust provide a

certain set of capabilities on an end-to-end basis. In this
section, we discuss the specifications on the network that are
required.

Near Term Specifications

In the near term the requirenents on the networks are two-fold.
First is to provide those functions that will pernit ful
interoperability, and second the internetwork nmust address the
addi tional requirements that arise in the connection of networks,
users, and resources.

Interoperability

A first-order requirenent for scientific computer networks (and
conputer networks in general) is that they be interoperable with each
ot her, as discussed in the above section on connectivity. A first
step to acconplish this is to use IP. The use of IPwill allow

i ndi vidual networks built by differing agencies to comnbi ne resources
and m nim ze cost by avoiding the needl ess duplication of network
resources and their managenent. However, use of | P does not provide
end-to-end interoperability. There nust also be conpatibility of

hi gher | evel functions and protocols. At a mninmum while comonly
agreed upon standards (such as the | SO devel opnents) are proceeding,
nmet hods for interoperability between different protocol suites nust
be devel oped. This would provide interoperability of certain
functions, such as file transfer, electronic mail and remote | ogin.
The enphasi s, however, should be on devel opi ng agreement within the
scientific comunity on use of a standard set of protocols.

Access Contro

The design of the network should include adequate methods for
controlling access to the network by unauthorized personnel. This
especially includes access to network capabilities that are reachabl e
via the comercial phone network and public data nets. For exanple,
term nal servers that allow users to dial up via comercial phone

i nes shoul d have adequate authentication nechanisns in place to
prevent access by unauthorized individuals. However, it should be
noted that mpost hosts that are reachable via such networks are al so
reachabl e via other "non-network" nmeans, such as directly dialing
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over conmercial phone lines. The purpose of network access contro
is not to insure isolation of hosts from unauthorized users, and
hosts shoul d not expect the network itself to protect themfrom
"hackers".

Privacy

The network shoul d provide protection of data that traverses it in a
way that is comrensurate with the sensitivity of that data. It is
judged that the scientific requirenents for privacy of data traveling
on networks does not warrant a | arge expenditure of resources in this
area. However, nothing in the network design should preclude the use
of link level or end-to-end encryption, or other such nethods that
can be added at a later tinme. An exanple of this kind of capability
woul d be use of KG 84A link encryptors on MLNET or the Fig Leaf

DES- based end-to-end encrypti on box devel oped by DARPA.

Account i ng

The network shoul d provi de adequate accounting procedures to track
the consunption of network resources. Accounting of network
resources is also inmportant for the nanagenent of the network, and
particul arly the managenent of interconnections with other networks.
Proper use of the accounting database should all ow network managenent
personnel to deternmine the "flows" of data on the network, and the
identification of bottlenecks in network resources. This capability
al so has secondary value in tracking down intrusions of the network,
and to provide an audit trail if malicious abuse should occur. In
addi ti on, accounting of higher |evel network services (such as

term nal serving) should be kept track of for the same reasons.

Type of Service Routing

Type of service routing is necessary since not all elements of
network activity require the sane resources, and the opportunities
for mnimzing use of costly network resources are |large. For
exanpl e, interactive traffic such as renote login requires | ow del ay
so the network will not be a bottleneck to the user attenpting to do
work. Yet the bandwidth of interactive traffic can be quite smal
conpared to the requirenents for file transfer and mail service which
are not response time critical. Wthout type of service routing,
networ k resources nust sized according to the |argest user, and have
characteristics that are pleasing to the nost finicky user. This has
maj or cost inplications for the network design, as high-delay |inks,
such as satellite links, cannot be used for interactive traffic
despite the significant cost savings they represent over terrestria
links. Wth type of service routing in place in the network

gat eways, and proper software in the hosts to nake use of such
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capabilities, overall network perfornmance can be enhanced, and

si zabl e cost savings realized. Since the |IP protocol already has
provi sions for such routing, such changes to existing inplenentations
does not require a major change in the underlying protoco

i mpl enent ati ons.

Admi ni stration of Address Space

Local administration of network address space is essential to provide
for pronpt addition of hosts to the network, and to m nimze the | oad
on backbone network adm nistrators. Further, a distributed name to
address transl ation service also has simlar advantages. The DARPA
Nanme Domain systemcurrently in use on the Internet is a suitable

i mpl ement ation of such a nane to address translati on system

Renpte Procedure Call Libraries

In order to provide a standard library interface so that distributed
network utilities can easily communicate with each other in a
standard way, a standard Renote Procedure Call (RPC) library nust be
depl oyed. The conputer industry has |ead the research community in
devel opi ng RPC i npl enentati ons, and current inplenmentations tend to
be conpatible within the same type of operating system but not
across operating systens. Nonetheless, a portable RPC inplenentation
that can be standardi zed can provi de a substantial boost in present
capability to wite operating systemindependent network utilities.
If a new RPC nechanismis to be designed fromscratch, then it nust
have enough capabilities to lure inplenmentors away from current
standards. O herw se, nodification of an existing standard that is
close to the mark in capabilities seens to be in order, with the
cooperation of vendors in the field to assure inplenentations wll
exist for all major operating systens in use on the network.

Renote Job Entry (RIE)

The capabilities of standard network RIE inpl enentations are

i nadequate, and are inplenmented prolifically anong maj or operating
systens. Wiile the notion of RIE evokes nenories of dated
technol ogi es such as punch cards, the concept is still valid, and is
favored as a neans of interaction wi th superconmputers by science
users. All major superconmputer manufacturers support RIE access in
their operating systens, but nany do not generalize well into the
Internet donain. That is, a RIE standard that is designed for 2400
baud nbdem access froma card reader nmay not be easily nodifiable for
use on the Internet. Nonetheless, the capability for a network user
to subnmit a job froma host and have its output delivered on a
printer attached to a different host woul d be wel conmed by npst
science users. Further, having this capability interoperate with

Lei ner [ Page 12]



RFC 1017 Requirements for Scientific Research August 1987

exi sting RIE packages would add a | arge anount of flexibility to the
whol e system

Mul tiple Virtual Connections

The capability to have nultiple network connections open froma
user’s workstation to renpte network hosts is an inval uabl e tool that
greatly increases user productivity. The network design shoul d not
place linmts (procedural or otherwi se) on this capability.

Net wor k Oper ati on and Managenent Tool s

The present state of internet technol ogy requires the use of

personnel who are, in the vernacular of the trade, called network

"wi zards," for the proper operation and managenent of networks.

These people are a scarce resource to begin with, and squandering
them on day to day operational issues detracts fromprogress in the
nore devel opnental areas of networking. The cause of this problemis
that a good part of the know edge for operating and nanagi ng a
network has never been witten down in any sort of concise fashion
and the reason for that is because networks of this type in the past
were primarily used as a research tool, not as an operationa
resource. Wiile the usage of these networks has changed, the
technol ogy has not adjusted to the newreality that a wi zard nmay not
be nearby when a problemarises. To insure that the network can
flexibly expand in the future, new tools nust be devel oped that all ow
non-wi zards to nonitor network performance, determ ne trouble spots,
and i nmpl enent repairs or 'work-arounds’.

Future Goal s

The networks of the future nust be able to support transparent access
to distributed resources of a variety of different kinds. These
resources will include superconmputer facilities, renote observing
facilities, distributed archives and databases, and ot her network
services. Access to these resources is to be nmade wi dely avail abl e
to scientists, other researchers, and support personnel |ocated at
renote sites over a variety of internetted connections. Different
nodes of access must be supported that are consonant with the sorts
of resources that are being accessed, the data bandw dt hs required
and the type of interaction demanded by the application

Net wor k protocol enhancenments will be required to support this
expansion in functionality; mere increases in bandw dth are not
sufficient. The nunmber of end nodes to be connected is in the
hundreds of thousands, driven by increasing use of mcroprocessors
and workstations throughout the community. Fundanentally different
sorts of services fromthose now offered are antici pated, and dynam c
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bandwi dt h sel ection and allocation will be required to support the
di fferent access nodes. Large-scale internet connections anbng
several agency size internets will require new approaches to routing
and naming paradignms. All of this rmust be planned so as to
facilitate transition to the |1 SO OSI standards as these mature and
robust inplenmentations are placed in service and tuned for

per f or mance.

Several specific areas are identified as being of critical inportance
in support of future network requirenents, listed in no particul ar
order:

St andards and I nterface Abstractions

As nore and different services are nmade avail able on these
various networks it will becone increasingly inmportant to
identify interface standards and suitable application
abstractions to support renpte resource access. These
abstractions may be applicable at several levels in the
protocol hierarchy and can serve to enhance both applications
functionality and portability. Exanples are transport or
connection |ayer abstractions that support applications

i ndependence from | ower |evel network realizations or interface
abstractions that provide a data description | anguage that can
handle a full range of abstract data type definitions.
Applications or connection |evel abstractions can provi de nmeans
of bridging across different protocol suites as well as hel ping
with protocol transition.

OSI Transition and Enhancenents

Further evolution of the OSI network protocols and realization
of | arge-scale networks so that sone of the real protocol and
tuning issues can be dealt with nust be anticipated. It is
only when such networks have been created that these issues can
be approached and resolved. Type-of-service and Expressway
routing and related routing i ssues nust be resol ved before a
real transition can be contenplated. Using the interface
abstracti on approach just described will allow definition now
of applications that can transition as the |l ower |ayer networks
are inmplenented. Applications gateways and relay functions
will be a part of this transition strategy, along with dua

node gateways and protocol translation |ayers.

Processor Count Expansion

I ncreases in the numbers of nodes and host sites and the
expected growh in use of mcro-conputers, super-mcro
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wor kst ati ons, and ot her nbdest cost but high power conputing
solutions will drive the devel opnent of different network and
i nterconnect strategies as well as the infrastructure for
managi ng this i ncreased nane space. Hierarchical nane
management (as in domain based nami ng) and suitable transport

| ayer realizations will be required to build networks that are
robust and functional in the face of the anticipated

expansi ons.

Dynam ¢ Bi ndi ng of Nanmes to Addresses

I ncreased processor counts and increased usage of portable
units, nobile units and | ap-top micros will nake dynamc
managenent of the nane/address space a nust. Units nust have
fi xed designations that can be re-bound to physical addresses
as required or expedient.

4. USER SERVI CES

The user services of the network are a key aspect of naking the
network directly useful to the scientist. Wthout the right user
services, network users separate into artificial subclasses based on
their degree of sophistication in acquiring skill in the use of the
network. Flexible information di ssem nation equalizes the
effectiveness of the network for different kinds of users.

Near Term Requirenents

In the near term the focus is on providing the services that allow
users to take advantage of the functions that the interconnected
net wor k provi des.

Directory services

Much of the information necessary in the use of the network is for
directory purposes. The user needs to access resources avail able on
the network, and needs to obtain a nane or address.

VWit e Pages

The network needs to provide mechani sns for |ooking up names and
addresses of people and hosts on the network. Flexible searches
shoul d be possible on nultiple aspects of the directory listing.

Sone of these services are nornally transparent to the user/host nane
to address translation for exanple.
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Yel | ow Pages

O her kinds of information | ookup are based on catal ogi ng and
classification of information about resources on the networks.

I nformati on Sharing Services
Bul | eti n Boards

The service of the electronic bulletin board is the one-to-mnmany
anal og of the one-to-one service of electronic mail. A

bull etin board provides a forumfor discussion and interchange
of information. Accessibility is network-w de dependi ng on the
definition of the particular bulletin board. Currently the
SMIP and UUCP protocols are used in the transport of postings
for many bulletin boards, but any simlar el ectronic mai
transport can be substituted wi thout affecting the underlying
concept. An effectively open-ended recipient list is specified
as the recipient of a nessage, which then constitutes a
bulletin board posting. A convention exists as to what
transport protocols are utilized for a particular set of

bull etin boards. The user agent used to access the Bulletin
Board may vary fromhost to host. Some nunber of host
resources on the network provide the service of progressively
expandi ng the synbolic mail address of the Bulletin Board into
its constituent parts, as well as relaying postings as a
service to the network. Associated with this service is the
mai nt enance of the lists used in distributing the postings.
Thi s mai nt enance incl udes responding to requests fromBulletin
Board readers and host Bulletin Board managers, as well as
drawi ng the appropriate conclusions fromrecurring
automatically generated or error nessages in response to
distribution attenpts.

Conmuni ty Archi ving

Much information can be shared over the network. At sone point
each particular information itemreaches the stage where it is
no | onger appropriately kept online and accessible. Wen
noving a file of information to offline storage, a network can
provide its hosts a considerable econony if information of
interest to several of themneed only be stored offline once.
Procedures then exist for querying and retrieving fromthe set
of offline stored files.

Shared/di stributed file system

It should be possible for a user on the network to | ook at a
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broadly defined collection of information on the network as one
useful whole. To this end, standards for accessing files
renotely are necessary. These standards shoul d i ncl ude means
for random access to renote files, simlar to the generally
enpl oyed on a single conputer system

Di stri buted Databases and Archives

As nore scientific disciplines conputerize their data archives

and catal ogs, mechanisns will have to be provided to support
di stributed access to these resources. Fundanentally new kins
of collaborative research will becone possible when such

resources and access nechani sns are wi dely avail abl e.
Resource Sharing Services
In sharing the resources or services avail able on the network,

certain ancillary services are needed depending on the
resource.

Access Contro

Pri

Lei

Identification and authorization is needed for individuals, hosts or
subnetworks permtted to make use of a resource available via the
network. There shoul d be consistency of procedure for obtaining and
utilizing permssion for use of shared resources. The identification
schene used for access to the network should be avail able for use by
resources as well. In some cases, this will serve as sufficient
access control, and in other cases it will be a useful adjunct to
resource-specific controls. The information on the current network
| ocation of the user should be available along with infornmation on
user identification to pernit added flexibility for resources. For
exanple, it should be possible to verify that an access attenpt is
coming fromwithin a state. A state agency might then grant public
access to its services only for users within the state. Attributes
of individuals should be codifiable within the access contro

dat abase, for exanple nenbership in a given professional society.

vacy

Users of a resource have a right to expect that they have contro

over the release of the information they generate. Resources should
all ow classifying informati on according to degree of access, i.e.
none, access to read, access according to criteria specified in the
data itself, ability to change or add information. The full range of
identification information described under access control should be
avail able to the user when specifying access. Access could be
granted to all fell ow nenbers of a professional society, for exanple
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Accounti ng

To permt auditing of usage, accounting informtion should be

provi ded for those resources for which it is deemed necessary. This
woul d include identity of the user of the resource and the
correspondi ng vol ume of resource conponents.

Legalities of |Interagency Research |nternet

To make the multiply-sponsored internetwork feasible, the federa
budget will have to recognize that sonme usage outside a particul ar
budget category may occur. This will permt the cross-utilization of
agency funded resources. For exanple, NSFnet researchers would be
abl e to access superconputers over NASnet. In return for this, the
total cost to the governnent will be significantly reduced because of
the benefits of sharing network and ot her resources, rather than
duplicating them

St andar ds

In order for the networking needs of scientific conputing to be net,
new standards are going to evolve. It is inportant that they be
tested under actual use conditions, and that feedback be used to
refine them Since the standards for scientific communication and
networking are to be experinented with, they are nore dynamnic than
those in other electronic comunication fields. It is critical that
the resources of the network be expended to pronul gate experi nental

st andards and naxim ze the range of the community utilizing them To
this end, the sharing of results of the testing is inportant.

User-ori ented Docunentati on

The functionality of the network should be avail abl e widely w thout
the costly need to refer requests to experts for formulation. A
basic information facility in the network should therefore be

devel oped. The network shoul d be sel f-docunenting via online help
files, interactive tutorials, and good design. |In addition, concise,
wel | -i ndexed and conplete printed docunentation should be avail abl e.

Future Goal s

The goal for the future should be to provide the advanced user
services that allow full advantage to be taken of the interconnection
of users, conputing resources, data bases, and experinenta
facilities. One mjor goal would be the creation of a nationa

know edge bank. Such a know edge bank woul d capture and organi ze
conput er - based know edge in various scientific fields that is
currently available only in witten/printed form or in the mnds of
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experts or experienced workers in the field. This know edge woul d be
stored in know edge banks which will be accessible over the network
to individual researchers and their prograns. The result will be a
codi fication of scientific understanding and techni cal knowhow in a
series of know edge based systens whi ch woul d becone increasingly
capabl e over tine.

CONCLUSI ON

In this paper, we have tried to describe the functions required of
the interconnected national network to support scientific research
These functions range from basic connectivity through to the
provision for powerful distributed user services.

Many of the goals described in this paper are achievable with current
technol ogy. They require coordinati on of the various networking
activities, agreenent to share costs and technol ogi es, and agreenent
to use common protocols and standards in the provision of those
functions. Qher goals require further research, where the

coordi nation of the efforts and sharing of results will be key to
maki ng those results available to the scientific user

For these reasons, we welconme the initiative represented by this
wor kshop to have the governnent agencies join forces in providing the
best network facilities possible in support of scientific research
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