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| NTRODUCTI ON

As this proposal is witten, in the fall of 1974, the ARPA network
has achi eved sufficient acceptance that a rather |arge nunber of
organi zations are currently planning either to attach their genera
pur pose conputer systens directly to the ARPANET or to interconnect
their systens enpl oyi ng "ARPANET technol ogy". The authors have been
in touch with efforts sponsored by the Air Force systens comand, the
Naval Ship Research and Devel opnment Center, the Defense

Conmuni cati ons Agency ("PWN' -- the Prototype Wrld-Wde Mlitary
conmand and Control system Interconmputer Network), ARPA (The Nationa
Software Wirks), the AEC, and other governnent agencies. A conmpn
characteristic of these networks and the sub-networks is the presence
of a nunber of systens which have no counterparts on the current
ARPANET; thus, hardware "special interfaces" (between the host and
the network I nterface Message Processor) and -- nore inmportant --

Net wor k Control Prograns cannot sinply be copied from working
versions. (Systens include CDO 6600's, XDS Sigma 9's, Univac 494’s,
1107’ s, 1108's, 1110’s, and IBM 370's running operating systens with
no current ARPANET counterparts.) Because it is also widely accepted
that the design and inplenentation of an NCP for a "new' systemis a
maj or undertaking, an inmedi ate area of concern for networks which
enpl oys as much of f-the-shelf hardware and software as is
practicable. This paper addresses two such approaches, one which
apparently is popularly assuned as of nowto be the way to go and
anot her which the authors feel is superior to the nore wi dely known
alternative

FRONT- ENDI NG

In what m ght be thought of as the greater network community, the
consensus is so broad that the front-ending is desirable that the
topi ¢ needs al nost no di scussion here. Basically, a small machine (a
PDP-11 is widely held to be nost suitable) is interposed between the
I MP and the host in order to shield the host fromthe conplexities of
the NCP. The advantages of this fundanental approach are apparent:

It is nore econonmic to develop a single NCP. "Qutward" (User Tel net)
network access is also furnished by the front end acting as a mni-
Host. The potentiality exists for file manipul ations on the mni-
Host. Two operating systens are in advanced stages of devel opnment on
the ARPANET for PDP-11's which will clearly serve well as bases for
network front ends; thus, the hardware and software are copiable. So
if we consider a nodel along the follow ng |ines

Host *** Front End --- |IMP --- Network

everything to the right of the asterisks may al nost be taken as
gi ven.
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(Caveat: Note the "alnobst" well in |last sentence neither ANTS nor ELF
-- the two systens alluded to above -- is a conpletely finished
product in the estimation of either their respective devel opers or of
the know edgeabl e ARPANET wor kers who have contributed to this
report. Both are capabl e of being brought to fruition, though, and
in a reasonabl e ampbunt of tine. W will assume ELF as the actua
front-end system here for two reasons: apparent consensus, and
current activity level of the devel opment team However, we have no
reason to believe that readers who prefer ANTS woul d encounter
substantive difficulties in inplementing our proposal on it.)

(Expl anatory notes: ANTS is an acronym for ARPA Network Term na
Support system it was devel oped at the Center for Advanced
Conputati on (CAC), University of Illinois. ELF is not an acronym (It
is said to be German for "eleven"); it was designed at the Speech
Conmuni cati ons Research Lab (SCRL), Santa Barbara, California.)

THE RI G D FRONT- END ALTERNATI VE

Referring back to the nodel above, the popular view of the asterisks
is to have the front-end systemsinulate a well known device for each
Host (typically a renmpte job entry station along the lines of the
200UT on the CDC 6600), effectively requiring no software changes on
the Host system W characterize this approach as "rigid" because an
i Mmediate inplication is that the Host systemis constrained to
handl e data to and fromthe network only in fashions which its system
al ready provides. (E g., if you sinulate a card reader, your data
wi Il necessarily be treated as batch input if a termnal, necessarily
as time-sharing input.) Now, it nmay be argued that Host software
changes are only being shunned in order to "get on the air" quickly,
and may be introduced at a later date in order to all ow unconstrained
channel i ng of network data within the Host; but this reasoni ng nay
surely be refuted if it can be shown that an alternative exists which
is essentially as quick to inplement and does not require the waste
noti on of constructing known-devi ce simulation hardware and software
for each new Host, only to eventually avoid the sinulation in the
Host .

The maj or advantage which m ght be claimed for the rigid front-end
approach other than quickness to inplenent would be enbarrassing if
true. That is, the possibility exists that either the "new' Host’s
operating systens or system progranm ng staffs are so intractable
that avoi ding Host software changes is a necessity rather than a
desire. W certainly hope neither is the case and have no reason to
believe it to be so, but we nust acknow edge that such possibilities
exi st as neta-issues to this report.
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DI SAVANTAGES OF THE RI G D FRONT- END ALTERNATI VE

The rigidity argument sketched above nmerits sone anplification. The
maj or di sadvantage of interfacing with the Host only in fixed ways
l[ies in a loss of functionality. Ganted that "Telnet" and "RJE"
functions can be perfornmed (though we have deep reservations about
file transfer) by sinmulating a known device there are nore things in
practice and in theory than just using the Hosts' tine-sharing and
batch monitors. "Teleconferencing"” is an instance which cones

i Mmediately to mnd. Gaphics is another. Neither fits naturally
into the setting a typical operating systemis likely to assune for a
Tel net or RJE connection. Further, the ARPANET is just beginning to
evol ve a view of "process-to-process" protocols where cooperating
progranms on dissimlar systenms comuni cate over network sockets in a
true use of sockets as interprocess comunication nedia. It is
difficult to conceive of viewing a (sinulated) line printer as an
abstract "port" w thout considerable contortion of the extant
operating system To attenpt to sumarize this cluster of

obj ections, a simulation of a known device nay be cheaper than a

| arge enough nunber of phone calls, but it’s not networking.

For that matter, it is by no neans clear that the goal of Host

sof tware changes can even nmet. In the case of one particular system
on the ARPANET where a PDP-15 was enployed as a front end to a PDP-
10, one of the authors discovered that on attenpting to | ogin over
the net he was confronted by an interrogation as to the type of
terminal he was at -- the front end having been attached at the wong
point in the PDP-10's term nal handling code. (Being a battle-
scarred veteran of Tel net protocol devel opnment, he gave suitable
answers for describing a "Network Virtual Terminal". Unfortunately,
however, the NVT apparently had no counterpart in the Hosts' nornal
conpl ement of local termnals. And when he tried such Tel net contro
functions as "don't echo, I'’mat a physically hal f-duplex termnal"
things really got confused). As it happens, he later found hinself
in the nei ghbrohood of the Host in question, and found hinself
spendi ng an afternoon attenpting to explain the phil osophy and

i nportance to the Tel net protocol of the NVI. The site personne

were both appreciative and cooperative, and although we have not had
occasion to verify it, we assune that the site is probably now usabl e
fromthe ARPANET. The inportant point, though, is that operating
systens tend to make extensive, very often unconsci ous, assunptions
about their operating environnents. This observation is particularly
true when it conmes to ternminal types, and the problemis that there
is simply no guarantee that the several systems in question could
even "do the right thing" if they were front-ended by sinmulating a
known device -- unless, of course, the sinulation of the device in
the mini were so painstaking that all we’d get would be an expensive
way of adding an RJE station, period.
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Less abstract considerations also apply. For one thing, a mni-

conputer -- even with "third-generation" software -- is not as free
and conveni ent an environnent to programin as a full-scal e Host
therefore, inplenenting the several simulations will not be trivia

pi eces of software engineering. Further, if the sinmulation software
is prepared by front-end experts, they will encounter repeated
start-up transients in | earning enough about the expectations of the
several Host in order to performtheir tasks. For that nmatter, it is
clear that if personnel fromthe several Host are barred from active
participation in attaching to the network there will be natural (and
under st andabl e) grounds for resentnent of the "intrusion" the network
wi |l appear to be; systens programmers al so have territoria

enotions, it may safely be assuned.

On a still nore practical level, it should be noted that the
potential need to sinmulate nore than one known device -- and even the
potential conplexity of any single device sinulation -- may well | ead

to a requirenent for a larger PDP-11 configuration than woul d

ot herwi se be reasonable. And although there are other reasons for
argui ng that each front-end processor ought to be as big a
configuration as possible, we nust acknow edge that dollars do
matter. Al so on the topic of numbers, it should be further noted
that the line speed avail able for known-device simulations can be
quite low. The 200UT, for exanple, is on a 4800 baud |ine, which is
rather a mismatch with a 50,000 baud conmuni cation subnet. (O
course, there's always the 40,800 baud line into the 6600 -- but it
is’nt expected to have interactive devices on it, so the extant

software won’t send the data to the "right place"....) And no
experi enced ARPANET protocol designer would be willing to overl ook
the possibility that there will probably have to be a flow contro

di sci pline between the Host and the front-end processor anyway, SO
the no change to Host software goal becones rather dubi ous of
fulfillment.

After all that, it is perhaps gratuitously cruel to point out stil
another level of difficulty, but we feel quite strongly that it
shoul d be addressed. For, it nust be admtted, the question nust be
asked as to who will do the front-end inplenentations. This sort of
thing is scarcely within the purview of CAC of SCRL. But, as will be
urged in Appendix 2, it is of the outnpst inportance that whoever
performs the task already have ARPANET expertise, for we know of no
case where "outsiders" have successfully cone aboard without having
becorme "insiders" in the process, which is neither an easy nor cost
ef fective way to proceed.
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In light of the above, it is at |east reasonable to consider an
alternative to the rigid front-end approach, for regardl ess of the
wei ght the reader may attach to any particular cited di sadvantage, in
total they at |east suggest that the known-device sinulation tactic
is not a panacea.

THE FLEXI BLE FRONT- END ALTERNATI VE

Qur alternative approach is based on a principle which actually has
been around since at least a nonth before the ARPANET began runni ng
User and Server Telnets on a regular basis. The principle is that it
woul d be nice to off-load as nuch as possible of the NCP fromthe
Host, because Hosts are supposed to have better things to do with
their cpu cycles than field control messages from other Hosts --
especi al ly when 90% of the control nessages are nerely ALL(ocate)
conmands. This insight led to the notion that all a Host "really"
has to do is associate sockets with processes (and, of course, pass
dat a al ong socket connections). And the flexible front-end approach
is no nore than an updating of these 1971 ideas to the foll ow ng:
Drop the hard and fast goal that there will be NO changes to Host
software in favor of the nore realistic goal of making M N MAL
changes to the Host attach the front-end processor to any conveni ent
hi gh-speed "channel™ ( / "port" / "multiplexer” / "line" / "cable");
et the fro nt-end processor handl e the NCP; define an extrenely
conpact protocol for the Host and front-end to follow (the HFP); and
| et the Host H FP nodule distribute the data appropriately within its
operating system because the HFP will make it clear where the data
should go and if you have to ramthe data into the tel etype buffers,
it’s still cleaner than trying to do interprocess conmunication over
a card reader. (The HHFP is detailed in less bald terns in Appendi x
1). Now that might sound rather unconprom sing -- and al nobst surely
sounds rather cryptic -- but between the advantages it engenders and
the nore conprehensive description which follows, we feel that it
does represent a superior basis for solving the overriding probl em of
how best to attach "new' Hosts to an ARP-1ike net.

ADVANTAGES OF THE FLEXI BLE FRONT- END ALTERNATI VE

The primary advantage of the flexible front-end alternative is
precisely its flexibility: A though m nimal inplenentations may be
envi si oned on given Hosts, the nobst minimal of the inplenmentations is
still as powerful as the rigid front-end approach; and as the need
for nore functions is perceived, they may be coded for quite easily
with our approach. This is so because prograns in the Host can "get
their hands on" data fromthe net (and send data to the net) in a
natural fashion -- it is not the case that only those things done on
a given systemwith the data from say, a card reader, can
conveniently be done here. Thus, in contrast to the rigid front-end
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approach, the flexible front-end approach "is networking". |ndeed,
it should be noted that a najor "real" ARPANET server site has
expressed an interest in inplenenting the HFP based on sone five

m nutes’ worth of the bl ackboard explanation with two of the authors.

Anot her advantage of our new approach is that it involves personne
at the various new sites in the process of com ng aboard the network.
Not only does this involvenent have nerit psychologically (if known-
devi ce sinulation were enpl oyed, the network could represent an alien
intrusion forced upon them to site systens types), but it is also
technically preferable to have per-site codi ng done by "experts",

whi ch woul d not be the case if the per-site tailoring were done
exclusively in the mini. Recall the PDP-15 to PDP-10 attenpt

di scussed earlier. That case may fairly be viewed as one of the
front-ending’ s having been perforned in ignorance of the conventions
of both the Host’'s operating system and of the ARPANET? Not only
shoul d that sort of thing be avoided by the expedi ent of involving
experts on the target operating systenms in the process of attaching
to the network but there are practical considerations as well: we
estimate that adding a mniml Host-Front End Protocol routine in a
gi ven operating systemwould require no | onger than the sane few man
nont hs to devel op than woul d the adding of a new known-devi ce

simul ati on package to the mni. So that we foresee scheduling
advantages in addition to the nore abstract ones already asserted.
Further, it ought to be a nore friendly environnent to programin on
the Host than in the mini. (This is not to say the ELF does not
appear to be good environnent to programin; rather, it is to nake
the "obvious" claimthat if the big systenms did not furnish
conveni ent progranm ng environnents we woul dn’t have them)

As touched on earlier, another point which bears further exam nation

is the area of flow control. The known-device simulation approach
appears to assune that this too will be handled by the nmini, and that
the simulation will be aware of whatever flow control discipline the

host and the physical device being simulated follow. However, when
the one device "everybody knows" will be sinulated (CDC 200UT)
operates on a 4800 bit-per-second |line, and the | MP subnetwork
operates on a 50,000 bps lines, sonme attention must be paid to the

m smatch -- especially in view of the fact that only one process in
the Host is typically associated with a known device, but the network
actually transmts data on behalf of many processes. Qur approach

on the other hand, allows for a very direct, sinple flow contro

di scipline to be inposed, w thout getting involved in per-Host

i di osyncrasies. (The option to go nore elaborate -- potentially nore
efficient -- flow control disciplines is also provided.) Thus, we
can sinmply pick the beat |ine speed avail able on a particul ar Host,
and attach to it.
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Noti ce one other |evel of practical advantages: The mn's H FP nodul e
can be furnished along with its operating systemby the same network
"insiders" who are furnishing the operating systemitself. Thus, a
critical task need not be subjected to the perils of subcontracting.

I ndeed, this approach lends itself far nore readily to subcontracting
than other, if subcontracting nust be done for the per-cost software
for with the PDP-11 being al nost al ways the sane, network "insiders"
can be used in conjunction with site personnel to build Host H FP
nodul es either through comercial consulting contracts or even from
wi thin the ARPANET community. (The latter possibilities exists
because anot her fact about system programmers is that -- although
they resent "invasions" -- they tend to enjoy getting inside new and
different systens, if only to feel superior to themin contrast with
their own.)

The strengths of the flexible front-end approach, then, tend to arise
in exactly those areas of weakness of the rigid front-end approach
Per haps nost inportant of all, though, is the fact that it "nakes
sense" to al nost every single experienced nmenber of the ARPANET
conmunity with whomit has been discussed. So, we mght reason, if
the ARPANET is desirable, it is desirable because efforts of those
who made it work and if they have gained insights into networking in
general in the process, their opinions deserve particular attention

RECOVIVENDATI ONS

The protocol specified in Appendix 1 is felt to be around 90%
conplete. W are aware that we have not specified all the codes that

wi Il be needed to describe conditions of which the Host and Front-End
nust apprise each other, for exanple. But we think that, in genera
the protocol "Wks". W stand willing to discuss it with cognizant

deci sion nmakers in the various interested organizations, and, for
that matter, to continue to debate it with our technical peers. At
this stage, however, the dom nant nakers avert the apparent stanpede
to the rigid front-end approach and evaluate the flexible front-end
alternative in light of the preceding argunents and the follow ng
protocol specification

APPENDI X 1. THE HOST- FRONT END PROTOCOL
ASSUMPTI ONS

The physical connection of the front end (FE) to the Host is assuned
to be nmade over the "best" port (or channel, line, etc.) available on
the Host, where "best" covers both Iine speed and quality of software
avail abl e to physically manage the line. The choice should be made
by site personnel. Hardware interfacing capability is assumed to be
straightforward; it is, at least, no nore conplex for the HFP than
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for known-device sinmulation. The connection is assuned to be
sufficiently closely coupled that a sinple, explicit acknow edgnent
H FP command will offer satisfactory flow control. That is,

di stances are assumed to be short and bit rates high; thus, the sane
assunptions are nmade here as are nade in the case of Local | MP-Host
interfaces: that error checking and flow control are not first-order
pr obl ens.

On the software level, buffering is assumed to be adequate in the
Host to accept at least a full (8096 bit) | M-I M nmessage-- although
the FE could probably get around this constraint if it absolutely had
to. Gvenonly a mnimal HFP nodule in the Host, the FE will all ow
the sane | evel of Telnet and RJE functioning as would the known-
device sinulation, as follows: The FE will always shield the Host
fromthe NCP commands and the sinplex sockets they deal with, dealing
instead with a repertoire of but five HFP commands and conversi ng
over duplex data streans with the appropriate nanagement of Network
sockets left to the FE. (The conmmands are descri bed bel ow, we
continue with the discussion of assunptions here, but sone readers
may prefer to study the conmands before continuing with the bal ance
of this section.) For Tel net, although subsequent anal ysis nay |ead
to a nore sophisticated treatnent, the present assunption is that the
FE will normally refuse all "negotiated options” and strip all Tel net
control codes fromthe data it passes to the Host (unless the Host
orders it to pass an unaltered Telnet strean); on a pre-installation
basis, the FE will also map from Telnet ASCII to the Host’'s desired
character set. Telnet "interrupt process" controls are handl ed by an
H FP command, di scussed bel ow.

For RJE, because the ARPANET RJE Protocol is only known to have been
i npl enented on one Host in the ARPANET and is generally considered to
be too cumbersone, the standard socket for RIE will be reserved for
future use, and a special designator will indicate to the Host that

i nput on the given connection is to be treated as data in the fornat
and job control |anguage of its own "batch" system Again, character
set mapping will be available on a per-installation basis.

For file transfer, however, a further assunption nust be nade about
Host software. This is because the FE cannot be expected to
mani pul ate the Host’s file system therefore, if the host whishes to
participate in file transfer activities its H FP nodul e nust be able
to access the Host’s file systemfor both sending and receiving
files. Again, the FE will be able to shield the Host fromthe
details of the underlying protocols to a |arge extent; but the Host
must be able to handle FTP "stor" and "retr" conmands, which will be
passed over the (single) connection opened between the FE and the
Host for file transfer. (FTP "user" and "pass" commands m ght al so
be desirable. As with Telnet, the FE will manage the Various Network
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sockets involved so as to allow the Host to operate on only the HFP
connection, and will again optionally perform character set mapping.
Note that Hosts may refuse to open FTP connections until and unl ess

they choose to, with no inpact on the FE

The Host’s HFP nodule, in short, will interpret the commands of the
protocol, distribute Telnet data to and fromthe appropriate points
within its operating systemwhere ternminal I/Ois expected
distribute RIE data |ike manner, and when it is able to do so handl e
FTP as sketched above and anplified on below. It will, also on a
when- desired basis, support calls fromits systenis user processes
for unspecified purposes |I/0O on ARPANET sockets to allow for such
functions as tel econferencing and other process exploitations of the
Net. Qur overriding assunption is that the initial HFP nodule for a
gi ven Host (which does not require FTP or unspecified socket
capability) will not be appreciably harder to inplenent than a
known-device sinmulation; that it will offer extensibility to nore

i nteresting uses of the network than the alternative has been
sketched here and will be returned to after the H FP commands are
descri bed.

FORMAT OF THE COMVANDS

Al'l conmmuni cati on between FE and Host is perforned in terms of HFP
commands. The fields of the several commands are one or nore
"bytes", where a byte is per-installation paraneter of 8, 9, 12, 16,
18, 32, 36, 48, 60 or 64 bits width, according to the coding

conveni ence of the given Host’'s H FP nodul e inpl enenters? (6 bit
bytes are not supported because they do not offer enough roomto
express all the values anticipated for certain code fields nachines
with 6 bit internal byte structure can specify 12 bit H FP bytes and
still be able to use their natural byte oriented instructions.)

Val ues for fields will be right-justified within their (potentially
several) byte widths. Note that the list of byte sizes is 1) not
meant to be exhaustive, and 2) probably unnecessarily extensive -- as
8,9, and 12 are probably the only "reasonabl e" sizes in actua
practice (but if a particular machine is better suited for handling
whol e words rather than fractions thereof, the FE can certainly make
life nore convenient for it.)

Al t hough the commands are given nanes for documentation purposes, the
value transnitted in the first byte of each command will be the
bi nary representation of the nunber shown before its nane in the next
section. (i,e., the command field is one byte w de.)

COVIVANDS

(Note that all commands may be sent by either the FE or the Host.)
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1. BEG N | NDEX HOST SOCKET TRANSLATI ON- TYPE CONNECTI ON- TYPE

The begi n conmand establishes a "connection" between the Host and the
FE. Regardless of internal representation, the duplex data stream
the connection represents will be referred to by the val ue specified
in the next (INDEX) field that is, for exanple, the FE will send

i nput fromand receive output for a given Tel net connection "on" a

gi ven | NDEX, even though it is actually managing two "sockets" for
the purpose in its dealings with the Network.

a) INDEX is a two-byte field. Both the Host and the FE may choose
arbitrary values for it when opening connection with a BEG N command
(HFP inplenmentations will probably sinply increnment |NDEX by 1
whenever they need a new connection); however, the value of 0 is
reserved to apply to the "gl obal" connection between the Host and the
FE -- thus, when either machine "come up" the first thing it does is
send a BEG N for |INDEX=0. (The END and ACKNOALEDGE commands al so
follow this convention; for that matter, there is no reason why the
MESSAGE conmmand coul d not al so, should it be desired to extend the
FE's functions in the future. At present, however, this is nerely a
potential extension.) Note that all other fields should be set to O
for INDEX O BEG NS.

b) HOST is a two-byte field. It specifies the Host nunber associated
with the socket in the next field. On FEto Host BEANS this is
purely informational. However, on Host to FE BEGA NS it is necessary
to enable the FE to identify the foreign Host with which to

comuni cate at the NCP |evel.

c) SOCKET is a four-byte field. |If SOCKET=1, a Tel net connection is
to be established. |[|f SOCKET=3, an FTP connection is to be
established. [If SOCKET=5, an ARPANET RJE Protocol connection is to
be established (no known current utility). |f SOCKET=77, a Host-
specific connection is to be established for RIEfbatch. Al other
val ues are for connections for unspecified purposes, to be opened at
the NCP | evel according to the CONNECTI ON-TYPE field. Note that
sockets 1, 3, 5 and 77 are "known about" and speci al -cased by the FE.

d) TRANSLATION-TYPE is a one-byte field. FromFE Host, it is
informational. FromHost to FE, it specifies character set nmapping
if desired, or characterizes the data to be transmtted over the
connection. O request / specifies ASCIlI data 1; binary data (note
that this value will not be sent from FE to Host under current
assunptions, and that word size is to be a per-installation
paraneter); 2, mapping of ASCI|I to/fromlocal character set. O her
types will be defined if needs are identified.
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e) CONNECTION-TYPE is a one-byte field. For FE to Host BEANS it is
informational. For Host to FE BEGNS it instructs the FE as to which
ki nd of NCP connection discipline to follow. 1 requests a dupl ex
connection (i.e., that the Initial Connection Protocol of the ARPANET
be enpl oyed) 2, a sinplex connection (i.e., that the appropriate
ARPANET "request for connection" Host-Host Protocol conmmmand be

enpl oyed for the gender of the socket at hand). Note that this
extended use of the HFP will be of interest when (and if) User-I|eve
progranms on the Host begin to use the Network. (The FE will open 8-
bit connections at the Network | evel unless otherw se directed.)

2. ACKNOLEDGE | NDEX CCDE

The ACKNOWALDECE command is nulti-purpose. It must be sent in
response to all commands fromthe ot her nachine (other than
ACKNONLEDGES, of course), and is primarily used to indicate the
success or failure of the command just received on INDEX. Note that
this inplies that each MESSAGE on a given | NDEX nust be ACKNOW.EDGEd
before the next can be sent.

a) INDEX is as above.

b) CODE is a two-byte field. CODE=0 indicates success / acceptance
of the command nost recently received for | NDEX. CODE=1 indicates
failure /rejection of the nost recent command. (E.g., if a MESSAGE
buffering was unavail able so the other machine nmust retransmt; if a
BEA N, the indicated protocol / socket cannot be serviced.) CODE=3

i ndicates an invalid or inactive |INDEX has been used. CODE=4

i ndicates (HOST to FE) that no mapping is to be performed on the
connection just opened. Qher values (for such neanings as "foreign
Host down", "undefined type requested" and the like) will be assigned
as identified.

3. MESSAGE | NDEX COUNT PAD TEXT
The MESSAGE command is enployed for the transm ssion of data.
a) INDEX is as above.

b) COUNT is a two-byte field which specifies the nunber of bits of
data in the TEXT field.

c) PADis a 1-to-n-byte field. |Its width is a per-installation
paranmeter used to enable the TEXT field to start on a word boundary
if the local HFP inplenenters so desire. (This is not only a

ki ndness, but it’'s also a placeholder if we decide to go to a flow
control mechani sminvol ving sequence numnbers.)
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d) TEXT is a field wherein byte structure is coincidental. It
consists of COUNT bits of data to be sent to the process inmplicitly
associated with | NDEX by a BEG N command (whi ch has not been ENDed.)

4. | NTERRUPT | NDEX

The | NTERRUPT conmmand, when sent fromthe FE to the Host, indicates
that an FCP interrupt conmand (INS or INR) has been received for the
process associated with I NDEX; the Host should interrupt the

associ ated process and whatever fashion is "normal"” to it. (The npst
conmon use of the NCP is in Telnet, where it is defined as being the
functional equival ent of having struck a terminal’s ATTN, |INT, of
BREAK key, or input a "control-c" on certain character-at-a-tine
systens; essentially, it requests a "quit button" push. Note that
the FE will take care of the associated Tel net control code in the

i nput stream) \Wen sent fromthe Host to the FE (in process to
process applications), it will indicate that an appropriate NCP
interrupt be sent, according to the gender of the socket associated
wi t h | NDEX.

5. END | NDEX CODE

The END conmmand is used to terminate a connection. It may be sent
ei t her because one systemor the other is about to go down, or
because the FE have received an NCP "CLS" command or because the
destinati on systemor |MP has gone down, or at the behest of a Host
user process.

a) INDEX is as above. Note that if INDEX=0 the END refer to the

"gl obal " connection between the Host and the FE in such case, the

hi gh-order bit of CODE will be set to 1 and the | oworder bits wll
specify the nunber of the minutes to shutdown if this information is
avai |l abl e. (Furni shed because the associated | MP often inforns the
FE of such a condition.)

b) CODE is a two-byte field. CODE=1 indicates the general "cl ose"
case (either received or ordered) 2, foreign systenms has gone down;
3, foreign | MP has gone down; 4, local | M has gone down. C her
values will be assigned as identified.

EXTENSI BI LI TY

Sinplicity and conpactness being najor goals of the protocol, the
smal | repertoire of conmands just presented represent "all there is".
Recall that we are specifically omtting from consideration such

i ssues as error and flow control, which could turn the HFP into

anot her Host-Host Protocol. (should error and flow control prove
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desirable in practice, we have, of course, thought of sone suitable
nmechani smwi thin the HFP framework; but they are not considered
germane in the present context.) The primary intention here is to
specify a protocol, which lends itself to minimal initia

i npl enentations in the Hosts, on the sane tine scale as woul d have
ot herwi se been required for known-device sinmulations -- but which
offers great flexibility in the use of the network than woul d be
achi eved t hrough known-devi ce sinmulation

The astute reader will have noticed that nmost of the commands have
been specified with an eye toward the future. Because the same
protocol, which allows the Host and the FE to communi cate can easily
al | ow user processes on the Host to use the Network, we have tried to
encourage this desirable end by furnishing all the necessary hoods
and handholds for it in the FEs H FP nodul e through the broad
definitions of the commnds. A Hosts’s H FP nodul e can furnish a
trivial interface for user prograns in terns of a very few entry
points (open, read, wite, and cl ose appear to be the mninml set)
and allow the user program considerable flexibility in its use of the
net. For exanple, a "User" FTP program could be straightforwardly
created even for a Host, which did not choose to field the BEGA Ns on
socket 3 (necessary for "Server" FTP capability), and files could
still be "pulled" to the Host even if they could not be "pushed" to
it. (the FEwll be required to recognize and special -case BEA Ns on
socket 3, but that’'s a small price to pay). So, if the specification
of the h-FP command repertoire seens sonmewhat nore conplex than it
need be, renmenmber that not all of it has to coped with on any given

Host -- and that any give host ca take advantage of nore functions as
it desires. (Athough it’s not really within the present scope, we
stand willing to invent per-Host HFP to user programinterfaces on
request.)

FTP

To anplify a bit on the problemof file transfer, it nust be observed
that in general only a file systemcan nmanage its files. This
borders on tautology and is difficult to deny. Therefore, although
the FE can shield the Host froma great deal of the mechanism
included in the FTP for functions not directly germane to the
transferring of files, Host’s operating systemand place or extract a
given file, even though it "has" the file s nane available to it.
There is no in-principle reason why the HFP nodul e on the Host can't
i nvoke an appropriate routine when it receives a BEG N on socket 3,
though. (The FE will handle all the type and node negoti ations, pass
the "stor" or "retr" line along, and be ready to transnit or receive
on the appropriate socket but "sonebody" in the Host has to receive
or transmt the MESSAGE to or fromthe right place.) But if that
seens hard to do on any particular Host, its H FP nodule can nerely
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negatively ACKNOALEDGE any BEG Ns for socket 3. The real point to be
noted is that the HFP still allows in principle for User FTP, as
expl ai ned above, even so -- and that the sinulation of known device
of fers neither (User nor Server FTP) function.

(Files could, of course, be transferred into the FE, then sonehow
gotten into the Host "later" -- perhaps by faxing up a batch job --
but that route requires either an awful lot of buffering in the nini
or a very sophisticated file systemthere, or both. It also requires
an awful lot of per-Host information in each FE -- or perhaps hunan
intervention. W’re not saying it can’t be done... eventually. But
it’s not going to be clean, or quick, or easy, or cheap.)

SUMVATI ON

Several inportant themes have unavoi dably been dealt with piecenea
inthe foreign attenpt to specify the HFP in the abstract. To

gat her the threads together, it mght be useful to consider the
various ways in which the protocol can be enployed, in the context of
their ARPANET counterparts. A. "SERVER' FUNCTIONS: There are, in
essence, three levels on which a Host can use the HFP to fulfill
ARPANET "Server" functions. 1) For Hosts which choose to take FULL
advantage of the flexibility of the HFP, all "fourth |evel" (user
process to user process) protocols can be managed by the Host. The
FE wi || perform NCP (Host-Host protocol) and | MP-Host protocol
functions (the associated IMP will, of course, perform | M-I M
protocol functions), thus shielding the Host fromthe necessity of

i mpl enenting a full-blown NCP with the attendant conplexity of being
aware of the 11 to 14 "states" of a socket, flow control

retransm ssion, and the like (as well as shielding it fromthe | MP-
Host protocol, with the attendant conplexity of mapping "links"
to/from"sockets", dealing with nessage types form ng and parsing

"l eaders", and the like). This node of use is effected by giving the
"no mappi ng" code when the Host acknow edge a BEA N on socket 1 and 3
(and by sinply accepting BEG Ns on all other sockets). 2) For Hosts
whi ch choose to take PARTI AL advantage of the flexibility of the H
FP, many aspects of the fourth |evel protocols (in particular Tel net
and FTP) can be managed by the FE on the Host's behal f, by virtue of
maki ng assunpti ons about which Tel net and/or FTP "conmands" are to be
permtted and only referring search natter as the association of data
whi ch processes and/or file names to the Host. (Note that the CCODE
field of the ACKNOALEDGE conmmand furni shes the nmechani sm for
conveyi ng such error information as "file not found" fromthe Host to
the FE, which in turn will send out appropriate FTP error nessages.)
This node of use is effected by sinply accepting (with code 0) BEGQ Ns
on sockets 1 and/or 3 (and doing as one chooses for all other
sockets); that is, fourth level shielding is anticipated to be
commonpl ace, and is the FE' s default case. 3) For Hosts which choose
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to take NO advantage of the flexibility of the HFP, the "private"
RJE/ bat ch connection type will still provide for the desirable
functions of |load sharing and transferring files even though ot her
fourth level protocols were to be rejected by a given Host (by
refusing BEG Ns on all sockets other than 77). Even in this nost
restricted case, the ability to upgrade to either of the broader base
is additively inplicit in the HFP, with no changes required to the
FE's own HFP nodul e -- whereas it would entail considerable
alteration of the Host’s operating systemhad the first step been a
known-device sinmulation. B. "USER' FUNCTIONS: 1) On the "User" side
a Host could again elect to handle such fourth | evel protocols as

Tel net and FTP itself. However, particularly in the Tel net case,
there is no real need for this, as a User Telnet "cones with" the FE
and it is unnecessary to burden the Host with such use unless so many
of its local terminals are hardwired that it would be expensive to
access the FE directly. (Note that for a User FTP, the Host’'s H FP
nodul e woul d, as di scussed above, in all likelihood require a user
programcal |l able interface.) 2) On a |l ess anbitious |evel, the FE
could be induced to performthe sane shielding as it offers the
Server FTP (cf. case A2, above), given an "FTP mappi ng" TRANSLATI O\
TYPE on the BEG N command or the previously suggested special casting
by the FE on socket 3. 3) Finally, "User" functions could be
conpletely finessed, as per case A3.C. PROCESS TO PROCESS FUNCTI ONS
Irrespective of the positions taken in A and B, given only a user
programcal |l able interface to the Host’'s H FP nodule, all other
fourth level protocols which m ght evolve -- or, sinply, general use
of sockets as interprocess communication ports -- can be achi eved
directly. Again, this would fundamentally be an "add-on" to the
system not an alteration of existing software.

APPENDI X 2 - SOVE NOTES ON | MPLEMENTERS
| NTRODUCTORY DI SCLAI MER

Thi s appendi x represents strictly the personal views of one of the
authors; | (nowthat | can admt to being M ke Padlipsky) have not
even permtted the other authors to agree with the vi ews expressed
here, nuch | ess disagree with them for they are insights which |’'ve
gai ned the hard way during nearly four years of involvenent with the
ARPANET and | feel they need saying -- regardless of the polite
fiction of refraining fromfinger pointing. Please note at the
outset, however, that | am notivated not by a sense of vindictiveness
-- nor even of righteous indignation -- but rather by a desire to
present sone history in the hope that the reader will not be
condemrmed to repeat it. Note also that even though it makes the
prose nmore convoluted than it mght otherw se have been, the
convention will be observed of "nam ng no names”. | amnot, |
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repeat, out to get these guys; nerely to get away fromthem and their
like in the future. (The reader can stop here with no loss to the
mai n argument of the paper.)

SEVERAL HORROR STORI ES FROM THE WONDERFUL WORLD OF NETWORKI NG

Consider first the tale already told of the PDP 15/PDP 10 front
ending effort. Having been involved in the witing of both the "ol d"
(1971) and the "new' (1973) Telnet Protocols, | feel a certain sense
of shame by the association that they were not so compellingly clear
that the power of the Network Virtual Terminal / comon internediate
representati on approach could not have been m ssed, ever by system
progranmers operating in pretty much of a vacuumwi th respect to
contact with know edgeabl e ARPANET workers. Having said that -- and
meant it -- | still feel we did a good enough job for average-plus
systemtypes to cope with. (The fact that numerous Hosts are on the
Net is evidence of this.) Unfortunately, however, average-m nus
systemtypes do exist and rmust al so be contended with. Therefore, if
we do not make a concerted effort to "idiot proof" our protocols, we
may anticipate further repetitions of the sad state the site under

di scussion found itself in before it happened upon them (And, it
must regretfully be observed, support of the "real" ARPANET has
deteriorated to the point that the massive effort required to over-
expl ai n oursel ves probably could not be |launched in the prevailing
climate. Mrre on this point later.)

Case in point nunber two is potentially far graver than a nere

"phi |l osophi cal " nmuddl e over bringing one site aboard. It involves an
attenpt by one of the Armed Services to network a | arge nunber of
| arge nmachines using the ARPANET as a nodel. The inplenmentation of

the software house with no known ARPANET expertise. The
conmuni cati ons subnet and the hardware interfacing to the Hosts was
subcontracted to a wel | -known hardware manufacturer with no known
ARPANET expertise. (As an aside, but because it's so startling
can’t forbear, the "systemarchitect"” for the target network is stil
anot her wel | -known hardware nanucfacturer (!), with, of course, no
known ARPANET expertise.) To nake a |ong, continuing story short, it
is currently the case that the "real" ARPANET system whose hardware
corresponds nost closely to the machines being netted here (even
though it is benchmarked at a rather lower "mps" (mllion
instructions per second) rate than the target net’s machi nes) can
transfer files at rates in excess of 28,000 bits per second
(followi ng the rather cunbersone full ARPANET FTP) froma snal |
configuration devel openent machine to a lightly | oaded (but stil
running i n excess of 20 users) service nachi ne one Network "hop"
away, while the new system achi eves rates which | am apparently not
permtted to quantify but are very considerably | ower even though
only one process is being run on each nmachine -- also one "hop" away
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-- and the protocol for file transfer is nowhere near so general as
in the ARPANET. G ven a year or two, the situation can presunmably be

rectified, but at present it is fair -- if sonmewhat fanciful -- to
say that if the Japanese were capable of only like |evel of
technol ogy transfer they' d still be trying to make up their bal ance

of trade with those cute little parasols on matchsticks.

Yet what has gone amiss here in Horror Story 2? | submit that the
choi ce of subcontractors was based upon a mi sapprehension of the

| evel of technol ogical sophistication associated with the ARPANET,
and that what was (is?) needed is a subcontract to a know edgeabl e
ARPANET source (and | don't mean to the usual, profit-marking place
-- though | guess | trust themfor the subnet), rather than to
"outsiders". (I don't even nean to any particular place on the Net;
maybe what’'s needed is to forma meta-place out of the whole Net.
More on this, too, later.) The real point is that the nodel was
essentially ignored by the putative nodel-followers, and --
denonstrably -- it shouldn’t have been

Case three should go a long way toward dispelling any inpressions
that m ght be building in the reader’s nind that |I'm sonme sort of
hardcore ARPANET chauvinist. For even "insiders" have bl own some.
This is actually a dual case, for it involves two unsuccessfu
attenpts to furnish term nal support mni-Hosts for the Net. 1In one
case, the choice of nachine was faulty; even with additional core
nmenory field retrofitted, buffers cannot be furnished to support
reasonabl e data rates w thout inposing considerable unnecessary Host
overhead in the processing of too frequent Host-Host Allocation
conmmands. Nor is there enough roomto furnish nore than a

rudi mentary conmmand | anguage in the mni. Now these were

know edgeabl e, reasonably wel|l nanaged "insiders" -- but they were
contractually not in a position to heed the technical intuitions of
several of thenselves and the technical intuitions of many of their
col | eagues t hroughout the Network Working Goup that they’'d been

pai nted into a corner

In the second sub-case, the hardware and contractual obligations
appear to have been right, but ill-considered choice of

i mpl enent ati on | anguage and i nadequat e nanagenment have prevented the
project’s full conpletion to this tine (some two years after its
inception). Again, there was forewarnings fromthe NG in that we
had tried to alert themquite early about the | anguage issue. (On
the nmanagenent level, we could only synpathize -- and in sonme cases
enpathize -- but it is at least a tentacle position to take that the
ARPANET as a whol e happened despite, not because of, nanagenment.) (I
guess | am an ace system programrer chauvinist.)

The final case to be cited here involves another nmlitary effort.
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This one |I'mnot even sure |'m supposed to know about, nuch less talk
about. But | can say that it involves a subcontractor’s attenpt to
attach several special purpose machines to a maj or ARPANET server by
means of an internally invented set of nmachines and protocols. M

i nformati on suggests that when asked why they failed to follow the
apparently obvi ous course of using ARPANET technol ogy (facilities for
whi ch do, of course, already exist on the target server), the
subcontractors essentially replied that they hadn't felt like it.
They al so made their approach work yet, and it’'s been sonething |ike
a couple of years they’ ve been trying.

Then three’'s the fad to simulate RJE terminals... but to use that as
Horror Story 5 would be begging the question -- for now.
SOVE MORALS

Rat her than search out any nore dirty linen, let’s pause and | ook for
the lessons to be learned. |In the first place, it borders on the
obvi ous that for any technical project the "right" technicians nust
be found and enpowered to performit. Despite the generation of
over-sell on the "power of conputers", they still absolutely require
intelligent, conpetent programming -- which in turn requires
intelligent, conpetent programrers. And, at the risk of gilding the
ragweed, not all self-professed programers are intelligent and/or
conpet ent .

In the second, and nore interesting, place, all unknow ng the ARPANET
has attracted or engendered an "in-group" of extremely good system
types -- who have | earned through sonme sort of natural selection
process to work well together despite the i mense handi cap of the

het erogeneity of our various "none" systens’ assunptions. W not
only have devel oped a comon tongue, but sone of us even |ike each
other. (It should be noted that Appendix 1 was specified on a
Wednesday afternoon and a little bit of a Thursday morning. Jon and
Jimand | had been there before.) It seenms quite clear to ne that
the organi zations for whomthis report is intended should avai
thensel ves of the expertise which exists in the NWG we’ve got a
reasonabl e track record, after all, especially in conparison to

ot hers who have attenpting networking. Many of us also feel quite
strongly that we didn't get a chance to finish the job on the
ARPANET, and would like to be given the chance to "do it right" --
especially in view of the errors which have been commtted in our
nane. (This is particularly inportant because the old gang is

begi nning to scatter. For nyself, | expect this will be ny |ast RFC
Well, at least |'ve tried to nake the nmost of it.) The ARPANET is no
nore a finished product than ANTS or ELF -- but all of them could and
shoul d be.
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In the final place now, a rather trite noral nust be drawn: Technica
conpetence is extrenely difficult to assess a priori. (I'm

i nordinately fond of saying "Don’'t ask ne what |I’mgoing to say, |
haven't said it yet" nyself.) But "track records" ARE inportant, and

conpet ence CAN be denobnstrated -- to a suitable jury of technica
peers. Therefore, beware of plausible sounding subcontractors who
tell you "It's easy". In our field, and particularly in getting al

t hose strange machi nes which were devel oped by people who by and
large didn't talk to each other to "tal k" to each other, it’s NOT

easy. I'mwlling to claimthat it will be easier letting sone NG
types do it with the HFP approach, but it mght never be really easy
-- where "never" neans for the next 10 years or so, until "real"
net wor ki ng cones off the shelf with the operating system (which
itself scarcely cones off the shelf today) -- but don't get ne

started on The Manufacturers.
BEYOND THE PAI N PRI NCI PLE

So it’s not easy. |It’'s also not inpossible. Indeed, the tine
appears to be ripe right now avoi di ng generating a whol e new
generation of horror stories, by sensitizing decision nakers to
technical realities and "doing things right" this time around.
Havi ng seized this occasion to say some things to that end which |
think are inportant, | must in good conscience stand ready to defend
the assertions |’ve made of error in sone canps and of correctness in
what | might loosely call "our" canp. | do so stand, with a right
good will. If any reader desires nore corroborative detail -- or
nerely to see if | rant like this in contexts other than RFCs (or
even to have a go at my explanation of the comon internediate
representation principle), well, I'"'mstill in the ARPANET Directory
-- even though the phone nunber’'s different (try 703-790-6375). The
mai | box remai ns accurate (even though there is no "ARPANET nai
protocol" it’s marvel ous how stopgaps endure).

[ This RFC was put into nachi ne readable formfor entry]
[into the online RFC by Hel ene Mrin, Viagenie, 12/1999]
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