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Abst ract

This docunent |ists a set of functional requirenments that served as
input to the design of Label Distribution Protocol (LDP) extensions
for setting up point-to-nultipoint (P2MP) Label Swi tched Paths (LSP),
in order to deliver point-to-multipoint applications over a

Mul tiprotocol Label Switching (MPLS) infrastructure.

This work was overtaken by the protocol solution devel oped by the
MPLS wor ki ng group, but that solution did not closely follow the
requi renments docurmented here. This docunment is published as a
historic record of the ideas and requirenments that shaped the
prot ocol worKk.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
published for the historical record

Thi s docunent defines a Historic Docunent for the Internet conmunity.
Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6348.
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| ntroducti on

This docunent lists a set of functional requirements that served as
input to the design of Label Distribution Protocol (LDP) extensions
for setting up point-to-nultipoint (P2MP) Label Switched Paths (LSP)
[MLDP], in order to deliver point-to-multipoint applications over a
Mul ti protocol Label Switching (MPLS) infrastructure.

This work was overtaken by the protocol solution devel oped by the
MPLS wor ki ng group and documented in [M.DP]. That solution did not
closely follow the requirements docunented here, and it was

recogni zed that this docurment had served its purpose in driving

di scussi ons of how the solution should be designed. At this point,
no further action is planned to update this docunent in line with the
protocol solution, and this docunment is published sinply as a
historic record of the ideas and requirements that shaped the

pr ot ocol worKk.

The docunent is structured as follows:

0 Section 2 is an overview of the requirenents.

o Section 3 illustrates an application scenario.

0 Section 4 addresses detailed requirements for P2MP LSPs.

0o Section 5 discusses requirenents for shared trees and nul ti point-
to-nmul tipoint (MP2MP) LSPs.

0 Section 6 presents criteria against which a solution can be
eval uat ed

1. Requirenents Language

This docunent is a historic requirenents docunent. To clarify
statenent of requirements, key words are used as follows. The key
words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOI", "SHOULD',
"SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this docunent
are to be interpreted as described in [RFC2119].

2. Definitions

2.1. Acronyns

P2P:  Poi nt -t o- Poi nt

MP2P:  Mul ti poi nt -t o- Poi nt
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P2MP:  Point-to-Miltipoint
MP2MP: Ml ti poi nt-to-Miltipoint
LSP: Label Sw tched Path
LSR: Label Switching Router
PE: Provi der Edge
P: Provider
I GP: Interior Gateway Protocol
AS: Autononpus System

1.2.2. Term nol ogy

The reader is assuned to be fanmiliar with the term nology in
[ RFC3031], [RFC5036], and [ RFC4026].

I ngress LSRR
Router acting as a sender of an LSP

Egress LSR
Router acting as a receiver of an LSP

P2P LSP:
An LSP that has one unique Ingress LSR and one uni que Egress LSR

MP2P LSP:
An LSP that has one or nore Ingress LSRs and one uni que Egress LSR

P2MP LSP:
An LSP that has one unique Ingress LSR and one or nore Egress LSRs

MP2MP LSP:
An LSP that has one or nore Leaf LSRs acting indifferently as
I ngress or Egress LSR

Leaf LSR
An Egress LSR of a P2MP LSP or an Ingress/Egress LSR of an MP2MP
LSP

Transit LSR
An LSR of a P2MP or MP2MP LSP that has one or nore downstream LSRs
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Branch LSR
An LSR of a P2MP or MP2MP LSP that has npbre than one downstream
LSR

Bud LSR
An LSR of a P2MP or MP2MP LSP that is an Egress but al so has one
or nore directly connected downstream LSR(S)

P2MP tree:
The ordered set of LSRs and |inks that comprise the path of a P2MP
LSP fromits Ingress LSRto all of its Egress LSRs.

1.3. Context and Motivations

LDP [ RFC5036] has been depl oyed for setting up point-to-point (P2P)
and nul tipoint-to-point (MP2P) LSPs, in order to offer point-to-point
services in MPLS backbones.

There are energing requirenments for supporting delivery of point-to-
mul ti point applications in MPLS backbones, such as those defined in
[ RFC4834] and [ RFC5501].

For various reasons, including consistency with P2P applications, and
taking full advantages of MPLS network infrastructure, it would be

hi ghly desirable to use MPLS LSPs for the delivery of multicast
traffic. This could be inplenented by setting up a group of P2P or
MP2P LSPs, but such an approach may be inefficient since it would
result in data replication at the Ingress LSR and duplicate data
traffic within the network.

Hence, new nmechani sns are required that would allow traffic from an
Ingress LSR to be efficiently delivered to a nunber of Egress LSRs in
an MPLS backbone on a point-to-nultipoint LSP (P2MP LSP), avoi ding
duplicate copies of a packet on a given link and relying on MPLS
traffic replication at some Branch LSRs.

Resource Reservation Protocol - Traffic Engineering (RSVP-TE)
extensions for setting up point-to-nultipoint Traffic Engi neered LSPs
(P2MP TE LSPs) have been defined in [ RFC4875]. They neet

requi renents expressed in [RFC4461]. This approach is useful in
networ k environnents where P2MP Traffic Engineering capabilities are
needed (optim zation, QS, fast recovery).

However, for operators who want to support point-to-nultipoint
traffic delivery on an MPLS backbone, wi thout Traffic Engineering
needs, and who have al ready depl oyed LDP for P2P traffic, an

i nteresting and useful approach would be to rely on LDP extensions in
order to set up point-to-nmultipoint (P2MP) LSPs. This would bring
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consi stency with P2P MPLS applicati ons and woul d ease the delivery of
poi nt-to-mul ti point services in an MPLS backbone.

1.4. Docunent Scope

Thi s docunent focuses on the LDP approach for setting up P2MP LSPs.
It lists a detailed set of requirenents for P2MP extensions to LDP
so as to deliver P2MP traffic over an LDP-enabl ed MPLS
infrastructure. The original intent was that these requirenents
shoul d be used as gui delines when specifying LDP extensions.

Note that generic requirements for P2MP extensions to MPLS are out of
the scope of this docunment. Rather, this docunent descri bes
solution-specific requirements related to LDP extensions in order to
set up P2MP LSPs.

Note al so that other nmechani sms could be used for setting up P2MP
LSPs (for instance, PIM extensions), but these are out of the scope
of this docunent. The objective is not to conpare these nmechani sns
but rather to focus on the requirenents for an LDP extension

appr oach.

2. Requirenments Overview

The P2MP LDP mechani sm MJUST support setting up P2MP LSPs, i.e., LSPs
with one Ingress LSR and one or nore Egress LSRs, with traffic
replication at some Branch LSRs.

The P2\MP LDP mechani sm MUST all ow the addition or renpval of |eaves
associ ated with a P2MP LSP

The P2MP LDP nechani sm MUST coexi st with current LDP nechani sns and
inherit its capability sets from[RFC5036]. It is of paranount

i mportance that the P2MP LDP nechani sm MJUST NOT i npede the operation
of existing P2P/ MP2P LDP LSPs. Also, the P2MP LDP nechani sm MUST
coexi st with P2P and P2MP RSVP- TE nechani sns [ RFC3209] [ RFC4875]. It
is of paranopunt inportance that the P2MP LDP mechani sm MUST NOT

i npede the operation of existing P2P and P2MP RSVP- TE LSPs.

The P2MP LDP mechani sm MAY al so allow setting up multipoint-to-
mul ti point (MP2MP) LSPs connecting a group of Leaf LSRs acting
indifferently as Ingress LSR or Egress LSR  This may allow a
reduction in the anbunt of LDP state that needs to be nmaintained by
an LSR.
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3.

Application Scenario

Figure 1 below illustrates an LDP-enabl ed MPLS provi der network, used
to carry both unicast and nmulticast traffic of VPN custoners
followi ng, for instance, the architecture defined in [ MWPN for BGP/
MPLS VPNs or the one defined in [VPLS- MCAST] .

In this exanple, a set of MP2P LDP LSPs is set up between Provider
Edge (PE) routers to carry unicast VPN traffic within the MPLS
backbone (not represented in Figure 1).

In this exanple, a set of P2MP LDP LSPs is set up between PE routers
acting as Ingress LSRs and PE routers acting as Egress LSRs, so as to
support multicast VPN traffic delivery within the MPLS backbone.

For instance, a P2MP LDP LSP is set up between Ingress LSR PE1 and
Egress LSRs PE2, PE3, and PE4. It is used to transport multicast
traffic fromPEl1 to PE2, PE3, and PE4. Pl is a Branch LSR it
replicates MPLS traffic sent by PEl to P2, P3, and PE2. P2 and P3
are non-Branch Transit LSRs; they forward MPLS traffic sent by Pl to
PE3 and PE4, respectively.

PE1
*| *** P2VP LDP LSP

*l * Kk k k%

*kkkk *kkkk*x
/ \

PE3---- P2 P3- - - - PE4
| |
| |

| |
PE5 PE6

Figure 1: P2MP LSP from PE1l to PE2, PE3, PE4
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If later there are new receivers attached to PE5 and PE6, then PE5
and PE6 join the P2MP LDP LSP. P2 and P3 becone Branch LSRs and
replicate traffic received fromPl to PE3 and PE5 and to PE4 and PES6,
respectively (see Figure 2 bel ow).

PE1
x| *x% PPMP LDP LSP
*l*****
Pl----- PE2
*/ \*
*/ \*
*****/ \******
PE3---- P2 P3- - - - PE4
*l |*
* *
PE5 PE6

Figure 2: Attachment of PE5 and PE6

The above exanple is provided for the sake of illustration. Note
that P2MP LSPs | ngress and Egress LSRs may not necessarily be PE
routers. Also, Branch LSRs may not necessarily be P routers.

4. Detailed Requirenents
4.1. P2MP LSPs

The P2MP LDP mechani sm MUST support setting up P2MP LSPs. Data pl ane
aspects related to P2MP LSPs are those already defined in [ RFC4461].
That is, a P2MP LSP has one Ingress LSR and one or nore Egress LSRs.
Traffic sent by the Ingress LSRis received by all Egress LSRs. The
specific aspect related to P2MP LSPs is the action required at a
Branch LSR, where data replication occurs. |Incomng |abeled data is
appropriately replicated to several outgoing interfaces, which may
use different |abels.

An LSR SHOULD NOT send nore than one copy of a packet on any given
link of a P2MP LSP. Exceptions to this are nentioned in Sections 4.9
and 4.18.

A P2MP LSP MUST be identified by a constant and unique identifier

wi thin the whol e LDP domai n, whatever the nunber of |eaves, which may
vary dynamcally. This identifier will be used so as to add/renpve

| eaves to/fromthe P2MP tree
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4.2. P2MP LSP FEC

As with P2P MPLS technol ogy [ RFC5036], traffic MJST be classified
into a Forwardi ng Equi val ence Cass (FEC) in this P2MP extension

Al'l packets that belong to a particular P2MP FEC and that travel from
a particular node MJST use the sane P2MP LSP

I f existing FECs cannot be used for this purpose, a new LDP FEC t hat
is suitable for P2MP forwardi ng MJST be specified.

4.3. P2MP LDP Routi ng

As with P2P and MP2P LDP LSPs, the P2MP LDP nmechani sm MJST support
hop- by-hop LSP routing. P2MP LDP-based routing SHOULD rely upon the
i nformati on mai ntained in LSR Routing Information Bases (RIBs).

It is RECOWENDED that the P2MP LSP routing rely upon the unicast
route to the Ingress LSRto build a reverse path tree.

4.4. Setting Up, Tearing Down, and Modifying P2MP LSPs

The P2MP LDP mechani sm MJUST support the establishment, maintenance,
and teardown of P2MP LSPs in a scal able manner. This MJST incl ude
both the existence of a | arge nunber of P2MP LSPs within a single
network and a |l arge nunmber of Leaf LSRs for a single P2MP LSP (see
also Section 4.17 for scalability considerations and figures).

In order to scale well with a | arge nunmber of |eaves, it is
RECOMVENDED to follow a leaf-initiated P2MP LSP setup approach. For

that purpose, |eaves will have to be aware of the P2MP LSP
identifier. The ways a Leaf LSR discovers P2MP LSP identifiers rely
on the applications that will use P2MP LSPs and are out of the scope

of this docunent.

The P2MP LDP mechani sm MJUST al | ow t he dynam ¢ additi on and renoval of
| eaves to and froma P2MP LSP, without any restriction (provided
there is network connectivity). It is RECOMVENDED that these
operations be leaf-initiated. These operations MJUST NOT inpact the
data transfer (packet |oss, duplication, delay) towards other |eaves.
It is RECOWENDED that these operations do not cause any additiona
processi ng except on the path fromthe added/renoved Leaf LSR to the
Branch LSR

4.5. Label Advertisenent
The P2MP LDP mechani sm MJUST support downstream unsolicited | abe

advertisenent nmode. This is well suited to a leaf-initiated approach
and is consistent with P2P/ MP2P LDP operati ons.
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4.

4.

4.

6.

7.

8.

Q her advertisenent nbodes MAY al so be support ed.
Dat a Duplication

Data duplication refers to the receipt of nultiple copies of a packet
by any leaf. Although this may be a marginal situation, it nmay al so
be detrinmental for certain applications. Hence, data duplication
SHOULD be avoi ded as nmuch as possible and linmted to (hopefully rare)
transitory conditions.

Note, in particular, that data duplication mght occur if P2MP LSP
rerouting is being perfornmed (see also Section 4.8).

Det ecti ng and Avoi di ng Loops

The P2MP LDP ext ensi on MJST have a nechanismto detect routing |oops.
This MAY rely on extensions to the LDP | oop detecti on mechani sm
defined in [RFC5036]. A |oop detection nechani sm MAY require
recording the set of LSRs traversed on the P2MP tree. The P2MP | oop
avoi dance nmechani sm MJUST NOT i npact the scalability of the P2MP LDP
sol uti on.

The P2MP LDP mechani sm SHOULD have a nmechanismto avoid routing |oops
in the data plane even during transient events.

Furt hernore, the P2MP LDP mechani sm MUST avoid routing |loops in the
data pl ane, which may trigger unexpected non-localized exponentia
grom h of traffic.

P2MP LSP Rerouting

The P2MP LDP mechani sm MJUST support the rerouting of a P2MP LSP in
the follow ng cases:

o0 Network failure (link or node);

0 A better path exists (e.g., newlink or netric change); and

o Planned nuaintenance.

G ven that P2MP LDP routing should rely on the RIB, the achi evenent

of the followi ng requirenents relies on the underlying routing
protocols (I GP, etc.).
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4.8.1. Rerouting upon Network Failure

The P2MP LDP mechani sm MJUST al |l ow for rerouting of a P2MP LSP in case
of link or node failure(s) by relying upon update of the routes in
the RIB. The rerouting tinme SHOULD be m nimzed as nmuch as possible
so as to reduce traffic disruption

A mechani sm MJST be defined to prevent constant P2MP LSP teardown and
rebuild, which may be caused by the instability of a specific |ink/
node in the network. This can rely on | GP dampeni ng but may be

conpl eted by specific danpening at the LDP | evel.

4.8.2. Rerouting on a Better Path

The P2MP LDP mechani sm MJUST al l ow for rerouting of a P2MP LSP in case
a better path is created in the network, for instance, as a result of
a netric change, a link repair, or the addition of |inks or nodes.
This will rely on update of the routes in the RIB.

4.8.3. Rerouting upon Planned Mi ntenance

The P2MP LDP mechani sm MJUST support pl anned mmi nt enance operati ons.

It MJUST be possible to reroute a P2MP LSP before a |ink/node is
deactivated for nmintenance purposes. Traffic disruption and data
duplicati on SHOULD be m nim zed as nmuch as possi bl e during such

pl anned nmai ntenance. P2MP LSP rerouting upon planned nai ntenance MAY
rely on a nake-before-break procedure.

4.9. Support for Milti-Access Networks

The P2MP LDP mechani sm SHOULD provide a way for a Branch LSR to send
a single copy of the data onto an interface to a multi-access network
(e.g., an Ethernet LAN) and reach nultiple adjacent downstream nodes.
This requires that the sane | abel be negotiated with all downstream
LSRs for the LSP

When there are several candi date upstream LSRs on an interface to a
mul ti-access LAN, the P2MP LDP nechani sm SHOULD provide a way for al
downstream LSRs of a given P2MP LSP to sel ect the same upstream LSR
so as to avoid traffic replication. In addition, the P2MP LDP
mechani sm SHOULD al | ow for an efficient bal ancing of a set of P2MP
LSPs anpbng a set of candidate upstream LSRs on a LAN interface.

4.10. Support for Encapsulation in P2P and P2MP TE Tunnel s

The P2MP LDP mechani sm MJUST support nesting P2MP LSPs into P2P and
P2MP TE tunnel s.
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The P2MP LDP mechani sm MJUST provide a way for a Branch LSR of a P2MP
LSP, which is also a Head End LSR of a P2MP TE tunnel, to send a
single copy of the data onto the tunnel and reach all downstream LSRs
on the P2MP LSP, which are also Egress LSRs of the tunnel. As with
LAN interfaces, this requires that the sane | abel be negotiated with
all downstream LSRs of the P2MP LDP LSP

4.11. Label Spaces

Label s for P2MP LSPs and P2P/ MP2P LSPs MAY be assigned from shared or
dedi cat ed | abel spaces.

Not e t hat dedicated | abel spaces will require the establishnent of
separate P2P and P2MP LDP sessi ons.

4.12. 1 Pv4/1Pv6 Support

The P2MP LDP mechani sm MUST support the establishnment of LDP sessions
over both IPv4 and | Pv6 control planes.

4.13. Multi-Areal AS LSPs

The P2MP LDP mechani sm MUST support the establishment of multi-area
P2MP LSPs, i.e., LSPs whose |eaves do not all reside in the same | GP
area as the Ingress LSR  This SHOULD be possible w thout requiring
the advertisenent of Ingress LSRs' addresses across | GP areas.

The P2MP LDP mechani sm MJUST al so support the establishnment of
inter-AS P2MP LSPs, i.e., LSPs whose | eaves do not all reside in the
same AS as the Ingress LSR  This SHOULD be possi bl e without
requiring the adverti senent of Ingress LSRs’ addresses across ASes.

4.14. OAM

LDP managenent tools ([RFC3815], etc.) will have to be enhanced to
support P2MP LDP extensions. This nay yield a new M B nodul e, which
may possibly be inherited fromthe LDP M B.

Built-in diagnostic tools MIST be defined to check the connectivity,
trace the path, and ensure fast detection of data plane failures on
P2MP LDP LSPs.

Further and precise requirenents and nmechani sns for P2MP MPLS

Qperations, Adm nistration, and Mi ntenance (QAM purposes are out of
the scope of this document and are addressed in [ RFC4687] .
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4.15. Gaceful Restart and Fault Recovery

LDP Graceful Restart nechani snms [ RFC3478] and Fault Recovery
mechani sns [ RFC3479] SHOULD be enhanced to support P2MP LDP LSPs.

4.16. Robustness
A solution MJST be designed to re-establish connectivity for P2MP and
MP2MP LSPs in the event of failures, provided there exists network
connectivity between ingress and egress nodes (i.e., designed w thout
i ntroduci ng single points of failure).

4.17. Scalability
Scalability is a key requirenent for the P2MP LDP nmechanism It MJST
be designed to scale well with an increase in the nunber of any of
the foll ow ng:
o Nunmber of Leaf LSRs per P2MP LSP
o Number of downstream LSRs per Branch LSR; and
o Number of P2MP LSPs per LSR.
In order to scale well with an increase in the nunber of |eaves, it
i s RECOMVENDED t hat the size of a P2MP LSP state on an LSR, for one
particul ar LSP, depend only on the nunber of adjacent LSRs on the
LSP.

4.17.1. Oders of Magnitude Expected in Qperational Networks
Typi cal orders of magnitude that we expect should be supported are:

o Tens of thousands of P2MP trees spread out across core network
routers; and

o Hundreds, or a few thousands, of |eaves per tree.
See also Section 4.2 of [RFC4A834].
4.18. Backward Conpatibility
In order to allow for a snooth migration, the P2MP LDP nechani sm
SHOULD of fer as much backward conpatibility as possible. In

particul ar, the solution SHOULD allow the setup of a P2MP LSP al ong
non- Branch Transit LSRs that do not support P2MP LDP ext ensions.
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Al so, the P2MP LDP sol uti on MJUST coexi st with current LDP mechani sns
and inherit its capability sets from[RFC5036]. The P2MP LDP
solution MJUST NOT inpede the operation of P2P/MP2P LSPs. A P2MP LDP
solution MJUST be designed in such a way that it allows P2P/ MP2P and
P2MP LSPs to be signaled on the sane interface.

5. Shared Trees

For traffic delivery between a group of N LSRs that act as egress
and/ or egress nodes on different P2MP flows, it may be useful to set
up a shared tree connecting all these LSRs instead of having N P2MP
LSPs. This would reduce the amount of control and forwarding state
that has to be maintained on a given LSR

There are two nain options for supporting such shared trees:

o Relying on the applications’ protocols that use LDP LSPs. A
shared tree coul d consist of the conbination of an MP2P LDP LSP
fromLeaf LSRs to a given root node with a P2MP LSP fromthis root
to Leaf LSRs. For instance, with Miulticast L3 VPN applications,
it would be possible to build a shared tree by conbining (see
[ WPN]) :

* An MP2P unicast LDP LSP, fromeach PE router of the group to a
particular root PE router acting as tree root and

* A P2MP LDP LSP fromthis root PE router to each PE router of
the group.

o Relying on a specific LDP nmechanismallow ng the setup of
mul tipoint-to-nultipoint MPLS LSPs ( MP2MP LSPs).

The former approach (combi nation of MP2P and P2MP LSPs at the
application level) is out of the scope of this docunent while the
latter (MP2MP LSPs) is within the scope of this docunent.
Requirenents for the setup of MP2MP LSPs are |isted bel ow.

5.1. Requirenments for MP2MP LSPs
A multipoint-to-nultipoint (MP2MP) LSP is an LSP connecting a group
of Leaf LSRs acting as Egress and/or Ingress LSRs. Traffic sent by
any Leaf LSR is received by all other Leaf LSRs of the group
Procedures for setting up MP2MP LSPs with LDP SHOULD be specifi ed.
An inpl enentation that supports P2MP LDP LSPs MAY al so support MP2MP
LDP LSPs.

The MP2MP LDP procedures MJST NOT inpede the operations of P2MP LSP
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Requi renents for P2MP LSPs, set forth in Section 4, apply equally to
MP2MP LSPs. Particular attention should be given to the requirenents
bel ow.

o The solution MJST support recovery upon link and transit node
failure and be designed to re-establish connectivity for MP2MP
LSPs in the event of failures, provided network connectivity
exi sts between ingress and egress nodes (i.e., designed without
i ntroducing single points of failure).

o The size of MP2MP state on an LSR, for one particular MP2MP LSP
SHOULD only depend on the nunber of adjacent LSRs on the LSP

o Furthernore, the MP2MP LDP nechani sm MJUST avoid routing | oops that
may trigger exponential growh of traffic. Note that this
requirement is nore challenging with MP2MP LSPs as an LSR may need
to receive traffic for a given LSP on multiple interfaces.

There are additional requirenments specific to MP2MP LSPs:

o It is RECOWENDED that an MP2MP MPLS LSP is built based on the
uni cast route to a specific LSR called root LSR

o It is RECOWENDED to define several root LSRs (e.g., a primary and
a backup) to ensure redundancy upon root LSR failure.

o The receiver SHOULD NOT recei ve back a packet it has sent on the
MP2MP LSP

o The solution SHOULD avoid that all traffic between any pair of
| eaves is traversing a root LSR (simlarly to PIMBidir trees) and
SHOULD provide the operator with neans to mininize the del ay
bet ween two | eaves.

o It MIST be possible to check connectivity of an MP2MP LSP in both
di rections.

6. Evaluation Criteria
6.1. Performance

The solution will be evaluated with respect to the follow ng
criteria:

(1) Efficiency of network resource usage;

(2) Tine to add or renove a Leaf LSR
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(3) Tine to repair a P2MP LSP in case of link or node failure; and
(4) Scalability (state size, number of messages, nessage size).

Particularly, the P2MP LDP mechani sm SHOULD be designed with the key
objective of mnimzing the additional ampbunt of state and additiona
processing required in the network.

Al so, the P2MP LDP nechani sm SHOULD be desi gned so that convergence
tinmes in case of link or node failure are mnimzed, in order to
[imt traffic disruption

6.2. Conplexity and R sks

The proposed sol uti on SHOULD NOT i ntroduce conplexity to the current
LDP operations to such a degree that it would affect the stability
and di m ni sh the benefits of deploying such solution

7. Security Considerations

It is expected that addressing the requirenents defined in this
docunent shoul d not introduce any new security issues beyond those
i nherent to LDP and that a P2MP LDP solution will rely on the
security nechani sns defined in [ RFC5036] (e.g., TCP MD5 Signature).

An eval uation of the security features for MPLS networks may be found
in [ RFC5920], and where issues or further work is identified by that
docunent, new security features or procedures for the MPLS protocols
will need to be devel oped.
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