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d, up-to-date documentation of IP rmulticast is close to

-existent. Particularly, this is an issue with nulticast address
ocations (to networks and sites) and assignnents (to hosts and
lications). This problemis stressed by the fact that there

sts confusing or nisleading docunentation on the subject

C2908]. The consequence is that those who wish to |earn about IP
ti cast and how t he addressing works do not get a clear view of the
rent situation.

aimof this docunent is to provide a brief overview of nulticast
ressing and allocation techniques. The term "addressing
hitecture" refers to the set of addressing mechani sms and net hods
an i nformal manner.
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It is inmportant to note that Source-Specific Milticast (SSM

[ RFC4607] does not have these addressi ng probl ens because SSM gr oup
addresses have only local significance; hence, this docunent focuses
on the Any Source Multicast (ASM nodel

This neno obsol etes and re-classifies RFC 2908 to Historic, and
re-classifies RFCs 2776 and 2909 to Historic.

1.1. Terminology: Allocation or Assignnent

Al nmost all nulticast docunments and many ot her RFCs (such as DHCPv4
[ RFC2131] and DHCPv6 [ RFC3315]) have used the terns "address

al | ocation" and "address assignnment" interchangeably. However, the
operator and address managenent communities use these ternms for two
conceptual Iy di fferent processes.

I n uni cast operations, address allocations refer to |l easing a | arge
bl ock of addresses fromthe Internet Assigned Nunbers Authority
(IANA) to a Regional Internet Registry (RIR), or froman RIRto a
Local Internet Registry (LIR), possibly through a National Internet
Regi stry (NIR). Address assignnents, on the other hand, are the

| eases of smmller address bl ocks or even single addresses to the end-
user sites or end-users thenselves.

Therefore, in this neno, we will separate the two different
functions: "allocation" describes how | arger bl ocks of addresses are
obt ai ned by the network operators, and "assignnent" describes how
applications, nodes, or sets of nodes obtain a multicast address for
their use.

2. Milticast Address Allocation

Mul ticast address allocation, i.e., how a network operator m ght be
able to obtain a |l arger block of addresses, can be handled in a
nunber of ways, as described bel ow

Note that these are all only pertinent to ASM-- SSM requires no
address bl ock allocation because the group address has only | oca
significance (however, we discuss the address assignment inside the
node in Section 3.2).

2.1. Derived Allocation
Derived allocations take the unicast prefix or sone other properties

of the network (e.g., an autonomous system (AS) nunber) to determ ne
uni que multicast address all ocations.
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2.1.1. G.OP Allocation

GLOP address allocation [RFC3180] inserts the 16-bit public AS number
inthe mddle of the IPv4 nulticast prefix 233.0.0.0/8, so that each
AS nunber can get a /24 worth of multicast addresses. VWhile this is
sufficient for nmulticast testing or small-scale use, it mght not be
sufficient in all cases for extensive nulticast use.

A mnor operational debugging issue with GLOP addresses is that the
connection between the AS and the prefix is not apparent fromthe
prefix when the AS nunber is greater than 255, but has to be

calcul ated (e.g., as described in [RFC3180], AS 5662 maps to
233.22.30.0/24). A usage issue is that GLOP addresses are not tied
to any prefix but to routing domains, so they cannot be used or

cal cul ated automatical ly.

GLOP mapping is not available with 4-byte AS nunmbers [ RFC4893].

Uni cast - prefi x-based all ocation or an | ANA al |l ocation from"AD HOC
Block II1" (the previous so-called "EGOP" (Extended GLOP) bl ock)
coul d be used instead, as needed.

The G.OP all ocation algorithm has not been defined for IPv6 multicast
because the uni cast-prefix-based allocation (described bel ow)
addresses the sane need in a sinpler fashion

2.1.2. Unicast-Prefix-Based All ocation

RFC 3306 [ RFC3306] describes a nechani smthat enbeds up to 64 high-
order bits of an IPv6 unicast address in the prefix part of the |IPv6
nmul ticast address, leaving at |least 32 bits of group-id space
avai |l abl e after the prefix mapping.

A simlar IPv4 mapping is described in [ RFC6034], but it provides a
[imted nunber of addresses (e.g., 1 per |Pv4 /24 block).

The 1 Pv6 unicast-prefix-based allocations are an extrenely useful way
to all ow each network operator, even each subnet, to obtain nulticast
addresses easily, through an easy conputation. Further, as the |IPv6
mul ti cast header al so includes the scope value [ RFC4291], multi cast
groups of smaller scope can also be used with the same mapping.

The 1 Pv6 Enbedded Rendezvous Point (RP) techni que [ RFC3956], used
with Protocol I|ndependent Milticast - Sparse Mdde (PIMSM, further
| everages the unicast-prefix-based allocations, by enbedding the
uni cast prefix and interface identifier of the PMSMRP in the
prefix. This provides all the necessary information needed to the
routing systens to run the group in either inter- or intra-domain
operation. A difference fromRFC 3306 is, however, that the hosts
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cannot calculate their "multicast prefix" automatically (as the
prefix depends on the decisions of the operator setting up the RP)
but instead require an assignnment nethod.

Al'l the I Pv6 unicast-prefix-based allocation techniques provide a
sufficient amount of multicast address space for network operators.

2.2. Adnministratively Scoped Allocation

Admi ni stratively scoped nulticast address allocation [ RFC2365] is
provided by two different neans: under 239.0.0.0/8 in IPv4 or by
4-bit encoding in the I1Pv6 nulticast address prefix [ RFC4291].

Since |Pv6 administratively scoped allocations can be handl ed with
uni cast - prefi x-based nulticast addressing as described in
Section 2.1.2, we'll only discuss IPv4d in this section.

The 1 Pv4 admi nistratively scoped prefix 239.0.0.0/8 is further

di vided into Local Scope (239.255.0.0/16) and Organi zati on Loca
Scope (239.192.0.0/14); other parts of the adm nistrative scopes are
ei ther reserved for expansion or undefined [ RFC2365]. However,

RFC 2365 is anbi guous as to whether the enterprises or the | ETF are
all owed to expand the space.

Topol ogi es that act under a single administration can easily use the
scoped mul ticast addresses for their internal groups. Goups that
need to be shared between nultiple routing domains (even if not
propagated through the Internet) are nmore problematic and typically
need an assignment of a global nulticast address because their scope
i s undefined.

There are a | arge nunber of mnulticast applications (such as "Norton
Ghost") that are restricted either to alink or a site, and it is
extremely undesirable to propagate them further (beyond the Iink or
the site). Typically, many such applications have been given or have
hijacked a static | ANA address assignnent. G ven the fact that
assignments to typically locally used applications come fromthe sane
range as gl obal applications, inplenenting proper propagation
limting is challenging. Filtering would be easier if a separate,
identifiable range would be used for such assignnments in the future;
this is an area of further future work.

There has al so been work on a protocol to automatically discover

mul ticast scope zones [RFC2776], but it has never been widely
i mpl enented or depl oyed.
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2.

2.

3.

3. Static | ANA Allocation

In some rare cases, organizations nmay have been able to obtain static
mul ticast address allocations (of up to 256 addresses) directly from
| ANA. Typically, these have been neant as a bl ock of static
assignments to nulticast applications, as described in Section 3.4.1
| f anot her neans of obtaining addresses is avail able, that approach
is preferable.

Especially for those operators that only have a 32-bit AS nunber and
need | Pv4 addresses, an | ANA allocation from"AD-HOC Block 11" (the
previ ous so-called "EGOP" block) is an option [ RFC5771].

4. Dynanic Allocation

RFC 2908 [ RFC2908] proposed three different |ayers of multicast
address allocation and assi gnment, where |ayer 3 (inter-domain

al l ocation) and layer 2 (intra-donmain allocation) could be applicable
here. The Multicast Address-Set C aimProtocol (MASC) [RFC2909] is
an exanple of the former, and the Multicast Address Allocation

Prot ocol (AAP) [ MALLOC- AAP] (abandoned in 2000 due to | ack of

i nterest and technical problens) is an exanple of the latter.

Both of the proposed allocation protocols were quite conplex, and
have never been depl oyed or seriously inplenented.

It can be concluded that dynam c nulticast address allocation
protocol s provide no benefit beyond G.OP/unicast - prefix-based
mechani snms and have been abandoned.

Mul ticast Address Assi gnhnent

There are a nunber of possible ways for an application, node, or set
of nodes to learn a nulticast address, as described bel ow.

Any | Pv6 address assignnment method should be aware of the guidelines
for the assignnment of group-I1Ds for IPv6 nulticast addresses
[ RFC3307] .

1. Derived Assignnent

There are significantly fewer options for derived address assi gnnent
conpared to derived allocation. Derived nulticast assignnment has
only been specified for IPv6 |ink-scoped nulticast [ RFC4489], where
the EU 64 is enbedded in the nulticast address, providing a node with
uni que nmulticast addresses for |ink-l1ocal ASM comuni cati ons.
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3.2. SSM Assignnent inside the Node

VWil e SSM mul ti cast addresses have only local (to the node)
significance, there is still a mnor issue on howto assign the
addresses between the applications running on the sane | P address.

This assignnent is not considered to be a problem because typically
the addresses for these applications are sel ected nanually or
statically, but if done using an Application Progranming |Interface
(APl), the APl could check that the addresses do not conflict prior
to assigning one.

3.3. Manual ly Configured Assi gnment

Wth manual |y configured assignment, a network operator who has a
mul ticast address prefix assigns the multicast group addresses to the
requesti ng nodes using a manual process.

Typically, the user or adninistrator that wants to use a multicast
address for a particular application requests an address fromthe

net wor k operator using phone, email, or sinilar neans, and the
networ k operator provides the user with a multicast address. Then
the user/adm nistrator of the node or application manually configures
the application to use the assigned multicast address.

This is a relatively sinple process; it has been sufficient for
certain applications that require manual configuration in any case,
or that cannot or do not want to justify a static | ANA assignment.
The manual assi gnnent wor ks when the nunmber of participants in a
group is small, as each participant has to be nmanual ly confi gured.

This is the nbst commonly used techni que when the multicast
applicati on does not have a static | ANA assi gnnent.

3.4. Static | ANA Assignnent

In contrast to manual ly configured assi gnment, as described above,
static | ANA assignnment refers to getting an assignnent for the
particul ar application directly fromIANA. There are two main forns
of | ANA assignment: gl obal and scope-relative. Cuidelines for | ANA
are described in [ RFC5771].

3.4.1. dobal | ANA Assignhnent
A obal Iy uni que address assignnent is seen as lucrative because it’'s
the sinplest approach for application devel opers, since they can then

hard-code the multicast address. Hard-coding requires no |ease of
the usable nulticast address, and |likew se the client applications do
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not need to performany kind of service discovery (but depend on
har d- coded addresses). However, there is an architectural scaling
problemw th this approach, as it encourages a "l and-grab" of the
limted multicast address space.

3.4.2. Scope-Relative | ANA Assi gnnent

| ANA al so assigns nunbers as an integer offset fromthe highest
address in each I Pv4 administrative scope, as described in [ RFC2365].
For exanple, the SLPv2 di scovery scope-relative offset is "2", so the
SLPv2 discovery address within |IPv4 Local - Scope (239.255.0.0/16) is
"239. 255. 255. 253"; within the IPv4 Organization Local - Scope
(239.192.0.0/14), it is "239.195.255.253"; and so on

Sinmlar scope-relative assignments also exist with IPv6 [ RFC2375] .
As I Pv6 nulticast addresses have much nmore flexible scoping, scope-
rel ati ve assignnents are also applicable to gl obal scopes. The
assi gnment policies are described in [ RFC3307].

3.5. Dynanmic Assignments

Layer 1 as defined in RFC 2908 [ RFC2908] descri bed dynani ¢ assi gnnent
fromMilticast Address Allocation Servers (MAAS) to applications and
nodes, with the Multicast Address Dynamic Client Allocation Protoco
(MADCAP) [ RFC2730] as an exanple. Since then, other nechanisns have
al so been proposed (e.g., DHCPv6 assi gnnent

[ MCAST- DHCPv6] ), but these have not gained traction

It would be rather straightforward to depl oy a dynam c assi gnnent
protocol that would | ease group addresses based on a nulticast prefix
to applications wishing to use nulticast. However, only few have

i mpl enented MADCAP (i.e., it is not significantly deployed). It is
not clear if the sparse deploynment is due to a |l ack of need for the
protocol. Moreover, it is not clear how widely, for exanple, the
APl's for conmunication between the multicast application and the
MADCAP client operating at the host have been inplenmented [ RFC2771].

An entirely different approach is the Sessi on Announcement Protoco
(SAP) [RFC2974]. In addition to advertising global multicast
sessions, the protocol al so has associ ated ranges of addresses for
both I Pv4 and | Pv6 that can be used by SAP-aware applications to
create new groups and new group addresses. Creating a session (and
obt ai ning an address) is a rather tedious process, which is why it
isn't done all that often. It is also worth noting that the | Pv6 SAP
address is unroutable in the inter-domain nulticast.
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Concl usi ons about dynam ¢ assi gnment protocols are that:
1. multicast is not significantly attractive in the first place,

2. nost applications have a static | ANA assignment and thus require
no dynam ¢ or manual assignment,

3. those applications that cannot be easily satisfied with | ANA or
manual assignment (i.e., where dynam c assi gnment woul d be
desirable) are rather marginal, or

4. there are other reasons why dynam c assignnments are not seen as a
useful approach (for exanple, issues related to service
di scovery/rendezvous).

I n consequence, nore work on rendezvous/service di scovery woul d be
needed to nake dynam c assignments nore useful.

4. Summary and Future Directions

Thi s section summari zes the mechani sms and anal ysis discussed in this
meno, and presents sone potential future directions.

4.1. Prefix Allocation

A summary of prefix allocation nethods for ASMis shown in Figure 1

S o m e e e e e e e e e o Fomm e m oo - Fomm e m oo - +
| Sect. | Prefix allocation method | 1Pv4 | 1Pv6
R, o e m e e e e e e e e e oo oo Fomm oo Fomm oo +

| 2.1.1 | Derived: GQOP | Yes | NoNeed* |

| 2.1.2 | Derived: Unicast-prefix-based | No | Yes

| 2.2 | Administratively scoped | Yes | NoNeed*|

| 2.3 | Static I ANA allocation |  Yes** | No |

| 2.4 | Dynamic allocation protocols | No | No
R, o e m e e e e e e e e e oo oo Fomm oo Fomm oo +

* = the need satisfied by I Pv6 unicast-prefix-based allocation
** = mainly using the AD-HOC block Il (formerly called "EGLOP")

Figure 1
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4.

o

2.

Only ASMis affected by the assignnent/allocation issues.

Wth I Pv4, GLOP allocations provide a sufficient |IPv4 multicast

al l ocati on mechani smfor those that have a 16-bit AS nunber. |Pv4
uni cast - prefi x-based al |l ocation offers sone addresses. [ANA is
al so allocating fromthe AD-HOC block Il (fornerly called

"EG.OP"), especially with 32-bit AS nunber holders in m nd.
Admi ni stratively scoped allocations provide the opportunity for
internal |1Pv4 allocations.

Wth I Pv6, unicast-prefix-based addresses and the derivatives
provide a good allocation strategy, and this also works for scoped
mul ticast addresses.

Dynamic all ocations are too conpl ex and unnecessary a nmechani sm

Addr ess Assi gnnent

A sunmmary of address assignnent nethods is shown in Figure 2.

(0]

I e . . +
| Sect. | Address assignment method | 1Pv4d | 1Pv6
Fomm e o e m e e e e e e e e e TSR TSR +
| 3.1 | Derived: l|ink-scope addresses | No | Yes
| 3.2 | SSM (inside the node) | Yes | Yes
| 3.3 | Manual assi gnment | Yes | Yes
| 3.4.1 | dobal I ANAV R R assi gnment | Last Resort| Last Resort |
| 3.4.2 | Scope-relative | ANA assignnent | Yes | Yes
| 3.5 | Dynami c assi gnnent protocols | Yes | Yes
Fomm oo o e m e e e e e e e e e oo oo Fomm e m e Fomm e m e +

Fi gure 2

Manual |y configured assignnent is typical today, and works to a
sufficient degree in smaller scale.

A obal | ANA assignnment has been done extensively in the past.
Scope-rel ative | ANA assignnment is acceptable, but the size of the
pool is not very high. Inter-domain routing of |Pv6 | ANA-assigned
prefixes is likely going to be challenging, and as a result that
approach is not very appealing.

Dynam c assignnment, e.g., MADCAP, has been inplenented, but there
is no wide deploynment. Therefore, either there are other gaps in
the multicast architecture, or there is no sufficient demand for
it inthe first place when manual and static |ANA assignhments are
avai l abl e. Assignments using SAP al so exist but are not conmon;
gl obal SAP assignnent is infeasible with I Pv6.
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4. 3.

Sav

o Derived assignnents are only applicable in a fringe case of |ink-
scoped mul ticast.

Future Actions

o Milticast address discovery/"rendezvous" needs to be anal yzed at
nore | ength, and an adequate solution provided. See
[ ADDRDI SC- PROB] and [ MSA-REQ for nore information.

o The | ETF shoul d consider whether to specify nmore ranges of the
| Pv4 administratively scoped address space for static allocation
for applications that should not be routed over the Internet (such
as backup software, etc. -- so that these wouldn’t need to use
gl obal addresses, which should never leak in any case).

o The | ETF should consider its static | ANA allocations policy, e.g.
"locking it down" to a stricter policy (like "IETF Consensus"”) and
| ooki ng at devel opi ng the di scovery/rendezvous functions, if
necessary.
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consi derations; the security analysis of the nmentioned protocols is
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the dynam ¢ assignnent protocols in particular are

i nherently vul nerable to resource exhaustion attacks, as discussed,
e.g., in [RFC2730].

8. References

8.1. Normative References

[ RFC2365]

[ RFC3180]

[ RFC3306]

[ RFC3307]

[ RFC3956]

[ RFC4291]

[ RFC4489]

[ RFC4607]

[ RFC5771]

[ RFC8034]

Savol a

Meyer, D., "Administratively Scoped IP Milticast",
BCP 23, RFC 2365, July 1998.

Meyer, D. and P. Lothberg, "G.OP Addressing in 233/8",
BCP 53, RFC 3180, Septenber 2001.

Haberman, B. and D. Thal er, "Unicast-Prefix-based |IPv6
Mul ticast Addresses", RFC 3306, August 2002.

Haber man, B., "Allocation CGuidelines for IPv6 Milticast
Addr esses", RFC 3307, August 2002.

Savol a, P. and B. Habernman, "Enbeddi ng the Rendezvous
Point (RP) Address in an IPv6 Milticast Address",
RFC 3956, Novenber 2004.

Hi nden, R and S. Deering, "IP Version 6 Addressing
Architecture", RFC 4291, February 2006.

Park, J-S., Shin, MK, and HJ. Kim "A Method for
Generating Link-Scoped |1 Pv6 Milticast Addresses”,
RFC 4489, April 2006.

Hol brook, H. and B. Cain, "Source-Specific Milticast for
| P', RFC 4607, August 2006.

Cotton, M, Vegoda, L., and D. Meyer, "IANA Guidelines
for 1Pv4d Multicast Address Assignnents”, BCP 51
RFC 5771, March 2010.

Thaler, D., "Unicast-Prefix-Based | Pv4 Mil ti cast
Addr esses", RFC 6034, Cctober 2010.

I nf or mati onal [ Page 12]



RFC 6308 Mul ti cast Address Al |l ocation June 2011

8.2. Informative References

[ ADDRDI SC- PROB]
Savol a, P., "Lightweight Milticast Address Di scovery
Pr obl em Space", Work in Progress, March 2006.

[ MALLOC- AAP]
Handl ey, M and S. Hanna, "Muilticast Address Allocation
Protocol (AAP)", Work in Progress, June 2000.

[ MBONED- | ETF59]
"MBONED WG session at | ETF59",
<http://ww.ietf.org/proceedi ngs/ 0d4mar/ 172. ht np.

[ MCAST- DHCPv 6]
Durand, J., "IPv6 nulticast address assignment wth
DHCPv6", Work in Progress, February 2005.

[ MBA- REQY Asaeda, H and V. Roca, "Requirenents for IP Milticast
Sessi on Announcement”, Work in Progress, March 2010.

[ RFC2131] Droms, R, "Dynam c Host Configuration Protocol",
RFC 2131, March 1997.

[ RFC2375] H nden, R and S. Deering, "IPv6 Milticast Address
Assi gnments", RFC 2375, July 1998.

[ RFC2730] Hanna, S., Patel, B., and M Shah, "Milticast Address
Dynamic Client Allocation Protocol (MADCAP)", RFC 2730,
Decenber 1999.

[ RFC2771] Fi nl ayson, R, "An Abstract APl for Milticast Address
Al location", RFC 2771, February 2000.

[ RFC2776] Handl ey, M, Thaler, D., and R Kernode, "Milticast- Scope
Zone Announcenent Protocol (MZAP)", RFC 2776, February
2000.

[ RFC2908] Thal er, D., Handley, M, and D. Estrin, "The Internet
Mul ti cast Address Allocation Architecture", RFC 2908,
Sept enmber 2000.

[ RFC2909] Radosl avov, P., Estrin, D., Govindan, R, Handley, M,
Kumar, S., and D. Thaler, "The Milticast Address- Set
Claim (MASC) Protocol", RFC 2909, Septenber 2000.

[ RFC2974] Handl ey, M, Perkins, C., and E. Whel an, "Session
Announcenent Protocol", RFC 2974, Cctober 2000.

Savol a I nf or mati onal [ Page 13]



RFC 6308

[ RFC3315]

[ RFC4893]

[ Rl TVANEN]

Aut hor’ s Addres
Pekka Savol a
CSC - Sci ent
Espoo
Fi nl and

EMai | : psavo

Savol a

Mul ti cast Address Al |l ocation June 2011

Droms, R, Ed., Bound, J., Volz, B., Lenon, T., Perkins,
C., and M Carney, "Dynanmic Host Configuration Protocol
for IPv6 (DHCPv6)", RFC 3315, July 2003.

Vohra, Q and E. Chen, "BGP Support for Four-octet AS
Nunber Space", RFC 4893, ©May 2007.

Ri tvanen, K., "Milticast Routing and Addressing", HUT
Report, Sem nar on | nternetworking, My 2004,
<http://ww. tm . hut.fi/Studi es/ T-110.551/ 2004/ papers/ >.
S

ific Computing Ltd.

| a@unet . fi

I nf or mati onal [ Page 14]






