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BGP-4 Protocol Analysis
Status of this Menp

This menmo provides information for the Internet community. This menp
does not specify an Internet standard of any kind. Distribution of
this neno is unlinited.

| nt roducti on

The purpose of this report is to docunent how the requirements for
advancing a routing protocol to Draft Standard have been satisfied by
the Border Gateway Protocol version 4 (BGP-4). This report sumrarizes
the key features of BGP, and anal yzes the protocol with respect to
scaling and performance. This is the first of two reports on the BGP
pr ot ocol

BGP-4 is an inter-autononmous systemrouting protocol designed for
TCP/IP internets. Version 1 of the BGP protocol was published in RFC
1105. Since then BGP versions 2, 3, and 4 have been devel oped.
Version 2 was documented in RFC 1163. Version 3 is docunmented in
RFC1267. The changes between versions are explained in Appendi x 2 of

[1].
Possi bl e applications of BGP in the Internet are docunented in [2].
Pl ease send comments to i wg@ns. net.

Key features and algorithnms of the BGP-4 protocol

This section summari zes the key features and al gorithns of the BGP
protocol. BGP is an inter-autononmous systemrouting protocol; it is
designed to be used between nultiple autononous systenms. BGP assunes
that routing within an autononobus systemis done by an intra-

aut ononmous systemrouting protocol. BGP does not nake any assunptions
about intra-autononmous systemrouting protocols enployed by the
various autononous systens. Specifically, BGP does not require al

aut ononpus systens to run the sane intra-autononpus systemrouting

pr ot ocol

BGP is a real inter-autononbus systemrouting protocol. It inposes no
constraints on the underlying Internet topology. The infornation
exchanged via BGP is sufficient to construct a graph of autononous
systens connectivity fromwhich routing | oops nmay be pruned and sone
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routing policy decisions at the autononmous system | evel may be
enf or ced.

The key features of the protocol are the notion of path attributes
and aggregation of network |layer reachability information (NLRI).

Path attributes provide BGP with flexibility and expandability. Path
attributes are partitioned into well-known and optional. The
provision for optional attributes allows experinentation that nmay

i nvol ve a group of BGP routers without affecting the rest of the
Internet. New optional attributes can be added to the protocol in
much the sanme fashion as new options are added to the Tel net
protocol, for instance.

One of the nost inportant path attributes is the AS-PATH AS
reachability information traverses the Internet, this information is
augnented by the |list of autonompbus systens that have been traversed
thus far, formng the AS-PATH. The AS-PATH all ows straightforward
suppression of the |ooping of routing infornmation. In addition, the
AS- PATH serves as a powerful and versatile nmechanismfor policy-based
routing.

BGP- 4 enhances the AS-PATH attribute to include sets of autononous
systens as well as lists. This extended format all ows generated
aggregate routes to carry path information fromthe nore specific
routes used to generate the aggregate.

BGP uses an algorithmthat cannot be classified as either a pure

di stance vector, or a pure link state. Carrying a conplete AS path in
the AS-PATH attribute allows to reconstruct |arge portions of the
overall topology. That nakes it simlar to the link state al gorithms.
Exchanging only the currently used routes between the peers nakes it
simlar to the distance vector algorithms.

To conserve bandw dth and processi ng power, BGP uses increnenta
updates, where after the initial exchange of conplete routing
information, a pair of BGP routers exchanges only changes (deltas) to
that information. Techni que of incremental updates requires reliable
transport between a pair of BGP routers. To achieve this
functionality BGP uses TCP as its transport.

In addition to increnental updates, BGP-4 has added the concept of
route aggregation so that infornmation about groups of networks may
represented as a single entity.

BGP is a self-contained protocol. That is, it specifies how routing

information i s exchanged both between BGP speakers in different
aut ononmous systens, and between BGP speakers within a single
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aut ononous system

To all ow graceful coexistence with EGP and OSPF, BGP provi des support
for carrying both EGP and OSPF derived exterior routes BGP al so
allows to carry statically defined exterior routes or routes derived
by other I GP infornmation.

BGP performance characteristics and scalability

In this section we’ll try to answer the question of how much |ink
bandwi dth, router nenory and router CPU cycles does the BGP protoco
consunme under normal conditions. W' Il also address the scalability

of BGP, and | ook at sone of its limts.

BGP does not require all the routers within an autononmus systemto
participate in the BGP protocol. Only the border routers that provide
connectivity between the | ocal autononous systemand its adjacent

aut ononous systens participate in BG. Constraining the set of
participants is just one way of addressing the scaling issue.

Li nk bandwi dth and CPU utilization

I mredi ately after the initial BGP connection setup, the peers
exchange conpl ete set of routing information. If we denote the tota
nunber of routes in the Internet by N, the mean AS distance of the
Internet by M (distance at the |evel of an autononbus system
expressed in ternms of the nunber of autononous systens), the tota
nunber of autonompbus systens in the Internet by A and assune that
the networks are uniformy distributed anong the aut ononbus systens,
then the worst case anount of bandwi dth consuned during the initia
exchange between a pair of BGP speakers is

MR = QN+ M* A

The following table illustrates typical amunt of bandw dth consumned
during the initial exchange between a pair of BGP speakers based on
the above assunptions (ignoring bandw dth consuned by the BGP
Header).

# NLRI Mean AS Di st ance # AS' s Bandwi dt h

10, 000 15 300 49, 000 bytes
20, 000 8 400 86, 000 bytes *
40, 000 15 400 172, 000 bytes
100, 000 20 3, 000 520, 000 bytes

* the actual "size" of the Internet at the the tine of this
docunent’s publication
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Note that nost of the bandwidth is consuned by the exchange of the
Net wor k Layer Reachability Information (NLRI).

BGP-4 was created specifically to reduce the amount of NLRI entries
carried and exchanged by border routers. BGP-4, along with CIDR [4]
has introduced the concept of the "Supernet" which describes a
power - of -t wo aggregati on of nore than one cl ass-based networKk.

Due to the advantages of advertising a few | arge aggregate bl ocks

i nstead of many smaller class-based individual networks, it is
difficult to estimate the actual reduction in bandw dth and
processi ng that BGP-4 has provided over BGP3. If we sinply enunerate
al |l aggregate blocks into their individual class-based networks, we
woul d not take into account "dead" space that has been reserved for
future expansion. The best nmetric for determning the success of
BGP-4's aggregation is to sanple the nunber NLRI entries in the

gl obally connected Internet today and conpare it to projected growh
rates before BGP-4 was depl oyed.

In January of 1994, router carrying a full routing | oad for the

gl obally connected Internet had approximately 19,000 network entries
(this nunmber is not exact due to local policy variations). The BGP
depl oyment working group estimated that the gromh rate at that tine
was over 1000 new networks per nmonth and increasing. Since the

wi despread depl oynent of BGP-4, the growth rate has dropped
significantly and a sanple done at the end of Novenber 1994 showed
approxi mately 21,000 entries present, as opposed to the expected
30, 000.

CPU cycl es consuned by BGP depends only on the stability of the
Internet. If the Internet is stable, then the only link bandw dth and
router CPU cycl es consuned by BGP are due to the exchange of the BGP
KEEPALI VE nessages. The KEEPALI VE nessages are exchanged only between
peers. The suggested frequency of the exchange is 30 seconds. The
KEEPALI VE nessages are quite short (19 octets), and require virtually
no processing. Therefore, the bandw dth consumed by the KEEPALIVE
nessages is about 5 bits/sec. Operational experience confirns that
the overhead (in ternms of bandwi dth and CPU) associated with the
KEEPALI VE nessages should be viewed as negligible. If the Internet
is unstable, then only the changes to the reachability information
(that are caused by the instabilities) are passed between routers
(via the UPDATE nessages). |f we denote the nunber of routing changes
per second by C, then in the worst case the amount of bandw dth
consunmed by the BGP can be expressed as (C * M. The greatest

over head per UPDATE nessage occurs when each UPDATE nessage contai ns
only a single network. It should be pointed out that in practice
routi ng changes exhibit strong locality with respect to the AS path.
That is routes that change are likely to have commpn AS path. In this
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case multiple networks can be grouped into a single UPDATE nessage,
thus significantly reducing the amount of bandw dth required (see
al so Appendix 6.1 of [1]).

Since in the steady state the |ink bandwi dth and router CPU cycles
consuned by the BGP protocol are dependent only on the stability of
the Internet, but are conpletely i ndependent on the nunber of
networ ks that conpose the Internet, it follows that BGP shoul d have
no scaling problems in the areas of |ink bandwi dth and router CPU
utilization, as the Internet grows, provided that the overal
stability of the inter-AS connectivity (connectivity between ASs) of
the Internet can be controlled. Stability issue could be addressed by
i ntroduci ng sone form of danpening (e.g., hold downs). Due to the
nature of BGP, such danpening should be viewed as a |ocal to an

aut ononmous system matter (see also Appendix 6.3 of [1]). It is

i mportant to point out, that regardl ess of BGP, one should not
underestimate the significance of the stability in the Internet.

Gromh of the Internet has made the stability issue one of the nost
crucial ones. It is inportant to realize that BGP, by itself, does
not introduce any instabilities in the Internet. Current observations
in the NSFNET show that the instabilities are largely due to the
ill-behaved routing within the autonomous systens that conpose the
Internet. Therefore, while providing BG with nechani sns to address
the stability issue, we feel that the right way to handl e the issue
is to address it at the root of the problem and to cone up with

i ntra-aut onomous routing schenmes that exhibit reasonable stability.

It also may be instructive to conpare bandw dth and CPU requirenents
of BGP with EGP. Wiile with BGP the conplete information is exchanged
only at the connection establishment tinme, with EGP the conpl ete

i nformation is exchanged periodically (usually every 3 nminutes). Note
that both for BGP and for EGP the anount of information exchanged is
roughly on the order of the networks reachable via a peer that sends
the informati on (see also Section 5.2). Therefore, even if one
assumes extrenme instabilities of BGP, its worst case behavior will be
the sane as the steady state behavior of EGP

Operational experience with BGP showed that the incremental updates
approach enpl oyed by BGP presents an enornous inmprovenment both in the
area of bandwi dth and in the CPU utilization, as conpared with

conpl ete periodic updates used by EGP (see al so presentation by
Denni s Ferguson at the Twentieth | ETF, March 11-15, 1991, St.Louis).
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Menory requirenments

To quantify the worst case nenory requirenments for BGP, denote the
total nunber of networks in the Internet by N, the mean AS di stance
of the Internet by M (distance at the | evel of an autononous system
expressed in terns of the nunber of autononous systens), the tota
nunber of autonompbus systens in the Internet by A and the tota
nunber of BGP speakers that a systemis peering with by K (note that
Kwll usually be domi nated by the total nunmber of the BGP speakers
within a single autonomous systen). Then the worst case menory

requi renents (MR) can be expressed as

MR =O(N+ M* A * K

In the current NSFNET Backbone (N = 2110, A =59, and M= 5) if each
network is stored as 4 octets, and each autonomous systemis stored
as 2 octets then the overhead of storing the AS path information (in
addition to the full conplenment of exterior routes) is less than 7
percent of the total nenory usage.

It is interesting to point out, that prior to the introduction of BGP
in the NSFNET Backbone, menory requirenments on the NSFNET Backbone
routers running EGP were on the order of (N * K). Therefore, the
extra overhead in menory incurred by the NSFNET routers after the

i ntroduction of BGP is |ess than 7 percent.

Since a nmean AS distance grows very slowy with the total number of
networks (there are about 60 autononmous systems, well over 2,000
net wor ks known in the NSFNET backbone routers, and the nmean AS

di stance of the current Internet is well below 5), for all practica
pur poses the worst case router nenory requirenents are on the order
of the total nunber of networks in the Internet tinmes the nunmber of
peers the |ocal systemis peering with. W expect that the tota
nunber of networks in the Internet will grow much faster than the
average nunber of peers per router. Therefore, scaling with respect
to the menory requirenents is going to be heavily dom nated by the
factor that is linearly proportional to the total nunber of networks
in the Internet.

The following table illustrates typical nenory requirenents of a
router running BGP. It is assumed that each network is encoded as 4
bytes, each AS is encoded as 2 bytes, and each networks is reachable
via sone fraction of all of the peers (# BGP peers/per net).
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# Networks Mean AS Distance # AS's # BGP peers/per net Menory Req

2,100 5 59 3 27,000
4,000 10 100 6 108, 000
10, 000 15 300 10 490, 000
100, 000 20 3,000 20 1, 040, 000

To put nmenory requirenments of BGP in a proper perspective, let's try
to put aside for a nonent the issue of what information is used to
construct the forwarding tables in a router, and just focus on the
forwardi ng tables thenselves. In this case one m ght ask about the
limts on these tables. For instance, given that right nowthe
forwarding tables in the NSFNET Backbone routers carry well over
20,000 entries, one mght ask whether it would be possible to have a
functional router with a table that will have 200,000 entries.
Clearly the answer to this question is conpletely independent of BGP
On the other hand the answer to the original questions (that was
asked with respect to BG) is directly related to the latter
guestion. Very interesting comments were given by Paul Tsuchiya in
his review of BGP in March of 1990 (as part of the BGP review
conmittee appoi nted by Bob Hinden). |In the review he said that, "BGP
does not scale well. This is not really the fault of BGP. It is the
fault of the flat I P address space. Gven the flat |P address space,
any routing protocol nust carry network nunbers in its updates." Wth
the introduction of CIDR [4] and BGP-4, we have attenpted to reduce
this limtation. Unfortunately, we cannot erase history nor can
BGP- 4 solve the problens inherent with inefficient assignment of
future address bl ocks.

To reiterate, BGP limts with respect to the nenory requirenents are
directly related to the underlying Internet Protocol (I1P), and
specifically the addressing schene enployed by I P. BG would provide
much better scaling in environments with nore flexi bl e addressing
schenes. It should be pointed out that with only very m nor
addi ti ons BGP was extended to support hierarchies of autononous
system [8]. Such hierarchies, conbined with an addressi ng schene that
woul d al l ow nore flexible address aggregation capabilities, can be
utilized by BGP-1ike protocols, thus providing practically unlimted
scaling capabilities.

Applicability of BGP
In this section we'll try to answer the question of what environnent
is BGP well suited, and for what is it not suitable? Partially this

guestion is answered in the Section 2 of [1], where the docunent
states the foll ow ng:
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"To characterize the set of policy decisions that can be enforced
usi ng BGP, one nust focus on the rule that an AS advertises to its
nei ghbor ASs only those routes that it itself uses. This rule
reflects the "hop-by-hop" routing paradi gmgenerally used
throughout the current Internet. Note that some policies cannot
be supported by the "hop-by-hop" routing paradi gmand thus require
techni ques such as source routing to enforce. For exanple, BGP
does not enable one AS to send traffic to a neighbor AS intending
that the traffic take a different route fromthat taken by traffic
originating in the neighbor AS. On the other hand, BGP can
support any policy conformng to the "hop-by-hop" routing
paradigm Since the current Internet uses only the "hop-by-hop"
routing paradi gmand since BGP can support any policy that
conforms to that paradigm BGP is highly applicable as an inter-AS
routing protocol for the current Internet."

VWiile BGP is well suitable for the current Internet, it is also

al nost a necessity for the current Internet as well. Operationa
experience with EG showed that it is highly inadequate for the
current Internet. Topological restrictions inmposed by EGP are
unjustifiable fromthe technical point of view and unenforceable
fromthe practical point of view Inability of EGP to efficiently
handl e i nformati on exchange between peers is a cause of severe
routing instabilities in the operational Internet. Finally,

i nformati on provided by BGP is well suitable for enforcing a variety
of routing policies.

Rat her than trying to predict the future, and overload BGP with a
variety of functions that may (or may not) be needed, the designers
of BGP took a different approach. The protocol contains only the
functionality that is essential, while at the same tine provides
flexi ble mechanisnms within the protocol itself that allow to expand
its functionality. Since BGP was designed with flexibility and
expandability in mnd, we think it should be able to address new or
evolving requirenments with relative ease. The exi stence proof of this
statenment may be found in the way how new features (like repairing a
partitioned autononobus systemwi th BGP) are already introduced in the
pr ot ocol

To sumarize, BGP is well suitable as an inter-autononpbus system
routing protocol for the current Internet that is based on IP (RFC
791) as the Internet Protocol and "hop-by-hop" routing paradigm It

is hard to specul ate whether BGP will be suitable for other
environnents where internetting is done by other than |IP protocols,
or where the routing paradigmwi |l be different.
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Security Considerations
Security issues are not discussed in this meno.
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