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A Proposed Fl ow Specification

Status of this Menp

This meno provides information for the Internet community. It does
not specify an Internet standard. Distribution of this meno is
unlimted.

Abst ract

A flow specification (or "flow spec") is a data structure used by

i nternetwork hosts to request special services of the internetwork,
of ten guarantees about how the internetwork will handl e sone of the
hosts’ traffic. |In the future, hosts are expected to have to request
such services on behal f of distributed applications such as
mul ti medi a conf er enci ng.

The flow specification defined in this meno is intended for

i nformati on and possi ble experinentation (i.e., experinental use by
consenting routers and applications only). This RFCis a product of
the Internet Research Task Force (I RTF).

| ntroducti on

The Internet research community is currently studying the problens of
supporting a new suite of distributed applications over

i nternetworks. These applications, which include nultinedia
conferencing, data fusion, visualization, and virtual reality, have
the property that they require the distributed system (the collection
of hosts that support the applications along with the internetwork to
which they are attached) be able to provide guarantees about the
qual ity of communicati on between applications. For exanple, a video
conference may require a certain mni mum bandwi dth to be sure that
the video images are delivered in a tinmely way to all recipients.

One way for the distributed systemto provide guarantees is for hosts
to negotiate with the internetwork for rights to use a certain part
of the internetwork’s resources. (An alternative is to have the
internetwork infer the hosts’ needs frominfornmation enbedded in the
data traffic each host injects into the network. Currently, it is
not clear how to make this schene work except for a rather limted
set of traffic classes.)
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There are a nunber of ways to effect a negotiation. For exanple a
negoti ati on can be done in-band or out-of-band. It can also be done
i n advance of sending data (possibly days in advance), as the first
part of a connection setup, or concurrently with sending (i.e., a
host starts sending data and starts a negotiation to try to ensure
that it will allowed to continue sending). Insofar as is possible
this neno is agnostic with regard to the variety of negotiation that
is to be done.

The purpose of this menp is to define a data structure, called a fl ow
specification or flow spec, that can be used as part of the
negotiation to describe the type of service that the hosts need from
the internetwork. This nmenmo defines the format of the fields of the
data structure and their interpretation. It also briefly describes
what purpose the different fields fill, and discusses why this set of
fields is thought to be both necessary and sufficient.

It is inmportant to note that the goal of this flow spec is to able to
descri be *any* flow requirenment, both for guaranteed flows and for
applications that sinply want to give hints to the internetwork about
their requirenents.

Format of the Fl ow Spec
0 1 2 3

01234567890123456789012345678901
A S S S e i S R T S S i SR S

| Ver si on | Maxi mum Transni ssi on Unit
B s i S i I i S S S i i
| Token Bucket Rate | Token Bucket Size
e s S i e S S S  h k. i R SR S
|  Maximum Transm ssi on Rate | M ni mum Del ay Noti ced
Lk i e T e S i i S SR TR R S
| Maxi mum Del ay Vari ation | Loss Sensitivity

B s i S i I i S S S i i
| Burst Loss Sensitivity | Loss Interval
el s S i i e e S R S S i i NS R SR
| Qual ity of Cuarantee |
b T R e e R S e

Di scussi on of the Fl ow Spec
The flow spec indicates service requirenments for a single direction
Multidirectional flows will need to request services in both
directions (using two fl ow specs).

To characterize a unidirectional flow, the flow spec needs to do four
t hi ngs.
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First, it needs to characterize howthe flows traffic will be
injected into the internetwork. |If the internetwork doesn’t know
what to expect (is it a gigabit-per-second flow or a three kilobit-
per-second flow?) then it is difficult for the internetwork to make
guarantees. (Note the word "difficult” rather than "inpossible.” It
may be possible to statistically manage traffic or over-engi neer the
network so well that the network can accept alnost all flows, without
setup. But this problem Il ooks far harder than asking the sender to
approximate its behavior so the network can plan.) 1In this flow
spec, injected traffic is characterized as having a sustainable rate
(the token bucket rate) a peak rate (the maxi mumtransn ssion rate),
and an approxi mate burst size (the token bucket size). A nore
preci se definition of each of these fields is given below. The
characterization is based, in part, on the work done in [1].

Second, the fl ow spec needs to characterize sensitivity to del ay.
Sone applications are nore sensitive than others. At the same tinme,
the internetwork will likely have a choice of routes with various

del ays available fromthe source to destination. For exanple, both
routes using satellites (which have very |long delays) and routes
using terrestrial lines (which will have shorter del ays) may be

avail able. So the sending host needs to indicate the flow s
sensitivity to delay. However, this field is only advisory. It only
tells the network when to stop trying to reduce the delay - it does
not specify a maxi num accept abl e del ay.

There are two problenms with allowi ng applications to specify the
maxi mum accept abl e del ay.

First, observe that an application would probably be happy with a
nmaxi mum del ay of 100 ns between the US and Japan but very unhappy
with a delay of 100 ns within the sane city. This observation
suggests that the maxinumdelay is actually variable, and is a
function of the delay that is considered achievable. But the

achi evabl e delay is largely determ ned by the geographic distance
bet ween the two peers, and this sort of geographical information is
usual |y not available froma network. Wrse yet, the advent of
nobi | e hosts nakes such information increasingly hard to provide. So
there is reason to believe that applications nmay have difficulty
choosi ng a rational nmaxi mum del ay.

The second problemwi th maxi num delays is that they are an attenpt to
quantify what perfornance is acceptable to users, and an application
usual | y does not know what performance will be acceptable its user
For exanple, a comon justification for specifying a maxi mm
acceptable delay is that human users find it difficult to talk to
each other over a link with nore than about 100 ns of del ay.
Certainly such del ays can nmake the conversation |l ess pleasant, but it
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is still possible to converse when del ays are several seconds | ong,
and gi ven a choice between no connection and a | ong del ay, nany users
will pick the delay. (The phone call may involve an inmportant matter

that nust be resolved.)

As part of specifying a flow s delay sensitivity, the flow spec nust
al so characterize how sensitive the flowis to the distortion of its
data stream

Packets injected into a network according to sone pattern will not
normal Iy come out of the network still conformng to the pattern
Instead, the pattern will have been distorted by queueing effects in

the network. Since there is reason to believe that it my nake

net wor k design easier to continue to allow the networks slightly
distort traffic patterns, it is expected that those applications
which are sensitive to distortion will require their hosts to use
some anount of buffering to reshape the flow back into its origina
form It seens reasonable to assune that buffer space is not
infinite and that a receiving systemw |l wish to limt the anount of
buffering that a single flow can use.

The amount of buffer space required for renmoving distortion at the
receiving systemis determned by the variation in end-to-end
transm ssi on del ays for data sent over the flow |If the transm ssion
delay is a nmean delay, D, plus or minus a variance, V, the receiving
system needs buffer space equivalent to 2 * V * the transnmni ssion
rate. To see why this is so, consider two packets, A and B, sent T
time units apart which nmust be delivered to the receiving application
T time units apart. |In the worst case, A arrives after a delay of
DV itinme units (the mininmumdelay) and B arrives after a delay of D+V
time units (the naxi mum del ay). The receiver cannot deliver B unti

it arrives, whichis T+ 2 * Vtime units after AL To ensure that A
is delivered T time units before B, A nust be buffered for 2 * V tine
units. The delay variance field is the value of 2 * V, and all ows
the receiver to indicate how nuch buffering it is willing to provide.

A third function of the flow spec is to signal sensitivity to |oss of
data. Sone applications are nore sensitive to the loss of their data
than other applications. Sone real-time applications are both
sensitive to loss and unable to wait for retransm ssions of data.

For these particularly sensitive applications, hosts may inpl enent
forward error correction on a flowto try to absolutely mnimze
loss. The loss fields allow hosts to request | oss properties
appropriate for the application s requirenents.

Finally, it is expected that the internetwork may be able to provide

a range of service guarantees. At the best, the internetwork may be
asked to guarantee (with tight probability bounds) the quality of
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service it will provide. O the internetwork nmay sinply be asked to
ensure that packets sent over the flow take a terrestrial path. The
quality of guarantee field indicates what type of service guarantee
the application desires.

Definition of Individual Fields
Ceneral Format of Fields

Wth a few exceptions, fields of the flow spec are expressed using a
common 16-bit format. This format has two forms. The first formis
shown bel ow.

0123456789012345
bk ok ok o R S R
| 0] Exponent | Val ue
B i S S S it s ol T S S

In this format, the first bit is 0, followed by 7 bits of an exponent
(E), and an 8-bit value (V). This format encodes a nunber, of the
formV * (2**E). This representati on was chosen to all ow easy
representation of a wi de range of values, while avoiding over-precise
representations.

In sonme case, systens will not wish to request a precise val ue but
rather sinply indicate sone sensitivity. For exanple, a virtua
term nal application |like Telnet will likely want to indicate that it

is sensitive to delay, but it may not be worth expressing particul ar
del ay values for the network to try to achieve. For these cases,

i nstead of a nunber, the field in the flow spec will take the
following form

0123456789012345
B ik T R e R S e i o ik s e
| 1] Vel | - defined Const ant |
T el I o e S S e el st (I S SR R

The first bit of the field is one, and is followed by a 15-bit
constant. The values of the constants for given fields are defined
bel ow. Any additional values can be requested fromthe Internet
Assi gned Nunbers Authority (1ANA).

Version Field
This field is a 16-bit integer in Internet byte order. It is the
versi on number of the flow specification. The version nunber of

the flow specification defined in this document is 1. The 1ANA s
responsi bl e for assigning future version nunbers for any proposed
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revisions of this flow specification
This field does not use the general field fornat.
Maxi mum Transmi ssion Unit (MU

A 16-bit integer in Internet byte order which is the naxi mum
nunber of bytes in the |argest possible packet to be transnitted
over this flow.

This field does not use the general field format.
The field serves two purposes.

It is a convenient unit for expressing |l oss properties. Using the
default MIU of the internetwork is inappropriate since the

i nternetwork have very |arge MIU, such the 64Kbytes of IP, but
applications and hosts may be sensitive to | osses of far |ess than
an MU s anount of data -- for exanple, a voice application would
be sensitive to a | oss of several consecutive small packets.

The MIU al so bounds the ampbunt of tinme that a flow can transmt,
uni nterrupted, on a shared nedi a.

Simlarly, the loss rates of links that suffer bit errors wll
vary dramatically based on the MIU size.

Token Bucket Rate

The token bucket rate is one of three fields used to define how
traffic will be injected into the internetwork by the sending
application. (The other two fields are the token bucket size and
the maxi mum transmni ssion rate.)

The token rate is the rate at which tokens (credits) are placed
into an i magi nary token bucket. For each flow, a separate bucket
is maintained. To send a packet over the flow, a host nust renove
a nunber of credits equal to the size of the packet fromthe token
bucket. If there are not enough credits, the host rmust wait unti
enough credits accurmul ate in the bucket.

Note that the fact that the rate is expressed in terns of a token
bucket rate does not nean that hosts mnust inplenent token buckets.
Any traffic management schene that yields equival ent behavior is
permitted.

The field is in the general field format and counts the nunber of
byte credits (i.e., right to send a byte) per second which are
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deposited into the token bucket. The value nmust be a nunber (not
a wel | -known constant).

The value zero is slightly special. It is used to indicate that
the application is not making a request for bandw dth guarant ees.
If this field is zero, then the Token Bucket Size nust al so be
zero, and the type of guarantee requested may be no higher than
predi cted servi ce.

Token Bucket Size

The token bucket size controls the maxi mum anount of data that the
flow can send at the peak rate. More formally, if the token
bucket size is B, and the token bucket rate is R over any
arbitrarily chosen interval T in the life of the flow, the anmount
of data that the fl ow sends cannot have exceeded B + (R * T)

byt es.

The token bucket is filled at the token bucket rate. The bucket
size limts how many credits the flow may store. Wen the bucket
is full, new credits are discarded.

The field is in the general field format and indicates the size of
the bucket in bytes. The value nust be a nunber.

Note that the bucket size nust be greater than or equal to the MU
si ze.

Zero is a legal value for the field and indicates that no credits
are saved

Maxi mum Transm ssi on Rate

The maxi mumtransnission rate limts how fast packets may be sent
back to back fromthe host. Consider that if the token bucket is
full, it is possible for the flowto send a series of back-to-back
packets equal to the size of the token bucket. |f the token
bucket size is large, this back-to-back run may be | ong enough to
significantly inhibit nultiplexing.

To limt this effect, the maxi mumtransni ssion rate bounds how
fast successive packets nay be placed on the network.

One can think of the maxi numtransnission rate control as being a
formof a | eaky bucket. Wen a packet is sent, a nunber of
credits equal to the size of the packet is placed into an enpty
bucket, which drains credits at the maxi numtransnm ssion rate. No
nore packets nay be sent until the bucket has enptied again

Partridge [ Page 7]



RFC 1363 A Proposed Fl ow Specification Sept ember 1992

The maxi mumtransmi ssion rate is the rate at which the bucket is
enptied. The field is in the general field format and indicates
the size of the bucket in bytes. The value nust be a nunber and
must be greater than or equal to the token bucket rate.

Note that the MIU size can be used in conjunction with the maxi num
transm ssion rate to bound how | ong an indivi dual packet bl ocks

ot her transm ssions. The MIU specifies the maxi numtine an

i ndi vi dual packet may take. The Maxi mum Transmi ssion Rate, linmits
the frequency with which packets may be placed on the network.

M ni mum Del ay Noti ced

The mininmum delay noticed field tells the internetwork that the
host and application are effectively insensitive to inprovenents
in end-to-end delay below this value. The network is encouraged
to drive the delay down to this value but need not try to inprove
the delay further.

The field is in the general field format.

I f expressed as a nunber it is the nunber of nicroseconds of del ay
bel ow whi ch the host and application do not care about

i nprovenents. Human users only care about delays in the
mllisecond range but sonme applications will be conputer to
conput er and conputers now have clock times neasured in a handfu
of nanoseconds. For such conputers, microseconds are an
appreciable time. For this reason, this field nmeasures in

m cr oseconds, even though that nay seem snal |

I f expressed as a well-known constant (first bit set), two field
val ues are accepted:

0 - the application is not sensitive to del ay

1 - the application is noderately delay sensitive
e.g., avoid satellite |links where possible).

Maxi mum Del ay Vari ation

If a receiving application requires data to be delivered in the
sane pattern that the data was transnmitted, it may be necessary
for the receiving host to briefly buffer data as it is received so
that the receiver can restore the old transnission pattern. (An
easy exanple of this is a case where an application wi shes to send
and transmt data such as voice sanmples, which are generated and
pl ayed at regular intervals. The regular intervals may be

di storted by queueing effects in the network and the receiver nmay
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have to restore the regul ar spacing.)

The armount of buffer space that the receiving host is willing to
provi de deternmi nes the amount of variation in delay pernmitted for
i ndi vi dual packets within a given flow. The maxi num del ay
variation field nakes it possible to tell the network how much
variation is permtted. (Inplenentors should note that the
restrictions on the maxi mumtransm ssion rate may cause data
traffic patterns to be distorted before they are placed on the
network, and that this distortion nust be accounted for in
determ ning the receiver buffer size.)

The field is in the general field format and nust be a nunber. It
is the difference, in nicroseconds, between the naxi num and

m ni mum possi bl e delay that a packet will experience. (There is
some question about whether mcrosecond units are too large. At a
terabit per second, one mcrosecond is a nmegabit. Presumably if a
host is willing to receive data at terabit speeds it is willing to
provi de negabits of buffer space.)

The value of 0, nmeaning the receiving host will not buffer out
del ays, is acceptable but the receiving host nmust still have
enough buffer space to receive a maxi mumtransm ssion unit sized
packet fromthe sending host. Note that it is expected that a
value of O will nake it unlikely that a flow can be established.

Loss Sensitivity
This field indicates how sensitive the flows traffic is to
| osses. Loss sensitivity can be expressed in one of two ways:
either as a nunber of |osses of MU sized packets in an interval,
or sinply as a value indicating a |level of sensitivity.
The field is in the general field format.
If the value is a nunber, then the value is the nunmber of MIU-
si zed packets that nmay be |ost out of the number of MIU sized
packets listed in the Loss Interval field.

If the value is a well-known constant, then one of two values is
permtted:

0 - the flowis insensitive to | oss

1 - the flowis sensitive to | oss (where possible
choose the path with the | owest |oss rate).
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Burst Loss Sensitivity

This field states how sensitive the flowis to | osses of
consecutive packets. The field enunmerates the maxi num nunber of
consecutive MIU-sized packets that may be |ost.

The field is in the general field format.

If the value is a nunber, then the value is the nunber of
consecutive MIU-sized packets that may be |ost.

If the value is a well-known constant, then the value 0 indicates
that the flowis insensitive to burst |oss.

Note that it is permissible to set the loss sensitivity field to
simply indicate sensitivity to loss, and set a numerical linmt on
the nunmber of consecutive packets that can be |ost.

Loss Interva

This field deternines the period over which the maxi mum nunber of
| osses per interval are measured. |In other words, given any
arbitrarily chosen interval of this Iength, the nunmber of | osses
may not exceed the nunber in the Loss Sensitivity field.

The field is in the general field format.

If the Loss Sensitivity field is a nunber, then this field nust
al so be a nunber and mnust indicate the nunber of MIU sized packets
whi ch constitutes a loss interval.

If the Loss Sensitivity field is not a nunber (i.e., is a well-
known constant) then this field nust use the well-known constant
of O (i.e., first bit set, all other bits 0) indicating that no
loss interval is defined.

Qual ity of CGuarantee

It is expected that the internetwork will likely have to offer
nore than one type of guarantee.

There are two unrel ated i ssues related to guarantees.

First, it may not be possible for the internetwork to nake a firm
guarantee. Consider a path through an internetwork in which the
last hop is an Ethernet. Experience has shown (e.g., some of the
| ETF conferencing experinents) that an Ethernet can often give
accept abl e performance, but clearly the internetwork cannot
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guarantee that the Ethernet will not saturate at sone tinme during
aflows lifetime. Thus it nust be possible to distinguish

bet ween fl ows which cannot tolerate the small possibility of a
failure (and thus nust guaranteed at every hop in the path) and
those that can tolerate islands of uncertainty.

Second, there is sonme prelimnary work (see [2]) that suggests
that sonme applications will be able to adapt to nodest variations
in internetwork performance and that network designers can exploit
this flexibility to allow better network utilization. 1In this
nodel , the internetwork would be allowed to deviate slightly from
the prom sed fl ow paranmeters during periods of load. This class
of service is called predicted service (to distinguish it from
guar ant eed service).

The difference between predicted service and service which cannot
be perfectly guaranteed (e.g., the Ethernet exanple nentioned
above) is that the inperfect guarantee nmakes no statistica

prom ses about how it might ms-behave. In the worst case, the

i mperfect guarantee will not work at all, whereas predicted
service will give slightly degraded service. Note too that

predi cted service assunmes that the routers and links in a path al
cooperate (to sonme degree) whereas an inperfect guarantee states
that sonme routers or links will not cooperate.

The field is a 16-bit field in Internet byte order. There are six
| egal val ues:

0 - no guarantee is required (the host is sinmply expressing
desired performance for the flow)

100 (hex) - an inperfect guarantee is requested.

200 (hex) - predicted service is requested and if unavail abl e,
then no flow should be established.

201 (hex) - predicted service is requested but an inperfect
guarantee i s acceptable.

300 (hex) - guaranteed service is requested and if a firm
guar ant ee cannot be given, then no flow should be
est abl i shed.

301 (hex) - guaranteed service is request and but an inperfect
guarantee i s acceptable.

It is expected that asking for predicted service or permtting an
i nperfect guarantee will substantially increase the chance that a
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flow request will be accepted
Possible Limtations in the Proposed Fl ow Spec

There are at |east three places where the flow spec is arguably

i nperfect, based on what we currently know about fl ow reservation.
In addition, since this is a first attenpt at a flow spec, readers
shoul d expect nodifications as we | earn nore.

First, the loss nodel is not perfect. Sinply stating that an
application is sensitive to loss and to burst loss is a rather crude
i ndi cation of sensitivity. However, explicitly enunerating |oss
requirenents within a cycle is also an inperfect nechanism The key
problemwith the explicit values is that not all packets sent over a
flowwi Il be a full MU in size. Expressed another way, the current
fl ow spec expects that an MIU-sized packet will be the unit of error
recovery. |If flows send packets in a range of sizes, then the | oss
bounds may not be very useful. However, the thought of allowi ng a
flowto request a set of |oss nodels (one per packet size) is
sufficiently painful that I've linmted the flowto one |oss profile.
Further study of |oss nodels is clearly needed.

Second, the m ninmum del ay sensitivity field limts a flowto stating
that there is one point on a performance sensitivity curve bel ow
which the flowis no longer interested in inproved performance. It
may be that a single point is insufficient to fully express a flow s
sensitivity. For exanple, consider a flow for supporting part of a
two-way voi ce conversation. Human users will notice inprovenments in
delay down to a few 10s of mlliseconds. However, the key point of
sensitivity is the delay at which normal conversation begins to
beconme awkward (about 100 nilliseconds). By allowi ng only one
sensitivity point, the flow spec forces the fl ow designer to either
ask for the best possible delay (e.g, a few 10's of ns) to try to get
maxi mum performance fromthe network, or state a sensitivity of about
95 s, and accept the possibility that the internetwork will not try
to inprove delay below that value, even if it could (and even though
the user would notice the inprovenent). M/ expectation is that a
sinple point is likely to be easier to deal with than attenpting to
enunerate two (or three or four) points in the sensitivity curve.

Third, the nodels for service guarantees is still evolving and it is
by no neans clear that the service choices provided are the correct
set.
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How an Internetwork is Expected to Handle a Fl ow Spec

There are at least two parts to the issue of how an internetwork is
expected to handle a flow spec. The first part deals with how the
flow spec is interpreted so that the internetwork can find a route
which will allow the internetwork to natch the flow s requirenents.
The second part deals with how the network replies to the host’s
request.

The preci se nmechanismfor setting up a flow, given a flow spec, is a
| arge topic and beyond the scope of this neno. The purpose of the
next few paragraphs is sinply to sketch an argunent that this flow
spec is sufficient to the requirenments of the setup mechani sms known
to the author.

The key problemin setting up a flowis determining if there exist
one or nore routes fromthe source to the destination(s) which m ght
be able to support the quality of service requested. Once one has a
route (or set of candidate routes) one can take whatever actions nay
be appropriate to confirmthat the route is actually viable and to
cause the flow s data to follow that route.

There are a nunber of ways to find a route. One might try to build a
route on the fly by establishing the flow hop-by-hop (as ST-11 does)
or one nmight consult a route server which provides a set of candi date
source routes derived froma routing database. However, whatever
systemis used, sonme basic information about the flow needs to be
provided to the routing system This information is:

* How much bandwi dth the flow may require. There's no point
inrouting a flow that expects to send at over 10 negabits per
second via a Tl (1.5 nmegabit per second) |ink.

* How del ay sensitive the application is. One does not w sh
to route a delay-sensitive application over a satellite link
unl ess the satellite link is the only possible route fromhere
to there.

* How nmuch error can be tolerated. Can we send this flow over
our m crowave channel on a rainy day or is a nore reliable |ink
required?

* How firmthe guarantees need to be. Can we put an Ethernet
in as one of the hops?

* How nmuch delay variation is tolerated. Again, can an Ethernet

be included in the path? Does the routing systemneed to worry
if the addition of this floww |l cause a fewrouters to run
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at close to capacity? (A side note: we assune that the routers
are running with priority queueing systems, so running the router
close to capacity doesn’t mean that all flows get |ong and

vari abl e del ays. Rather, running close to capacity neans that
high priority flows will be unaffected, and low priority flows
will get hit with a |lot of delay and variation.)

The flow spec provides all of this information. So it seens
pl ausi bl e to assume it provides enough information to make routing
deci sions at setup tinme.

The flow spec was designed with the expectation that the network
woul d give a yes or no reply to a request for a guaranteed fl ow.

Sone researchers have suggested that the negotiation to set up a flow
m ght be an extended negotiation, in which the requesting host
initially requests the best possible flow it could desire and then
haggles with the network until they agree on a flow with properties
that the network can actually provide and the application still finds
useful. This notion bothers me for at |east two reasons. First, it
nmeans setting up a flowis a potentially long process. Second, the
general problemof finding all possible routes with a given set of
properties is a version of the traveling sal esman problem and

don't want to enbed traveling salesman algorithns into a network’s
routing system

The nodel used in designing this flow spec was that a system woul d
ask for the mnimum |l evel of service that was deened acceptabl e and
the network would try to find a route that met that |evel of service.
If the network is unable to achieve the desired | evel of service, it
refuses the flow, otherwise it accepts the flow

The Fl ow Spec as a Return Val ue

This menmo does not specify the data structures that the network uses
to accept or reject a flow. However, the fl ow spec has been desi gned
so that it can be used to return the type of service being
guar ant eed.

If the request is being accepted, the mininumdelay field could be
set to the guaranteed or predicted delay, and the quality of
guarantee field could be set to no guarantee (0), inperfect guarantee
(100 hex), predicted service (200 hex), or guaranteed service (300
hex) .

If the request is being rejected, the flow spec could be nodified to

i ndi cate what type of flow the network believes it could accept e.g.
the traffic shape or delay characteristics could be adjusted or the

Partridge [ Page 14]



RFC 1363 A Proposed Fl ow Specification Sept ember 1992

type of guarantee lowered). Note that this returned fl ow spec would
likely be a hint, not a pronised offer of service.

Wy Type of Service is not Good Enough

The flow spec proposed in this meno takes the formof a set of

par anmet ers describing the properties and requirenents of the flow.
An al ternative approach which is sonetinmes nentioned (and which is
currently incorporated into IP) is to use a Type of Service (TOS)
val ue.

The TOS value is an integer (or bit pattern) whose val ues have been
predefined to represent requested quality of services. Thus, a TGOS
of 47 m ght request service for a flowusing up to 1 gigabit per
second of bandwi dth with a minimumdelay sensitivity of 100
mlliseconds.

TOS schenmes work well if the different quality of services that may
be requested are both enunerable and reasonably snall.
Unfortunately, these conditions do not appear to apply to future

i nternetworks. The range of possible bandwi dth requests alone is
huge. Conbine this range with several gradations of del ay

requi renents, and widely different sensitivities to errors and the
set of TOS val ues required becones extrenely large. (At |east one
person has suggested to the author that perhaps a TOS field conbi ned
with a bandwi dth paraneter m ght be appropriate. 1In other words, a
two paranmeter nmodel. That's a tenpting idea but ny gut feeling is
that it is not quite sufficient so |I’m proposing a nore conplete
paranetric nodel .)

Anot her reason to prefer paranetric service is optimnization issues.

A key issue in flow setup is trying to design the the routing system
to optimze its nanagenent of flows. One can optim ze on a nunber of
criteria. A good exanple of an optinization problemis the follow ng
guestion (expressed by Isidro Castineyra of BBN):

"G ven a request to establish a flow, how can the internetwork
accept that request in such a way as to maxi nize the chance that
the internetwork will also be able to accept the next flow
request ?"

The optim zation goal here is call-conpletion - naximzing the chance
that requests to establish flows will succeed. One m ght
alternatively try to maxinmze revenue (if one is charging for flows).

The internetwork is presumably in a better position to do

optim zations if it has nore information about the flow s expected
behavior. For exanple, if a TOS systemsays only that a flowis
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del ay sensitive, the routing system nmust seek out the nost direct
route for the flow But if the routing systemis told that the fl ow
is sensitive only to delays over 100 milliseconds, there nay be a
nunber of routes other than the nmpst direct route which can satisfy
this delay, thus |leaving the nost direct route available for a later
fl ow which needs a far | ower del ay.

In fairness, it should be noted that a danger of a paranetric node

is that it is very easy to have too nany paraneters. The yearn to
optim ze can be overdone. The goal of this flow spec is to enunerate
just enough parameters that it appears that essential needs can be
expressed, and the internetwork has sone information it can use to
try to manage the flows. Features that would sinply be nice or

useful to have (but not essential) are left out to keep the paraneter
space snal |

An Implication of the Flow Spec

It is inmportant to observe that the there are fields in the fl ow spec
that are based on information fromthe sender (such as rate
information) and fields in the flow spec that are based on
information fromthe receiver (such as delay variation). There are
also fields that may sender and receiver to negotiate in advance.

For exanple, the acceptable |loss rate may depend on whet her the
sender and receiver both support the same type of forward error
correction. The delay sensitivity for a voice connection may depend,
in part, on whether both sender and receiver support echo cancelling.

The inplication is that the internetwork nmust permt the sender and
receiver to communicate in advance of setting up a flow, because a
fl ow spec can only be defined once both sender and recei ver have had
their say. In other words, a reserved flow should not be the only
form of comuni cation. There nust be sonme nechanismto performa
short exchange of messages in preparation for setting up a flow.

(Anot her aside: it has been suggested that perhaps the solution to
this problemis to have the sender establish a flowwith an

i nconpl ete flow spec, and when the receiver gets the flow spec, have
the receiver send the conpleted fl ow spec back along the flow, so the
i nternetwork can "revise" the flow spec according to the receiver’s
desires. | have two problenms with this approach. First, it is
entirely possible that the receiver’s information may | ead the
internetwork to conclude that the flow established by the sender is
no good. For exanple, the receiver may indicate it has a smaller

tol erance for delay variation than expected and force the flow to be
rerouted over a conpletely different path. Second, if we try to
avoid having the receiver’s information cause the flowto fail, then
we have to over-allocate the flow s during the prelimnary setup.
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But over allocating the resources requested nmay | ead us to choose
better quality paths than we need for this flow. In other words, our
attenpts to optimze use of the network will fail.)

Advance Reservations and Fl ow Duration

The primary purpose of a flow specification is to provide information
to the internetwork so the internetwork can properly nanage the
proposed flow s traffic in the context of other traffic in the
internetwork. One question is whether the flow should give the
networ k information about when the flow is expected to start and how
long the flowis expected to | ast.

Announcing when a flowwill start is generally of interest for
advance reservations. (If the flowis not be reserved substantially
i n advance, the presentation of the flow spec to the internetwork can
be taken as an inplicit request for a flow, now) It is ny view that
advance reservation is a distinct problemfromthe describing the
properties of a flow. Advanced reservations will require sone
mechanismto maintain information in the network about flows which
are not currently active but are expected to be activated at some
time in the future. | anticipate this will require some sort of

di stributed database to ensure that information about advanced
reservations is not accidentally lost if parts of the internetwork
crash. | n other words, advance reservations will require

consi derabl e addi ti onal supporting baggage that it would probably be
better to keep out of the average fl ow spec.

Deci di ng whet her a fl ow spec shoul d contain informtion about how
long the flowis expected to run is a harder decision to nake.
Clearly if we anticipate that the internetwork will support advance
reservations, it will be necessary for elenents of the internetwork
to predict their traffic | oad, so they can ensure that advance
reservations are not conprom sed by new fl ow requests. However,
there is a school of thought that believes that estimating future

| oad fromcurrent behavior of existing flows is nore accurate than
anything the flows may have declared in their flow specs. For this

reason, |'ve left a duration field out of the flow spec.
Exanpl es
To illustrate how the fl ow spec val ues might be used, this section

presents three exanple fl ow specs.
Tel net

For the first exanple, consider using the flow spec to request
service for an existing application: Telnet. Telnet is a virtua
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term nal protocol, and one can think of it as stringing a virtua
wire across the network between the user’s termnal and a renpte
host .

Tel net has proved a very successful application wi thout a need to
reserve bandwi dth: the anmpunt of data sent over any Tel net
connection tends to be quite snmall. However, Telnet users are
often quite sensitive to delay, because delay can affect the tine
it takes to echo characters. This suggests that a Tel net
connection mght benefit fromasking the internetwork to avoid

| ong delay paths. It could so so using the follow ng fl ow spec
(for both directions):

Ver si on=1

Mru=80 [ 40 bytes of overhead + 40 bytes user data]
Token Bucket Rate=0/0/0 [don’t want a guarant ee]
Token Bucket Size=0/0/0

Maxi mum Transm ssi on Rat e=0/0/0

Maxi mum Del ay Noticed=1/1 [constant = delay sensitive]
Maxi mum Del ay Variation=0/0/0 [not a concern]

Loss Sensitivity=1/0 [don’t worry about | o0ss]
Burst Loss Sensitivity=1/0

Loss Interval =1/0

Quality of Guarantee=1/0 [just asking]

It is worth noting that Telnet’'s flow spec is likely to be the
sane for all instantiations of a Telnet connection. As a result,
there may be some optim zati ons possible (such as just tagging
Tel net packets as being subject to the well-known Tel net fl ow
spec).

A Voi ce Fl ow

Now consider transmtting voice over the Internet. Currently,
good quality voice can be delivered at rates of 32Kbit/s or
16Kbit/s. Assuming the rate is 32Kbit/s and voice sanples are 16
bit sanpl es packaged into UDP datagrans (for a data rate of about
60 Kbyte/s), a flow spec might be:

Ver si on=1

MIu=30 [2 byte sanple in UDP datagram

Token Bucket Rate=0/10/59 [60.4 Kbytes/s]

Token Bucket Size=0/0/30 [save enough to send i mediately
after pauses]

Maxi mum Transni ssi on Rat e=0/10/59 [ peak same as mean]

Maxi mum Del ay Noti ced=0/10/100 [100 ns]

Maxi mum Del ay Vari ati on=0/10/10 [keep variation | ow]

Loss Sensitivity=1/1 [l oss sensitive]
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Burst Loss Sensitivity=0/0/5 [keep bursts small]

Loss Interval =1/0

Quality of Guarantee=1/201 [predicted service and |'Il accept
wor se]

A Variable Bit-Rate Video Fl ow

Variable bit-rate video transm ssions vary the rate at which they
send data according to the anmount of the video image that has
changed between frames. In this exanple, we consider a one-way
broadcast of a picture. |If we assunme 30 franes a second and t hat
a full frame is about 1 nmegabit of data, and that on average about
10% of the frame changes, but in the worst case the entire frane
changes, the flow spec night be:

Ver si on=1

MIu=4096 [big so we can put lots of bits in each packet]

Token Bucket Rate=0/20/1 [8 Miits/s]

Token Bucket Size=0/17/2 [2 Miits/s]

Maxi mum Transni ssi on Rat e=0/20/30 [ 30 Mits/s]

Maxi mum Del ay Noticed=1/1 [somewhat del ay sensitive]

Maxi mum Del ay Variation=0/10/1 [no nore than one second of
buf f eri ng]

Loss Sensitivity=0/0/1 [worst case, one | oss per frane]

Burst Loss Sensitivity=0/0/1 [no burst errors please]

Loss Interval =0/0/33 [one frame in MIU sized packet s]

Quality of Guarantee=1/300 [guaranteed service only]

The token bucket is sized to be two frames of data, and the bucket
rate will fill the bucket every 250 ns. The expectation is that
full scene changes will be rare and that a fast rate with a |arge
bucket size should accommpdate even a series of scene changes.

Di scl ai ner

In all cases, these exanples are sinply to sketch the use of the
fl ow spec. The author makes no clainms that the actual val ues used
are the correct ones for a particular application

Security Consi derations

Security considerations definitely exist. For exanple, one m ght
assune that users are charged for guaranteed flows. |n that case
sone mechani sm nmust exist to ensure that a flow request (including
flow spec) is authenticated. However | believe that such issues have
to be dealt with as part of designing a negotiation protocol, and are
not part of designing the flow spec data structure.
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