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PROTOCOL STANDARD FOR A Net BI OS SERVI CE
ON A TCP/ UDP TRANSPORT:
CONCEPTS AND METHODS

ABSTRACT

Thi s RFC defines a proposed standard protocol to support NetBICS
services in a TCP/IP environment. Both |ocal network and internet
operation are supported. Various node types are defined to accommdate
| ocal and internet topologies and to allow operation with or wthout the
use of | P broadcast.

Thi s RFC describes the NetBlI GS-over-TCP protocols in a general nmanner,
enphasi zi ng the underlying ideas and techniques. Detailed
specifications are found in a conpani on RFC, "Protocol Standard For a
Net Bl OS Service on a TCP/UDP Transport: Detail ed Specifications".
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PROTOCCL STANDARD FOR A Net BI OS5 SERVI CE
ON A TCP/ UDP TRANSPORT:
CONCEPTS AND METHCDS

1. STATUS OF THI 'S MEMO
This RFC specifies a proposed standard for the Internet
conmunity. Since this topic is newto the Internet conmunity,
di scussi ons and suggestions are specifically requested.
Pl ease send witten coments to:
Kar| Auerbach
Epi | ogue Technol ogy Cor poration
P. O Box 5432
Redwood City, CA 94063
Pl ease send online comments to:
Avni sh Aggar wal
Internet: mxinu!excel an! avni sh@cbvax. ber kel ey. edu
Usenet : ucbvax! nt xi nu! excel an! avni sh
Di stribution of this document is unlinited.
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3. | NTRODUCTI ON

Thi s RFC describes the i deas and general mnethods used to provide
Net Bl CS on a TCP and UDP foundation. A conpanion RFC, "Protoco
Standard For a NetBI OGS Service on a TCP/UDP Transport: Detail ed
Specifications"[1] contains detailed descriptions of packet
formats, protocols, and defined constants and vari abl es.

The Net BI OS servi ce has becone the domi nant mechani sm for
personal computer networking. NetBlIOS provides a vendor

i ndependent interface for the | BM Personal Computer (PC) and
conpati bl e systens.

Net Bl OS defines a software interface not a protocol. There is no
"of ficial" NetBlIOS service standard. In practice, however, the

| BM PC-Network version is used as a reference. That version is
described in the I BM docunment 6322916, "Technical Reference PC
Net wor k" [ 2] .

Prot ocol s supporting NetBlI OGS services have been constructed on

di verse protocol and hardware foundations. Even when the same
foundation is used, different inplementations may not be able to

i nteroperate unless they use a comon protocol. To allow NetBI OGS
interoperation in the Internet, this RFC defines a standard
protocol to support NetBI OS services using TCP and UDP

Net Bl OS has generally been confined to personal conputers to
date. However, since |larger computers are often well suited to
run certain NetBI OS applications, such as file servers, this
speci fication has been designed to allow an inplenentation to be
built on virtually any type of systemwhere the TCP/IP protoco
suite is available.

This standard defines a set of protocols to support NetBlIOS
servi ces.

These protocols are nore than a sinple comruni cati ons service
involving two entities. Rather, this note describes a
distributed systemin which many entities play a part even if
they are not involved as an end-point of a particular NetBlIOS
connecti on.

Thi s standard neither constrains nor determ nes how t hose
services are presented to application prograns.

Nevertheless, it is expected that on conputers operating under
the PC-DOS and Ms-DOS operating systens that the existing NetBlIOS
interface will be preserved by inplenentors.

NOTE: Various synbolic values are used in this docunent. For
their definitions, refer to the Detail ed Specifications[1].
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4.

4.

DESI GN PRI NCI PLES

In order to devel op the specification the follow ng design principles
were adopted to guide the effort. Most are typical to any protoco
standardi zati on effort; however, sone have been assigned priorities
that may be consi dered unusual

1. PRESERVE Net Bl OS SERVI CES

In the absence of an "official" standard for NetBI OS services, the
version found in the I BM PC Network Technical Reference[2] is used.

NetBIOS is the foundation of a | arge body of existing applications.
It is desirable to operate these applications on TCP networks and to
ext end t hem beyond personal conputers into |arger hosts. To support
these applications, NetBIOS on TCP nmust closely conformto the
services offered by existing NetBl OS systens.

| BM PC- Net wor k Net Bl OS contai ns sone inplenentation specific
characteristics. This standard does not attenpt to conpletely
preserve these. It is certain that some existing software requires
these characteristics and will fail to operate correctly on a NetBIOS
service based on this RFC

4.2. USE EXI STI NG STANDARDS

4.

Prot ocol devel opnent, especially with standardi zation, is a demandi ng
process. The devel opnent of new protocols rmust be mnimnzed.

It is considered essential that an existing standard which provides
the necessary functionality with reasonabl e perfornance al ways be
chosen in preference to devel opi ng a new protocol

VWhen a standard protocol is used, it nust be unnodified.

3. MNMZE OPTI ONS

The standard for NetBIGS on TCP should contain few, if any, options.

VWere options are included, the options should be designed so that
devices with different option selections should interoperate.

4.4. TOLERATE ERRORS AND DI SRUPTI ONS

Net BI OS networks typically operate in an uncontrolled environment.
Conputers cone on-line at arbitrary tines. Conputers usually go
off-line without any notice to their peers. The software is often
operated by users who are unfamliar with networks and who nay
randomy perturb configuration settings.

Despite this chaos, NetBl OS networks work. NetBlIOS on TCP nust al so

Net BI OS Wor ki ng Group [ Page 8]
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be able to operate well in this environnent.

Robust operation does not necessarily mean that the network is proof
agai nst all disruptions. A typical NetBlIOS network may be di srupted
by certain types of behavior, whether inadvertent or malicious.

4.5. DO NOT REQUI RE CENTRAL NMANAGEMENT

Net Bl OS on TCP shoul d be able to operate, if desired, without

centralized nmanagenment beyond that typically required by a TCP based
net wor k.

4.6. ALLOW I NTERNET OPERATI ON

The proposed standard recogni zes the need for NetBl OS operation
across a set of networks interconnected by network (1P) level relays
(gat eways.)

However, the standard assunes that this formof operation will be
| ess frequent than on the | ocal MAC bridged-LAN

4.7. MN M ZE BROADCAST ACTIVITY

The standard pre-supposes that the only broadcast services are those
supported by UDP. Milticast capabilities are not assuned to be
available in any form

Despite the availability of broadcast capabilities, the standard
recogni zes that sone adm nistrations may wi sh to avoid heavy
broadcast activity. For exanple, an adm nistration nay wish to avoid
i sol ated non-participating hosts fromthe burden of receiving and

di scardi ng Net Bl OS broadcasts.

4.8. PERM T | MPLEMENTATI ON ON EXI STI NG SYSTEMS

The Net BI GS on TCP protocol should be inplenentable on comon

operating systens, such as Unix(tn) and VAX VM5(tn), without nassive
effort.

The Net BI GS protocol s should not require services typically
unavail able on presently existing TCP/UDP/IP inplementations.

4.9. REQUI RE ONLY THE M NI MUM NECESSARY TO OPERATE

The protocol definition should specify only the nmininml set of
protocols required for interoperation. However, additional protoco
el ements may be defined to enhance efficiency. These latter elenents
may be generated at the option of the sender, although they nust be
accepted by all receivers.
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4.10. MAXI M ZE EFFI Cl ENCY
To be useful, a protocol nust conduct its business quickly.
4.11. M N M ZE NEW | NVENTI ONS

When an existing protocol is not quite able to support a necessary
function, but with a small amount of change, it could, that protoco
shoul d be used. This is felt to be easier to achieve than

devel opnent of new protocols; further, it is likely to have nore
general utility for the Internet.

5. OVERVI EW CF Net Bl OS

This section describes the NetBlI OS services. It is for background
information only. The reader may chose to skip to the next section

Net Bl OS was desi gned for use by groups of PCs, sharing a broadcast
medi um  Both connection (Session) and connectionl ess (Datagran)
services are provided, and broadcast and multicast are supported.
Participants are identified by name. Assignnent of nanmes is

di stributed and hi ghly dynam c.

Net Bl OS applications enpl oy NetBl OS nechanisns to | ocate resources,
establ i sh connections, send and receive data with an application
peer, and terninate connections. For purposes of discussion, these
mechani sns will collectively be called the NetBlI OS Servi ce.

This service can be inplenented in nmany different ways. One of the
first inplenentations was for personal conmputers running the PC DOS
and Ms-DCS operating systens. It is possible to inplenent NetBl OS
wi thin other operating systems, or as processes which are,

thensel ves, sinply application prograns as far as the host operating
system i s concer ned.

The Net BI CS specification, published by IBMas "Technical Reference
PC Network"[2] defines the interface and services available to the
Net BI OS user. The protocols outlined by that document pertain only
to the IBM PC Network and are not generally applicable to other

net wor ks.

5.1. I NTERFACE TO APPLI CATI ON PROGRAMS

Net Bl S on personal conputers includes both a set of services and an
exact programinterface to those services. NetBlIOS on other conputer
systens may present the NetBlI OS services to prograns using ot her
interfaces. Except on personal conputers, no clear standard for a
Net BI CS software interface has energed
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5.2. NAME SERVI CE

Net Bl OS resources are referenced by name. Lower-I|evel address
information is not available to NetBlIOS applications. An
application, representing a resource, registers one or nore nanmes
that it wi shes to use

The nane space is flat and uses sixteen al phanumeric characters.
Nanmes may not start with an asterisk (*).

Registration is a bid for use of a name. The bid may be for

excl usive (unique) or shared (group) ownership. Each application
contends with the other applications in real tine. Inplicit

perm ssion is granted to a station when it receives no objections.
That is, a bid is made and the application waits for a period of
time. |If no objections are received, the station assumes that it has
per m ssi on.

A uni que nane should be held by only one station at a tinme. However,
duplicates ("nane conflicts") may arise due to errors.

Al'l instances of a group name are equival ent.

An application referencing a name generally does not know (or care)
whet her the name is registered as a unique or a group nane.

An explicit name deletion function is specified, so that applications
may renmove a nane. Inplicit nane del etion occurs when a station
ceases operation. |In the case of personal computers, inplicit name
deletion is a frequent occurrence.

The Nane Service primtives are:
1) Add Narme
The requesting application wants exclusive use of the nane.
2) Add Group Nane

The requesting application is willing to share use of the
nane wi th other applications.

3) Del et e Nane

The application no | onger requires use of the nane. It is
i mportant to note that typical use of NetBlIOS is anpng

i ndependent | y- operated personal conputers. A comopn way to
stop using a PCis to turn it off; in this case, the
graceful give-back mechani sm provided by the Del ete Nane
function, is not used. Because this occurs frequently, the
networ k service must support this behavior

Net BI OS Wor ki ng Group [ Page 11]
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5.3. SESSI ON SERVI CE

A session is a reliable nessage exchange, conducted between a pair of
Net BI CS applications. Sessions are full-duplex, sequenced, and
reliable. Data is organized into nessages. Each message may range
in size fromO to 131,071 bytes. No expedited or urgent data
capabilities are present.

Mul tiple sessions nay exist between any pair of calling and call ed
nanes.

The parties to a connection have access to the calling and call ed
nanes.

The Net Bl OS specification does not define how a connection request to
a shared (group) name resolves into a session. The usual assunption

is that a session may be established with any one owner of the called
group nane.

An inportant service provided to NetBICS applications is the
detection of sessions failure. The loss of a session is reported to
an application via all of the outstanding service requests for that
session. For exanple, if the application has only a NetBI OS receive
primtive pending and the session term nates, the pending receive
will abort with a term nation indication

Session Service primtives are:

1) Cal
Initiate a session with a process that is |istening under
the specified nane. The calling entity must indicate both a
calling nanme (properly registered to the caller) and a
cal | ed nane.

2) Li sten
Accept a session froma caller. The listen primtive may be

constrained to accept an incoming call froma nanmed caller
Alternatively, a call may be accepted fromany caller

3) Hang Up

G acefully termnate a session. Al pending data is
transferred before the session is terni nated.

4) Send
Transmt one nmessage. A tine-out can occur. A tinme-out of

any session send forces the non-graceful ternination of the
sessi on.
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A "chain send" primtive is required by the PC NetBI OS
software interface to allow a single nessage to be gathered
frompieces in various buffers. Chain Send is an interface
detail and does not effect the protocol

5) Recei ve

Receive data. A time-out can occur. A tine-out on a
session receive only term nates the receive, not the
session, although the data is |ost.

The receive primtive may be inplenmented with variants, such
as "Receive Any", which is required by the PC NetBI OS
software interface. Receive Any is an interface detail and
does not effect the protocol

6) Sessi on Status

otain information about all of the requestor’s sessions,
under the specified name. No network activity is involved.

5.4. DATAGRAM SERVI CE

The Datagram service is an unreliable, non-sequenced, connectionless
service. Datagrans are sent under cover of a nane properly
regi stered to the sender

Dat agrans nmay be sent to a specific name or may be explicitly
br oadcast .

Dat agrans sent to an exclusive nane are received, if at all, by the
hol der of that name. Datagrans sent to a group name are nulticast to
all holders of that nane. The sending application program cannot

di stingui sh between group and uni que nanes and thus nust act as if

al |l non-broadcast datagrans are multicast.

As with the Session Service, the receiver of the datagramis told the
sendi ng and receiving nanes.

Dat agram Service primtives are:
1) Send Dat agr am

Send an unreliable datagramto an application that is
associ ated with the specified name. The nane nay be uni que

or group; the sender is not aware of the difference. |If the
nane bel ongs to a group, then each nmenber is to receive the
dat agr am
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2) Send Broadcast Datagram

Send an unreliable datagramto any application with a
Recei ve Broadcast Datagram posted.

3) Recei ve Dat agram

Recei ve a datagram sent by a specified originating name to
the specified nane. |If the originating nane is an asteri sk,
then the datagram may have been origi nated under any nane.

Note: An arriving datagramw || be delivered to all pending
Recei vi ng Dat agranms that have source and desti nation

speci fications matching those of the datagram |n other
words, if a program (or group of prograns) issue a series of
i dentical Receive Datagranms, one datagramw ||l cause the
entire series to conplete.

4) Recei ve Broadcast Datagram
Recei ve a datagram sent as a broadcast.
If there are nultiple pending Receive Broadcast Datagram
operations pending, all will be satisfied by the sane
recei ved dat agram
5.5. M SCELLANEQUS FUNCTI ONS

The following functions are present to control the operation of the

hardware interface to the network. These functions are generally

i mpl enent ati on dependent.

1) Reset

Initialize the local network adapter.

2) Cancel
Abort a pending NetBI CS request. The successful cancel of a
Send (or Chain Send) operation will term nate the associated
sessi on.

3) Adapt er St at us

ot ain informati on about the |l ocal network adapter or of a
renot e adapter.

4) Unl i nk

For use with Renote Program Load (RPL). Unlink redirects
t he PC boot disk device back to the |ocal disk. See the
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5.

6.

Net Bl OS specification for further details concerning RPL and
the Unlink operation (see page 2-35in [2]).

5) Renot e Program Load

Renote Program Load (RPL) is not a NetBICS function. It is
a NetBI CS application defined by IBMin their NetBl OS
specification (see pages 2-80 through 2-82 in [2]).

6. NON- STANDARD EXTENSI ONS

The 1 BM Token Ring inplenentation of NetBl OS has added at | east one
new user capability:

1) Find Nare

This function determ nes whether a given nanme has been
regi stered on the network.

Net BI OS FACI LI TI ES SUPPORTED BY THI S STANDARD

The protocol specified by this standard pernits an inplenenter to
provide all of the NetBlIOS services as described in the | BM
"Techni cal Reference PC Network"[2].

The following NetBIOS facilities are outside the scope of this
specification. These are local inplenmentation matters and do not
i mpact interoperability:

- RESET

- SESSI ON STATUS

- UNLI NK

- RPL (Renpte Program Load)

REQUI RED SUPPORTI NG SERVI CE | NTERFACES AND DEFI NI TI ONS

The protocols described in this RFC require service interfaces to the
foll ow ng:

- TCP[ 3, 4]
- UDP[ 5]

Byte ordering, addressing conventions (including addresses to be
used for broadcasts and multicasts) are defined by the nost
recent version of:

- Assigned Nunbers[ 6]

Additional definitions and constraints are in
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- IP[7]
- Internet Subnets[8,9, 10]

RELATED PROTOCCLS AND SERVI CES

The design of the protocols described in this RFC allow for the
future incorporation of the follow ng protocols and services.

However, before this may occur, certain extensions may be required to
the protocols defined in this RFC or to those listed bel ow

- Dommin Nane Service[ 11, 12,13, 14]
- Internet Group Multicast[15, 16]

Net Bl OS5 SCOPE

A "Net Bl OS Scope" is the popul ati on of conmputers across which a
regi stered NetBIOS nane is known. NetBlICS broadcast and nulticast
dat agram operati ons nust reach the entire extent of the NetBl OS
scope.

An internet may support nultiple, non-intersecting NetBlOS Scopes.

Each Net Bl OS scope has a "scope identifier". This identifier is a
character string neeting the requirenments of the domain name system
for domain nanes.

NOTE: Each inmpl enentati on of NetBI CS-over-TCP rmust provide
mechani sns to manage the scope identifier(s) to be used.

Control of scope identifiers inplies a requirenent for additiona

Net BIOS interface capabilities. These nay be provided through

ext ensions of the user service interface or other means (such as node
configuration parameters.) The nature of these extensions is not

part of this specification

Net Bl OS END- NODES

End- nodes support NetBI OS service interfaces and contain
applications.

Three types of end-nodes are part of this standard:
- Broadcast ("B") nodes
- Point-to-point ("P") nodes
- Mxed node ("M') nodes

An | P address may be associated with only one instance of one of the
above types.

Wt hout havi ng prel oaded nanme-to-address tables, NetBI OS participants
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are faced with the task of dynamically resolving references to one
another. This can be acconplished with broadcast or nedi ated point-
t o- poi nt conmuni cati ons.

B nodes use | ocal network broadcasting to effect a rendezvous with

one or nore recipients. P and M nodes use the Net Bl OS Nane Server

(NBNS) and the NetBlI OS Dat agram Di stribution Server (NBDD) for this
sane purpose.

End- nodes may be comnbined in various topologies. No matter how
conbi ned, the operation of the B, P, and M nodes is not altered.

NOTE: It is reconmended that the administration of a NetBlIOS
scope avoid using both Mand B nodes within the sanme scope.
A Net Bl OS scope should contain only B nodes or only P and M
nodes.

1. BROADCAST (B) NODES

Broadcast (or "B") nodes communicate using a mx of UDP datagrans
(both broadcast and directed) and TCP connections. B nodes may
freely interoperate with one another within a broadcast area. A
broadcast area is a single MAC bridged "B-LAN'. (See Appendix A for
a discussion of using Internet Goup Milticasting as a neans to
extend a broadcast area beyond a single B-LAN.)

2. PO NT-TO PO NT (P) NODES

Poi nt-to-point (or "P') nodes comunicate using only directed UDP
dat agrans and TCP sessions. P nodes neither generate nor listen for
broadcast UDP packets. P nodes do, however, offer NetBICS | eve
broadcast and nulticast services using capabilities provided by the
NBNS and NBDD.

P nodes rely on NetBI OS nane and datagram di stribution servers.
These servers nmay be local or renote; P nodes operate the sane in
ei t her case.

3. M XED MODE (M NODES

M xed nmode nodes (or "M') nodes are P nodes which have been given
certain B node characteristics. M nodes use both broadcast and

uni cast. Broadcast is used to inprove response tinme using the
assunption that nost resources reside on the |ocal broadcast nedium
rather than somewhere in an internet.

M nodes rely upon NBNS and NBDD servers. However, M nodes may
continue limted operation should these servers be tenporarily
unavai | abl e.

Net BI OS Wor ki ng Group [ Page 17]



RFC 1001 March 1987

11.

11.

Net Bl S SUPPORT SERVERS
Two types of support servers are part of this standard

- NetBI OGS name server ("NBNS') nodes
- Nethbios datagramdi stribution ("NBDD') nodes

NBNS and NBDD nodes are invisible to NetBlIOS applications and are
part of the underlying NetBl OS nechani sm

Net BI CS nane and datagram di stribution servers are the focus of name
and datagram activity for P and M nodes.

Both the name (NBNS) and datagram distribution (NBDD) servers are
permitted to shift part of their operation to the P or M end-node
whi ch is requesting a service.

Since the assignnent of responsibility is dynamc, and since P and M
nodes nust be prepared to operate should the NetBlI OGS server del egate
control to the nmaxi mum extent, the systemnaturally accommodates

i mprovenents in NetBlIOS server function. For exanmple, as I|nternet
Group Multicasting becones nore w despread, new NBDD i npl ement ati ons
may el ect to assume full responsibility for NetBl OS datagram

di stribution.

Interoperability between different inplenmentations is assured by
i mposi ng requirenents on end-node inplenentations that they be able
to accept the full range of |egal responses fromthe NBNS or NBDD.

1. Net Bl OS NAME SERVER ( NBNS) NODES

The NBNS is designed to allow considerable flexibility with its
degree of responsibility for the accuracy and nanagenent of NetBIOS
nanes. On one hand, the NBNS may el ect not to accept ful
responsibility, leaving the NBNS essentially a "bulletin board" on
whi ch nane/address infornmation is freely posted (and renoved) by P
and M nodes without validation by the NBNS. Alternatively, the NBNS
may el ect to conpletely manage and validate nanes. The degree of
responsibility that the NBNS assunes is asserted by the NBNS each
time a name is clained through a sinple nmechanism Shoul d the NBNS
not assert full control, the NBNS returns enough information to the
requesting node so that the node may chal |l enge any putative hol der of
t he name.

This ability to shift responsibility for NetBl OS name nanhagenent

bet ween the NBNS and the P and M nodes allows a network adm nistrator
(or vendor) to nmake a tradeoff between NBNS sinplicity, security, and
del ay characteristics.

A single NBNS may be inmplemented as a distributed entity, such as the
Domai n Narme Service. However, this RFC does not attenpt to define
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the internal conmuni cati ons which woul d be used.
1.1. RELATIONSH P OF THE NBNS TO THE DOVAI N NAME SYSTEM

The NBNS design attenpts to align itself with the Domai n Name System
in a nunber of ways.

First, the NetBlIOS nanes are encoded in a form acceptable to the
domai n nanme system

Second, a scope identifier is appended to each NetBI OS name. This
identifier nmeets the restricted character set of the domain system
and has a |l eading period. This nmakes the NetBIOS nane, in

conjunction with its scope identifier, a valid donmain system nane.

Third, the negotiated responsibility nechanisns pernmt the NBNS to be
used as a sinple bulletin board on which are posted (nane, address)
pairs. This parallels the existing domain sytem query service.

This RFC, however, requires the NBNS to provide services beyond those
provi ded by the current domain name system An attenpt has been nade
to coalesce all the additional services which are required into a set
of transactions which foll ow domai n nane system styles of interaction
and packet formats.

Anong the areas in which the domain name service nust be extended
before it nmay be used as an NBNS are:

- Dynamic addition of entries

- Dynanic update of entry data

- Support for nultiple instance (group) entries

- Support for entry tine-to-live values and ability to accept
refresh nmessages to restart the tinme-to-live period

- Newentry attributes

2.  Net Bl OS DATAGRAM DI STRI BUTI ON SERVER ( NBDD) NODES

The internet does not yet support broadcasting or multicasting. The
NBDD ext ends Net Bl OS datagram di stribution service to this
envi ronnent .

The NBDD nay el ect to conplete, partially conplete, or totally refuse
to service a node’'s request to distribute a NetBl OS datagram An
end- node may query an NBDD to determ ne whether the NBDD will deliver
a datagramto a specific NetBl OS nane.

The design of NetBl OS-over-TCP lends itself to the use of Internet
Group Multicast. For details see Appendi x A
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3. RELATI ONSHI P OF NBNS AND NBDD NODES
This RFC defines the NBNS and NBDD as distinct, separate entities.

In the absence of NetBI OS nane information, a NetBlI OS dat agram
di stribution server nust send a copy to each end-node within a
Net Bl OS scope

An inplenmenter may el ect to construct NBNS and NBDD nodes whi ch have
a private protocol for the exchange of NetBlI OS nane information.

Al ternatively, an NBNS and NBDD may be inplenmented within the same
devi ce.

NOTE: | npl ementati ons contai ning private NBNS-NBDD protocols or
conbi ned NBNS-NBDD functions nust be clearly identified.

4. RELATIONSHI P OF Net BI OS5 SUPPORT SERVERS AND B NODES

As defined in this RFC, neither NBNS nor NBDD nodes interact with B
nodes. NetBIOS servers do not listen to broadcast traffic on any
broadcast area to which they nmay be attached. Nor are the NetBICS
support servers even aware of B node activities or nanes clained or
used by B nodes.

It nmay be possible to extend both the NBNS and NBDD so that they
participate in B node activities and act as a bridge to P and M
nodes. However, such extensions are beyond the scope of this
speci fication.

TOPOLOG ES

B, P, M NBNS, and NBDD nodes may be conbined in various ways to form
useful NetBICS environnents. This section describes sone of these
conbi nati ons.

There are three classes of operation:

- Cass 0: B nodes only.

- Cass 1: P nodes only.

- Cass 2: P and M nodes together
In the drawi ngs which follow, any P node may be replaced by an M
node. The effects of such replacenent will be nentioned in
conjunction with each exanpl e bel ow.
1. LOCAL

A NetBI OS scope is operating locally when all entities are within the
sane broadcast area
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1.1. B NODES ONLY

Local operation with only B nodes is the npbst basic node of
operation. Name registration and di scovery procedures use broadcast
mechani sms.  The NetBI OS scope is [imted by the extent of the
broadcast area. This configuration does not require NetBlIOS support
servers.

====t=========+=====BROADCAST ARFA=====+========—=—=4=-=—==—=—=—=—=—=—4====
| | | | |
| | | | |
N S 4o oot N S
| B | | B | | B | | B | | B |
+----- + +----- + +----- + +----- + +----- +

1.2. P NODES O\LY

This configuration would typically be used when the network
adm ni strator desires to elimnate NetBIOS as a source of broadcast
activity.

—===4=========4==========+=B’ CAST AREA=+==========+4=-=—=======4====
| | | | | |
| | | | | |
+--+--+ +--+--+ +--+--+ +--+--+ +--+--+ +--+--+
Pl 1 P | | NBNS | | P INBDD | | P |
o + o + o + o + o + o +

This configuration operates the same as if it were in an internet and
is cited here only due to its convenience as a neans to reduce the
use of broadcast.

Repl acenent of one or nore of the P nodes with M nodes will not

af fect the operation of the other P and M nodes. P and M nodes will
be able to interact with one another. Because M nodes use broadcast,
overal | broadcast activity will increase.

1.3. MXED B AND P NODES

B and P nodes do not interact with one another. Replacenent of P
nodes with M nodes will allow B's and Ms to interact.

NOTE: B nodes and M nodes nay be interm xed only on a | oca
broadcast area. B and M nodes should not be interm xed in
an i nternet environnent.
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P NODES ONLY

March 1987

P nodes may be scattered at various |locations in an internetwork.

They require both an NBNS and an NBDD for
respectively.

support,

Net BI OS nane and dat agram

The Net BI OS scope is determned by the NetBl OS scope identifier

(domai n nane) used by the various P (and M nodes.

contai n nunerous Net Bl OS scopes.

omm-- +
| Pt
S e +
/
/
omm-- +
| NBNS +
S e +

S R +
| P |
+--4- -+ | +
| |----+
| | +
_____ +-----\ |
R + | +
| NTERNET +--+G WAY | -+----+
| S R, + | +
..... g |
| I
| |-+
+-- - -+ | +
| NBDD |
+--4- -+

An internet may

----- +
P |
----- +
----- +
P |
----- +
----- +
P
----- +

Any P node may be replaced by an M node with no | oss of function to

any node.

However ,

broadcast activity wll

be increased in the

broadcast area to which the M node is attached.
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2.2. MXED M AND P NCDES

M and P nodes may be mixed. Wen |ocating NetBlI OS names, M nodes
will tend to find names held by other M nodes on the sane conmon
broadcast area in preference to nanes held by P nodes or M nodes
el sewhere in the network.

+----- +
| P
o - -+
|
|
[ P \
+--m-a + | +--m-a +
| P +------ + | NTERNET +------ +NBDD
+-- - - + | | +-- - - +
[---- T /
/ |
/ |
+----- + +--4- -+
| NBNS + | G WAY]
T + oo -+
I
—===+=========+==========+=B’ CAST AREA=+==========+=========+====
| | | | | |
| | | | | |
oo - -+ oo - -+ oo - -+ oo - -+ oo - -+ oo - -+
ML P M P M P
Fom o + Fom o + oo -+ Fom o + Fom o + Fom o +

NOTE: B and M nodes should not be intermixed in an internet
environnent. Doing so would all ow undetected NetBl OS nane
conflicts to arise and cause unpredi ctabl e behavi or

GENERAL METHODS

Overlying the specific protocols, described later, are a few genera
nmet hods of interaction between entities.

1. REQUEST/ RESPONSE | NTERACTI ON STYLE

Most interactions between entities consist of a request flowing in
one direction and a subsequent response flowing in the opposite
direction.

In those situations where interactions occur on unreliable transports
(i.e. UDP) or when a request is broadcast, there nay not be a strict

i nterlocking or one-to-one relationship between requests and
responses.
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In no case, however, is nore than one response generated for a
received request. Wile a response is pending the responding entity
may send one or nore wait acknow edgenents.

1.1. RETRANSM SSI ON OF REQUESTS

UDP is an unreliable delivery mechani smwhere packets can be |ost,
recei ved out of transnit sequence, duplicated and delivery can be
significantly delayed. Since the NetBlIOS protocols make heavy use of
UDP, they have conpensated for its unreliability with extra

mechani sns.

Each Net Bl OS packet contains all the necessary information to process
it. None of the protocols use nultiple UDP packets to convey a
single request or response. |If nore information is required than
will fit in a single UDP packet, for example, when a P-type node
wants all the owners of a group nane froma NetBlI OS server, a TCP
connection is used. Consequently, the NetBIOS protocols will not

fail because of out of sequence delivery of UDP packets.

To overcone the |l oss of a request or response packet, each request
operation will retransmt the request if a response is not received
within a specified tine Iimt.

Prot ocol operations sensitive to successive response packets, such as
nane conflict detection, are protected from duplicated packets
because they ignore successive packets with the same NetBlI OS
information. Since no state on the responder’s node is associ ated
with a request, the responder just sends the appropriate response
whenever a request packet arrives. Consequently, duplicate or

del ayed request packets have no inpact.

For all requests, if a response packet is delayed too | ong anot her

request packet will be transmtted. A second response packet being
sent in response to the second request packet is equivalent to a
duplicate packet. Therefore, the protocols will ignore the second
packet received. |If the delivery of a response is delayed unti

after the request operation has been conpl eted, successfully or not,
the response packet is ignored.

1.2. REQUESTS W THOUT RESPONSES: DEMANDS

Sone request types do not have matching responses. These requests
are known as "demands". In general a "denand" is an inperative
request; the receiving node is expected to obey. However, because
demands are unconfirned, they are used only in situations where, at
nost, |limted damage woul d occur if the demand packet shoul d be |ost.

Demand packets are not retransmitted.

Net BI OS Wor ki ng Group [ Page 24]



RFC 1001 March 1987

13.

13.

13.

14.

2.  TRANSACTI ONS

Interactions between a pair of entities are grouped into
"transactions". These transactions conprise one or nore
request/response pairs.

2.1. TRANSACTION ID

Since multiple sinmultaneous transactions nay be in progress between a
pair of entities a "transaction id" is used.

The originator of a transaction selects an ID unique to the
originator. The transaction id is reflected back and forth in each
interaction within the transaction. The transaction partners nust
mat ch responses and requests by conparison of the transaction ID and
the I P address of the transaction partner. |If no matching request
can be found the response must be di scarded.

A new transaction I D should be used for each transaction. A sinple
16 bit transaction counter ought to be an adequate id generator. It
i s probably not necessary to search the space of outstanding
transaction IDto filter duplicates: it is extrenely unlikely that
any transaction will have a lifetime that is nore than a smal
fraction of the typical counter cycle period. Use of the IP
addresses in conjunction with the transaction ID further reduces the
possi bility of damage should transaction IDs be prematurely re-used.

3. TCP AND UDP FOUNDATI ONS

Thi s version of the NetBlI OS-over-TCP protocols uses UDP for many
interactions. In the future this RFC may be extended to pernit such
interactions to occur over TCP connections (perhaps to increase
efficiency when multiple interactions occur within a short tinme or
when Net Bl OS datagramtraffic reveals that an application is using
Net Bl S dat agrans to support connection- oriented service.)

REPRESENTATI ON OF NETBI OS NAMES

Net Bl OS nanes as seen across the client interface to NetBIOS are
exactly 16 bytes long. Wthin the NetBl OS-over-TCP protocols, a
| onger representation is used.

There are two | evels of encoding. The first |evel maps a Net Bl OS
name into a domain system nane. The second |evel maps the domain
system nane into the "conpressed" representation required for
interaction with the domain name system

Except in one packet, the second | evel representation is the only
Net BI OS nane representation used i n NetBl OS-over-TCP packet formats.
The exception is the RDATA field of a NODE STATUS RESPONSE packet .

Net BI OS Wor ki ng Group [ Page 25]



RFC 1001 March 1987

14.

1. FIRST LEVEL ENCODI NG
The first level representation consists of two parts:

- NetBI OS nanme
- NetBICS scope identifier

The 16 byte NetBI OGS nane is mapped into a 32 byte wide field using a
reversible, half-ASCIl, biased encoding. Each half-octet of the

Net Bl S nane is encoded into one byte of the 32 byte field. The
first half octet is encoded into the first byte, the second half-
octet into the second byte, etc.

Each 4-bit, half-octet of the NetBIOS nane is treated as an 8-bit,

ri ght-adjusted, zero-filled binary nunmber. This nunber is added to

val ue of the ASCI| character 'A (hexidecimal 41). The resulting 8-
bit number is stored in the appropriate byte. The follow ng di agram
denonstrates this procedure:

01234567
T
la bcdwxy z| ORI G NAL BYTE
T

Fomm e + Fomm e +
| | SPLIT THE N BBLES
v %
01234567 01234567
T it NI N S R T it NI N S R
|O0O0O0abcd |[O0O0O0wWXYy Z
R e ok o R e ok o
| |
+ + ADD ' A
| |
01234567 01234567
ok o e e ok o e e
|[O1 000001 |01 000001
R R S o R R S o

This encoding results in a NetBl OS nane being represented as a
sequence of 32 ASCI I, upper-case characters fromthe set
{A/B,C...N O F}.

The Net Bl OS scope identifier is a valid domain name (without a
| eadi ng dot).

An ASCI| dot (2E hexidecinmal) and the scope identifier are appended
to the encoded formof the NetBICS nane, the result formng a valid
donai n nane.
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For exanple, the NetBI OS nane "The NetBI CS nanme" in the NetBlI CS scope
"SCOPE. | D. COM' woul d be represented at |evel one by the ASCI
character string:

FEGHGFCAEOG-HEECEJ EPFDCAHEGBGNGF. SCOPE. | D. COM
14.2. SECOND LEVEL ENCODI NG

The first | evel encoding nust be reduced to second |evel encoding.
This is perforned according to the rules defined in on page 31 of RFC
883[12] in the section on "Domai n nane representati on and
conpression". Also see the section titled "Nane Formats" in the
Det ai | ed Specifications[1].

15. Net BI G5 NAME SERVI CE

Bef ore a name may be used, the name nust be registered by a node.
Once acquired, the nane nust be defended agai nst inconsistent

regi stration by other nodes. Before building a NetBlIOS session or
sending a NetBI OS datagram the one or nmore holders of the nane nust
be | ocat ed.

The Net BI S nane service is the collection of procedures through
whi ch nodes acquire, defend, and | ocate the hol ders of NetBlI OS nanes.

The nane service procedures are different dependi ng whether the end-
node is of type B, P, or M

15.1. OVERVI EW OF Net BI OS NAME SERVI CE
15.1.1. NAME REQ STRATION (CLAIM

Each Net Bl OS node can own nore than one name. Nanes are acquired
dynam cal ly through the registration (name claim procedures.

Every node has a permanent unique nane. This nane, |ike any other
nane, nust be explicitly registered by all end-node types.

A name can be uni que (exclusive) or group (non-exclusive). A unique
nane nmay be owned by a single node; a group name may be owned by any
nunber of nodes. A nane ceases to exist when it is not owned by at

| east one node. There is no intrinsic quality of a name which
determines its characteristics: these are established at the tine of
regi stration.

Each node maintains state information for each name it has
regi stered. This information includes:

- \Wiether the nane is a group or unique nane

- Wiether the nane is "in conflict"
- Wiether the nane is in the process of being del eted
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B nodes perform nane registration by broadcasting claimrequests,
soliciting a defense from any node already hol ding the nane.

P nodes perform nane registration through the agency of the NBNS

M nodes regi ster nanes through an initial broadcast, |ike B nodes,
then, in the absence of an objection, by follow ng the sane
procedures as a P node. In other words, the broadcast action nmay

termnate the attenpt, but is not sufficient to confirmthe
registration.

1.2. NAME QUERY (DI SCOVERY)

Nanme query (also known as "resolution" or "discovery") is the
procedure by which the | P address(es) associated with a NetBl OS nane
are discovered. Name query is required during the follow ng
operations:

Duri ng session establishnment, calling and call ed names nust be
specified. The calling name nmust exist on the node that posts the
CALL. The called nane nust exist on a node that has previously
posted a LI STEN. Either name may be a uni que or group nane.

When a directed datagramis sent, a source and destination nane nust
be specified. |If the destination nane is a group nane, a datagramis
sent to all the nmenbers of that group

Di fferent end-node types perform name resol ution using different
techni ques, but using the same packet formats:

B nodes solicit nane infornmation by broadcasting a request.

P nodes ask t he NBNS

M nodes broadcast a request. |If that does not provide the
desired information, an inquiry is sent to the NBNS

1.3. NAME RELEASE

Net BI CS nanes may be rel eased explicitly or silently by an end- node.
Silent rel ease typically occurs when an end-node fails or is turned-
off. Mbst of the mechani sns descri bed bel ow are present to detect
silent nane rel ease

1.3.1. EXPLICIT RELEASE

B nodes explicitly rel ease a nane by broadcasting a noti ce.

P nodes send a notification to their NBNS.

M nodes both broadcast a notice and informtheir supporting NBNS
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1.3.2. NAME LI FETI ME AND REFRESH

Narmes held by an NBNS are given a lifetine during nane registration

The NBNS will consider a nane to have been silently released if the

end-node fails to send a nane refresh nessage to the NBNS before the
lifetime expires. A refresh restarts the lifetinme clock

NOTE: The inpl enentor should be aware of the tradeoff between
accuracy of the database and the internet overhead that the
refresh mechani smintroduces. The lifetime period should
be tuned accordingly.

For group nanes, each end-node nust send refresh nessages. A node
that fails to do so will be considered to have silently rel eased the
nane and dropped fromthe group

The lifetinme period is established through a sinple negotiation
nmechani sm during nanme registration: |In the nanme registration
request, the end-node proposes a lifetine value or requests an
infinite lifetinme. The NBNS places an actual lifetinme value into the
nane registration response. The NBNS is always allowed to respond
with an infinite actual period. |If the end node proposed an infinite
lifetinme, the NBNS may respond with any definite period. |If the end
node proposed a definite period, the NBNS nay respond with any
definite period greater than or equal to that proposed.

This negotiation of refresh tines gives the NBNS nmeans to disable or
enabl e refresh activity. The end-nodes may set a mninumrefresh
cycl e period.

NBNS i npl enent ati ons which are conpletely reliable may disable
refresh.

1.3.3. NAVE CHALLENGE

To detect whether a node has silently released its claimto a nane,
it is necessary on occasion to challenge that node’s current
ownership. |f the node defends the nane then the node is allowed to
continue possession. Qherwise it is assunmed that the node has

rel eased the nane.

A nane chal | enge may be issued by an NBNS or by a P or Mnode. A
chal | enge may be directed towards any end-node type: B, P, or M

1.3.4. GROUP NAME FADE- OUT

Net BI OS groups may contain an arbitrarily | arge nunber of nenbers.
The tine to challenge all menbers could be quite |arge.

To avoid | ong del ays when names are clai ned through an NBNS, an
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optimstic heuristic has been adopted. It is assuned that there wll
al ways be some node which will defend a group name. Consequently, it
is recoomended that the NBNS will imediately reject a claimrequest
for a unique name when there already exists a group with the sane
nane. The NBNS will never return an IP address (in response to a
NAMVE REQ STRATI ON REQUEST) when a group name exists.

An NBNS wi || consider a group to have faded out of existence when the
| ast remai ning nenber fails to send a tinmely refresh nmessage or
explicitly rel eases the name.

1.3.5. NAME CONFLICT

Name conflict exists when a uni que name has been claimed by nore than
one node on a NetBI OS network. B, M and NBNS nodes may detect a
nane conflict. The detection mechani smused by B and M nodes is
active only during name discovery. The NBNS may detect conflict at
any time it verifies the consistency of its nane database.

B and M nodes detect conflict by exam ning the responses received in
answer to a broadcast name query request. The first response is
taken as authoritative. Any subsequent, inconsistent responses
represent conflicts.

Subsequent responses are inconsistent with the authoritative response
when:

The subsequent response has the same transaction ID as the
NAME QUERY REQUEST.
AND
The subsequent response is not a duplicate of the
authoritative response.
AND El THER:
The group/uni que characteristic of the authoritative
response i s "unique".
OR
The group/uni que characteristic of the subsequent
response i s "unique".

The period in which B and M nodes exam ne responses is limted by a
conflict timer, CONFLICT_TIMER  The accuracy or duration of this
timer is not crucial: the NetBIOS systemwi Il continue to operate
even with persistent nanme conflicts.

Conflict conditions are signaled by sending a NAME CONFLI CT DEMAND to
the node owning the offending nane. Nothing is sent to the node
whi ch originated the authoritative response.

Any end-node that receives NAVE CONFLI CT DEMAND is required to update
its "local name table" to reflect that the name is in conflict. (The
"l ocal nane table" on each node contains nanes that have been
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successfully registered by that node.)

Notice that only those nodes that receive the nane conflict nessage
pl ace a conflict mark next to a nane.

Logically, a narked nane does not exist on that node. This neans
that the node should not defend the nane (for name cl ai m purposes),
shoul d not respond to a nanme discovery requests for that name, nor
shoul d the node send name refresh nmessages for that nane.
Furthernore, it can no | onger be used by that node for any session
establ i shnent or sending or receiving datagrans. Existing sessions
are not affected at the tinme a nane is nmarked as being in conflict.

The only valid user function against a marked name i s DELETE NAME
Any ot her user NetBI OS function returns inmediately with an error
code of "NAME CONFLICT".

1.4. ADAPTER STATUS

An end-node or the NBNS nay ask any ot her end-node for a collection
of information about the NetBlI OS status of that node. This status
consi sts of, anobng other things, a list of the names which the node
believes it owns. The returned status is filtered to contain only
those nanes which have the sane NetBlI OS scope identifier as the
requestor’s nane.

When requesting node status, the requestor identifies the target node
by NetBI OS nane A nane query transaction may be necessary to acquire
the I P address for the name. Locally cached nane information may be
used in lieu of a query transaction. The requesting node sends a
NODE STATUS REQUEST. | n response, the receiving node sends a NODE
STATUS RESPONSE containing its | ocal name table and vari ous
statistics.

The anmount of status which nmay be returned is linmted by the size of
a UDP packet. However, this is sufficient for the typical NODE
STATUS RESPONSE packet .

1.5. END- NODE NBNS | NTERACTI ON

There are certain characteristics of end-node to NBNS interactions
which are in common and are i ndependent of any particular transaction

t ype.
1.5.1. UDP, TCP, AND TRUNCATI ON

For all transactions between an end-node and an NBNS, either UDP or
TCP may be used as a transport. |If the NBNS receives a UDP based
request, it will respond using UDP. |f the anmount of information
exceeds what fits into a UDP packet, the response will contain a
“truncation flag". 1In this situation, the end- node may open a TCP
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connection to the NBNS, repeat the request, and receive a conplete,
untruncat ed response.

1.5.2. NBNS WACK

Wil e a nanme service request is in progress, the NBNS nmay issue a
WAI T FOR ACKNOANLEDGEMENT RESPONSE (WACK) to assure the client end-
node that the NBNS is still operational and is working on the
request.

1.5.3. NBNS REDI RECTI ON

The NBNS, because it follows Domai n Name system styles of
interaction, is permtted to redirect a client to another NBNS

1.6. SECURED VERSUS NON- SECURED NBNS

An NBNS may be inplenented in either of two general ways: The NBNS
may nmonitor, and participate in, nane activity to ensure consistency.
This would be a "secured" style NBNS. Alternatively, an NBNS may be
i mpl enented to be essentially a "bulletin board" on which nane
information is posted and responsibility for consistency is del egated
to the end-nodes. This would be a "non-secured” style NBNS

1.7. CONSI STENCY OF THE NBNS DATA BASE
Even in a properly running NetBlI OGS scope the NBNS and its conmunity
of end-nodes may occasionally |ose synchronization with respect to

the true state of name registrations.

This may occur should the NBNS fail and lose all or part of its
dat abase.

More comonly, a P or Mnode may be turned-off (thus forgetting the
nanes it has registered) and then be subsequently turned back on

Finally, errors may occur or an inplenmentation nay be incorrect.

Various approaches have been incorporated into the NetBl OS-over- TCP
protocols to minimze the inmpact of these problens.

1. The NBNS (or any other node) may "chal |l enge" (using a NAVE
QUERY REQUEST) an end-node to verify that it actually owns a
nane.

Such a challenge may occur at any tinme. Every end-node nust
be prepared to make a tinely response.

Failure to respond causes the NBNS to consider that the
end-node has rel eased the name in question
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(I'f UDP is being used as the underlying transport, the
chal l enge, like all other requests, must be retransnitted
sone nunber of times in the absence of a response.)

The NBNS (or any other node) may request (using the NODE
STATUS REQUEST) that an end-node deliver its entire nane
tabl e.

This may occur at any time. Every end-node must be prepared
to nmake a tinmely response.

Failure to respond pernmits (but does not require) the NBNS
to consider that the end-node has failed and rel eased al
names to which it had clainms. (Like the challenge, on a UDP
transport, the request nmust be retransmitted in the absence
of a response.)

The NBNS nay revoke a P or M node's use of a nane by sending
either a NAVE CONFLI CT DEMAND or a NAME RELEASE REQUEST to
t he node.

The receiving end-node may continue existing sessions which
use that name, but nust otherw se cease using that name. If
the NBNS placed the nanme in conflict, the nane nay be re-
acquired only by deletion and subsequent reclamation. |f
the NBNS requested that the nanme be rel eased, the node nay
attempt to re-acquire the name without first performng a
nane rel ease transacti on.

The NBNS nay inpose a "tine-to-live" on each nane it
registers. The registering node is nade aware of this tine
val ue during the nane registration procedure.

Sinple or reliable NBNS' s may inpose an infinite tine-to-
live.

I f an end-node hol ds any nanes that have finite tine-to-
live values, then that node nust periodically send a status
report to the NBNS. Each nane is reported using the NAME
REFRESH REQUEST packet .

These status reports restart the tiners of both the NBNS and
the reporting node. However, the only tinmers which are
restarted are those associated with the nane found in the
status report. Timers on other nanmes are not affected.

The NBNS nmay consider that a node has rel eased any nane
whi ch has not been refreshed within sonme nmultiple of nane’s
time-to-live.

A wel | -behaved NBNS, woul d, however, issue a challenge to-,
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or request a list of nanmes from, the non-reporting end-
node before deleting its nane(s). The absence of a
response, or of the name in a response, will confirmthe
NBNS deci sion to del ete a nane.

6. The absence of reports nmay cause the NBNS to infer that the
end-node has failed. Simlarly, receipt of information
wi dely divergent fromwhat the NBNS believes about the node,
may cause the NBNS to consider that the end-node has been
restarted.

The NBNS nay anal yze the situation through chall enges or
requests for a list of names.

7. A very cautious NBNS is free to poll nodes (by sendi ng NAME
QUERY REQUEST or NODE STATUS REQUEST packets) to verify that
their nane status is the sane as that registered in the
NBNS.

NOTE: Such polling activity, if used at all by an

i mpl enent ati on, should be kept at a very low |l evel or
enabl ed only during periods when the NBNS has some reason to
suspect that its information base is inaccurate.

8. P and M nodes can detect incorrect nane information at
sessi on establishnent.

If incorrect information is found, NBNS is informed via a
NAMVE RELEASE REQUEST origi nated by the end-node which
detects the error

1.8. NAME CACHI NG

An end-node may keep a local cache of NetBI OGS nanme-to-1P address
translation entries.

Al'l cache entries should be flushed on a periodic basis.

In addition, a node ought to flush any cache information associ ated
with an I P address if the node receives any information indicating
that there may be any possibility of trouble with the node at that IP
address. For exanple, if a NAVE CONFLICT DEMAND is sent to a node,
all cached informati on about that node should be cleared within the
sendi ng node.

2.  NAME REG STRATI ON TRANSACTI ONS
2.1. NAME REG STRATI ON BY B NODES

A nanme claimtransaction initiated by a B node is broadcast
t hroughout the broadcast area. The NAME REG STRATI ON REQUEST will be
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heard by all B and M nodes in the area. Each node examines the claim
to see whether it it is consistent with the names it owns. |[If an

i nconsi stency exists, a NEGATI VE NAME REG STRATI ON RESPONSE i s

uni cast to the requestor. The requesting node obtains ownership of
the nanme (or nenbership in the group) if, and only if, no NEGATI VE
NAME REGQ STRATI ON RESPONSEs are received within the name claim
timeout, CONFLICT TIMER (See "Defined Constants and Variables" in
the Detailed Specification for the value of this timer.)

A B node proclains its new ownership by broadcasting a NAME OVERWRI TE
DEMAND.

B- NODE REG STRATI ON PROCESS

<o NAVE NOT ON NETWORK- - - - - - >  <----NAME ALREADY EXI STS---->
REQ NODE NODE REQ NODE
HOLDI NG
NAVE
( BROADCAST) REG STER ( BROADCAST) REG STER
................... > Qoo e e e e e e e e e o=
REG STER REG STER
___________________ > o o e e e e e e e e e o
REG STER NEGATI VE RESPONSE
------------------- > e ee e ea 2>
OVERWRI TE
------------------- > (NODE DCES NOT HAVE THE NAVNE)

(NODE HAS THE NAME)

The NAME REQ STRATI ON REQUEST, |ike any request, mnust be repeated if
no response is received wthin BCAST_REQ RETRY_TI MEQUT. Transm Ssion
of the request is attenpted BCAST_REQ RETRY_COUNT ti nes.

2.2. NAME REG STRATI ON BY P NODES

A name registration may proceed in various ways dependi ng whet her
the nanme being registered is newto the NBNS. [If the name is known
to the NBNS, then chall enges nay be sent to the prior holder(s).
2.2.1. NEWNAME, OR NEW GROUP MEMBER

The di agram bel ow, shows the sequence of events when an end-node
regi sters a name which is newto the NBNS. (The diagramomts WACKs,
NBNS redirections, and retransm ssion of requests.)

This same interaction will occur if the nane being registered is a
group name and the group already exists. The NBNS will add the

Net BI OS Wor ki ng Group [ Page 35]



RFC 1001 March 1987

registrant to the set of group nenbers.

P- NODE REG STRATI ON PROCESS
(server has no previous information about the nane)

P- NODE NBNS
REG STER

The interaction is rather sinple: the end-node sends a NAME
REQ STRATI ON REQUEST, the NBNS responds with a POSI TI VE NAME
REG STRATI ON RESPONSE.

15.2.2.2. EXI STING NAME AND OMNER | S STI LL ACTI VE

The foll owi ng di agram shows interacti ons when an attenpt is nade to
regi ster a unique nane, the NBNS is aware of an existing owner, and
that existing owner is still active.

There are two sides to the diagram The left side shows how a non-
secured NBNS woul d handle the matter. Secured NBNS activity is shown
on the right.

P- NODE REG STRATI ON PROCESS
(server HAS a previous owner that IS active)

< NON- SECURED STYLE- - - - - - - > Qe SECURED STYLE------- >
REQ NODE NBNS NODE NBNS REQ NODE
HOLDI NG
NAVE
REG STER REG STER
___________________ > o oo e e e e mmeaoo
QUERY
END- NODE CHALLENGE <o
<o QUERY
o e e e e oo
QUERY
_____________________________ >
POS| TI VE RESP
QUERY e >
----------------------------- > NEGATI VE RESPONSE
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A non-secured NBNS wi |l answer the NAME REG STRATI ON REQUEST with a
END- NODE CHALLENGE REGQ STRATI ON RESPONSE. Thi s response asks the
end-node to issue a challenge transaction agai nst the node indicated
in the response. In this case, the prior node will defend against
the chal l enge and the registering end-node will sinply drop the
registration attenpt without further interaction with the NBNS.

A secured NBNS will refrain fromanswering the NAVE REG STRATI ON
REQUEST until the NBNS has itself challenged the prior hol der(s) of
the nanme. 1In this case, the NBNS finds that that the name is still
bei ng def ended and consequently returns a NEGATI VE NAME REG STRATI ON
RESPONSE to the registrant.

Due to the potential tine for the secured NBNS to nake the
chall enge(s), it is likely that a WACK will be sent by the NBNS to
the registrant.

Al t hough not shown in the diagram a non-secured NBNS will send a
NEGATI VE NAME REG STRATI ON RESPONSE to a request to register a unique
nane when there already exists a group of the sanme nanme. A secured
NBNS nay elect to poll (or challenge) the group nenmbers to determne
whet her any active nenbers remain. This may inmpose a heavy | oad on
the network. It is reconmended that group nanes be allowed to fade-
out through the name refresh nmechani sm

15.2.2.3. EXI STING NAME AND OMNER | S | NACTI VE

The foll owi ng di agram shows interacti ons when an attenpt is nmade to
regi ster a unique nanme, the NBNS is aware of an existing owner, and
that existing owner is no |longer active.

A non-secured NBNS wi |l answer the NAME REG STRATI ON REQUEST with a
END- NODE CHALLENGE REG STRATI ON RESPONSE. Thi s response asks the
end-node to issue a challenge transaction agai nst the node indicated
in the response. In this case, the prior node will not defend

agai nst the challenge. The registrant will informthe NBNS through a
NAME OVERVWRI TE REQUEST. The NBNS will replace the prior nane
information in its database with the information in the overwite
request.

A secured NBNS will refrain from answering the NAVE REG STRATI ON
REQUEST until the NBNS has itself challenged the prior holder(s) of
the name. In this case, the NBNS finds that that the name is not

bei ng def ended and consequently returns a PQCSI TI VE NAME REG STRATI ON
RESPONSE to the registrant.

Net BI OS Wor ki ng Group [ Page 37]



RFC 1001 March 1987

P- NODE REQ STRATI ON PRCCESS
(server HAS a previous owner that is NOT active)

<o NON- SECURED STYLE- - - - - > Qe SECURED STYLE-------- >
REQ NODE NBNS NCDE NBNS REQ NODE
HOLDI NG
NANVE
REG STER REG STER
___________________ > o o e e e e e e e e e o
QUERY
END- NODE CHALLENGE S
e QUERY
e e e oo
NAVE QUERY REQUEST POSI TI VE RESPONSE
---------------------------- > e o>
QUERY
____________________________ >
OVERWRI TE
___________________ >

Due to the potential tine for the secured NBNS to nake the
chal l enge(s), it is likely that a WACK will be sent by the NBNS to
the registrant.

A secured NBNS will imrediately send a NEGATI VE NAMVE REQ STRATI ON
RESPONSE i n answer to any NAME OVERWRI TE REQUESTS it mmy receive.

15.2.3. NAME REG STRATI ON BY M NODES

An M node begin a nanme claimoperation as if the node were a B node:
it broadcasts a NAME REG STRATI ON REQUEST and |istens for NEGATI VE
NAME REGQ STRATI ON RESPONSEs. Any NEGATI VE NAME REG STRATI ON RESPONSE
prevents the M node from obtaining the name and terminates the claim
operation.

I f, however, the M node does not receive any NEGATI VE NAMVE
REQ STRATI ON RESPONSE, the M node nust continue the claimprocedure
as if the M node were a P node.

Only if both nanme clains were successful does the M node acquire the
name.

The followi ng diagramillustrates M node nane registration:
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M NODE REG STRATI ON PROCESS

<---NAME NOT | N BROADCAST AREA--> <--NAME | S | N BROADCAST AREA- - >

REQ NODE NODE REQ NODE
HOLDI NG
NAVE
( BROADCAST) REG STER ( BROADCAST) REG STER
................... > o e e e e e e e e e e =
REG STER REG STER
___________________ > € o o e e mmemoo---
REG STER NEGATI VE RESPONSE
------------------- > e e e ee e ae e a2 >

! (NODE DOES NOT HAVE THE NANE)
I NI TI ATE !

A P- NODE !

REG STRATI ON !
Y%

15. 3. NAME QUERY TRANSACTI ONS

Nanme query transactions are initiated by end-nodes to obtain the IP
address(es) and other attributes associated with a NetBl OS nare.

15.3.1. QUERY BY B NODES

The foll owi ng di agram shows how B nodes go about discovering who owns
a nane.

The left half of the diagramillustrates what happens if there are no
hol ders of the name. |n that case no responses are received in
answer to the broadcast NAME QUERY REQUEST(S).

The right half shows a POSI TI VE NAVE QUERY RESPONSE uni cast by a name
hol der in answer to the broadcast request. A nanme holder will make
this response to every NAME QUERY REQUEST that it hears. And each
hol der acts this way. Thus, the node sending the request may receive
nmany responses, sone duplicates, and from nmany nodes.
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B- NODE DI SCOVERY PROCESS

Comee- NAVE NOT ON NETWORK- - - - - - > <---NAME PRESENT ON NETWORK- - >
REQ NODE NODE REQ. NODE
HOLDI NG
NANE
( BROADCAST) QUERY ( BROADCAST) QUERY
______________________ > oo e e e e e e e e e e e e =
NAMVE QUERY REQUEST NAMVE QUERY REQUEST
______________________ > Qo o o e e e e e mmmmooo o
QUERY POSI TI VE RESPONSE

---------------------- > e e e eee e a2 >

Nane query is generally, but not necessarily, a prelude to NetBICS
session establishnent or Net Bl OS datagram transm ssion. However,
nane query may be used for other purposes.

A B node may elect to build a group nmenbership list for subsequent
use (e.g. for session establishnent) by collecting and saving the
responses.

3.2. QUERY BY P NODES

An NBNS answers queries froma P node with a list of |IP address and
other information for each owner of the nane. |If there are nmultiple
owners (i.e. if the nane is a group nane), the NBNS | oads as many
answers into the response as will fit into a UDP packet. A
truncation flag indicates whether any additional owner information
remains. Al the information may be obtained by repeating the query
over a TCP connecti on.

The NBNS is not required to i npose any order on its answer |ist.

The foll owi ng di agram shows what happens if the NBNS has no
i nformati on about the nane:

P- NODE DI SCOVERY PROCESS
(server has no information about the name)

P- NODE NBNS
NAVE QUERY REQUEST
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The next diagramillustrates interaction between the end-node and the
NBNS when the NBNS does have informati on about the name. This

di agram shows, in addition, the retransm ssion of the request by the
end-node in the absence of a tinmely response. Al so shown are WACKs
(or temporary, internediate responses) sent by the NBNS to the end-

node:
P- NODE QUERY PROCESS
(server HAS information about the namne)
P- NODE NBNS
NAMVE QUERY REQUEST
R I e T >
/
! ( OPTI ONAL) WACK
] ]
I'tiner !
! I (optional tinmer restart)
| |
\ Y, QUERY
L i >
QUERY
R T >
/
! ( OPTI ONAL) WACK
I < - - o oo oo oo oo oo oo e o
] ]
F'tinmer !
! I (optional tinmer restart)
| |
\ \Y, QUERY
I e T >
PGSI TI VE RESPONSE
oo e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e m = =

The following diagramillustrates NBNS redirection. Upon receipt of
a NAME QUERY REQUEST, the NBNS redirects the client to another NBNS
The client repeats the request to the new NBNS and obtains a
response. The di agram shows that response as a PGCSI TI VE NAME QUERY
RESPONSE. However any | egal NBNS response nmmy occur in actua
operation.
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( START FROM THE
VERY BEG NNI NG
USI NG THE ADDRESS
OF THE NEWY
SUPPLI ED NBNS.)

P- NODE NBNS
NAVE QUERY REQUEST
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The next di agram shows how a P or Mnode tells the NBNS that the NBNS
has provided incorrect information. This procedure nay begin after a
DATAGRAM ERROR packet has been received or a session set-up attenpt

has di scovered that the NetBlI OS nane does not exist at the

destination, the | P address of which was obtained fromthe NBNS

during a prior nane query transaction. The NBNS,

in this case a

secure NBNS, issues queries to verify whether the information is, in
fact, incorrect. The NBNS closes the transaction by sending either a
PCSI TI VE or NEGATI VE NAME RELEASE RESPONSE, depending on the results

of the verification.
CORRECTI NG NBNS | NFORVATI ON BASE

P- NODE NBNS
NAMVE RELEASE REQUEST

(NAVE TAKEN OFF THE DATABASE

IF NBNS FINDS I T TO BE

| NCORRECT)

POSI Tl VE/ NEGATI VE RESPONSE
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15.3.3. QUERY BY M NCDES
M node name query follows the B node pattern. In the absence of
adequate results, the M node then continues by performng a P node
type query. This is shown in the follow ng diagram

M NODE DI SCOVERY PROCESS

<---NAME NOT ON BROADCAST AREA--> <--NAME |S ON BROADCAST AREA- >

REQ NODE NCDE REQ NODE
HOLDI NG
NANVE
( BROADCAST) QUERY ( BROADCAST) QUERY
_____________________ > <
NAVE QUERY REQUEST NAVE QUERY REQUEST
_____________________ > € o o e e e e e e mmeooo -
QUERY POSI TI VE RESPONSE

--------------------- > g S

|

INITIATE !

A P-NODE !

DI SCOVERY !

PROCESS !

Y%

15.3.4. ACQU RE GRCUP MEMBERSHI P LI ST

The entire nenbership of a group may be acquired by sending a NAVE
QUERY REQUEST to the NBNS. The NBNS will respond with a POSI Tl VE
NAME QUERY RESPONSE or a NEGATI VE NAME QUERY RESPONSE. A negative
response conpl etes the procedure and indicates that there are no
menbers in the group.

If the positive response has the truncation bit clear, then the
response contains the entire list of group nenbers. |f the
truncation bit is set, then this entire procedure nust be repeated,
but using TCP as a foundation rather than UDP.
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15.4. NAVE RELEASE TRANSACTI ONS
15.4.1. RELEASE BY B NODES
A NAME RELEASE DEMAND contains the follow ng information

- Net BI CS nane

- The scope of the NetBlI OS nane

- Nane type: unique or group

- | P address of the rel easi ng node
- Transaction ID

REQUESTI NG OTHER
B- NODE B- NODES
NAVE RELEASE DEMAND

15.4.2. RELEASE BY P NCDES
A NAME RELEASE REQUEST contains the follow ng information:

- Net BI OS nanme

- The scope of the NetBlI OS nane

- Name type: unique or group

- | P address of the rel easi ng node
- Transaction ID

A NAME RELEASE RESPONSE contains the foll ow ng informtion

- Net BI CS nane
- The scope of the NetBlI OS nane
- Nane type: unique or group
- | P address of the rel easi ng node
- Transaction ID
- Result:
- Yes: nane was rel eased
- No: nane was not rel eased, a reason code is provided

REQUESTI NG

P- NODE NBNS
NAMVE RELEASE REQUEST

15.4.3. RELEASE BY M NODES

The nane rel ease procedure of the Mnode is a conbination of the P
and B node name rel ease procedures. The Mnode first performs the P
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rel ease procedure. |If the P procedure fails then the rel ease
procedure does not continue, it fails. If and only if the P
procedure succeeds then the M node broadcasts the NAVE RELEASE DEMAND
to the broadcast area, the B procedure.

NOTE: An M node typically perforns a B-style operation and then a
P-style operation. |In this case, however, the P-style
operation cones first.

The follow ng diagramillustrates the M node nane rel ease procedure:
<----- P procedure fails------- > <------- P procedure succeeds--->
REQUESTI NG NBNS REQUESTI NG NBNS
M NODE M NODE
NAME RELEASE REQUEST NAME RELEASE REQUEST
-------------------------- > o
NEGATI VE RELEASE RESPONSE POSI TI VE RELEASE RESPONSE
e Ceemeecccicmaecccnaeaaaas
OTHER
M NODES

NAME RELEASE DENMAND

15.5.  NAME MAI NTENANCE TRANSACTI ONS
15.5.1. NAME REFRESH

Nanme refresh transactions are used to handl e the follow ng
situations:

a) An NBNS node needs to detect if a P or Mnode has "silently"
gone down, so that nanmes held by that node can be purged
fromthe data base

b) If the NBNS goes down, it needs to be able to reconstruct
the data base when it cones back up

C) If the network should be partitioned, the NBNS needs to be
able to able to update its data base when the network
reconnects.

Each P or M node is responsible for sending periodi c NAVE REFRESH

REQUESTs for each nane that it has registered. Each refresh packet
contains a single nane that has been successfully registered by that
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node. The interval between such packets is negotiated between the
end node and the NBNS server at the tinme that the name is initially
clained. At nane claimtinme, an end node will suggest a refresh

ti meout value. The NBNS node can nodify this value in the reply
packet. A NBNS node can al so choose to tell the end node to not send
any refresh packet by using the "infinite" timeout value in the
response packet. The tinmeout value returned by the NBNS is the
actual refresh tinmeout that the end node nust use.

VWhen a node sends a NAME REFRESH REQUEST, it nust be prepared to
recei ve a negative response. This would happen, for exanple, if the
the NBNS di scovers that the the nane had al ready been assigned to
sone other node. |If such a response is received, the end node shoul d
mark the name as being in conflict. Such an entry should be treated
in the same way as if nane conflict had been detected against the

nane. The followi ng diagramillustrates name refresh:
<----- Successful Refresh----- > <----- Unsuccessful Refresh---->
REFRESHI NG NBNS REFRESHI NG NBNS
NODE NODE
NAME REFRESH REQUEST NAME REFRESH REQUEST
------------------------ > e
POSI TI VE RESPONSE NEGATI VE RESPONSE
T Ceemmemccmceaecccaeaaaas
!
!
\Y,
MARK NAME | N
CONFLI CT

5.2. NAME CHALLENGE

Nanme chal l enge i s done by sending a NAME QUERY REQUEST to an end node
of any type. |f a POSITIVE NAME QUERY RESPONSE is returned, then
that node still owns the name. |f a NEGATI VE NAME QUERY RESPONSE i s
received or if no response is received, it can be assuned that the
end node no | onger owns the narne.

Nane chal |l enge can be perforned either by the NBNS node, or by an end
node. When an end-node sends a nane cl ai m packet, the NBNS node nay
do the chall enge operation. The NBNS node can choose, however, to
require the end node do the challenge. |In that case, the NBNS will
send an END- NODE CHALLENGE RESPONSE packet to the end node, which
shoul d then proceed to challenge the putative owner.

Not e that the name chal |l enge procedure sends a nornmal NAME QUERY
REQUEST packet to the end node. It does not require a specia
packet. The only new packet introduced is the END NODE CHALLENGE
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RESPONSE whi ch is sent by an NBNS node when the NBNS wants the end-
node to performthe chall enge operation.

15.5.3. CLEAR NAME CONFLI CT

It is possible during a refresh request froma Mor P node for a NBNS
to detects a name in conflict. The response to the NAME REFRESH
REQUEST nust be a NEGATI VE NAME REG STRATI ON RESPONSE. Optional |y,
in addition, the NBNS may send a NAME CONFLI CT DEMAND or a NAME
RELEASE REQUEST to the refreshing node. The NAVE CONFLI CT DEMAND
forces the node to place the nanme in the conflict state. The node
will eventually informit's user of the conflict. The NAME RELEASE
REQUEST will force the node to flush the nane fromits |ocal nane
table conpletely. This forces the node to flush the nane in
conflict. This does not cause termnination of existing sessions using
this nane.

The foll owi ng di agram shows an NBNS detecting and correcting a

conflict:
REFRESH NG NCDE NBNS
NAMVE REFRESH REQUEST
_________________________________________ >
NEGATI VE NAME REG STRATI ON RESPONSE
=
NAME CONFLI CT DEMAND
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m = =
R
NAMVE RELEASE REQUEST
oo e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e m = =
PCSI Tl VE/ NEGATI VE RELEASE REQUEST
_________________________________________ >

15.6. ADAPTER STATUS TRANSACTI ONS
Adapter status is obtained froma node as foll ows:

1. Perform a nanme di scovery operation to obtain the IP
addresses of a set of end-nodes.

2. Repeat until all end-nodes fromthe set have been used:
a. Sel ect one end-node fromthe set.

b. Send a NODE STATUS REQUEST to that end-node using UDP.
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C. Await a NODE STATUS RESPONSE. (If a tinely response is
not forthcom ng, repeat step "b" UCAST REQ RETRY_COUNT
times. After the last retry, go to step "a".)

d. If the truncation bit is not set in the response, the
response contains the entire node status. Return the
status to the user and terminate this procedure.

e. If the truncation bit is set in the response, then not
all status was returned because it would not fit into
the response packet. The responder will set the
truncation bit if the IP datagram | ength woul d exceed
MAX_DATAGRAM LENGTH. Return the status to the user and
term nate this procedure.

3. Return error to user, no status obtai ned.

The repetition of step 2, above, through all nodes of the set, is
opt i onal

Foll owi ng i s an exampl e transacti on of a successful Adapter Status

operation:

REQUESTI NG NODE NAME OMNER
NAME QUERY REQUEST
......................................... >

PCSI TI VE NAME QUERY RESPONSE
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmmm ==
NODE STATUS REQUEST
......................................... >
NODE STATUS RESPONSE
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmmm ==

16. NetBI OS SESSI ON SERVI CE

The Net Bl OS session service begins after one or nore | P addresses
have been found for the target nane. These addresses may have been
acquired using the NetBI OS nane query transactions or by other neans,
such as a local nane table or cache.

Net Bl S sessi on service transactions, packets, and protocols are

identical for all end-node types. They involve only directed
(poi nt-to-point) comunications.
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16.1. OVERVI EW OF Net BI OS SESSI ON SERVI CE
Sessi on service has three phases:

Session establishnent - it is during this phase that the IP
address and TCP port of the called nane is determ ned, and a
TCP connection is established with the renpte party.

Steady state - it is during this phase that NetBlI CS data
nmessages are exchanged over the session. Keep-alive packets
may al so be exchanged if the participating nodes are so
confi gured.

Session close - a session is closed whenever either a party (in
the session) closes the session or it is determined that one
of the parties has gone down.

16.1.1. SESSI ON ESTABLI SHVENT PHASE OVERVI EW

An end- node begi ns establishment of a session to another node by
somehow acqui ring (perhaps using the name query transactions or a

| ocal cache) the I P address of the node or nodes purported to own the
destinati on nane.

Every end-node awaits inconm ng NetBl OS session requests by listening
for TCP calls to a well-known service port, SSN SRVC TCP_PORT. Each
i ncom ng TCP connection represents the start of a separate NetBlI OS
session initiation attenpt. The NetBlI OS session server, not the
ultimate application, accepts the incomng TCP connection(s).

Once the TCP connection is open, the calling node sends session
service request packet. This packet contains the follow ng
i nf ormati on:

- Calling I P address (see note)
- Calling NetBICS nane

- Called IP address (see note)
- Called NetBICS name

NOTE: The | P addresses are obtained fromthe TCP service
i nterface.

When the session service request packet arrives at the NetBl OS
server, one of the the following situations will exist:

- There exists a NetBIOS LI STEN conpatible with the incom ng
call and there are adequate resources to permt session
establ i shnment to proceed.

- There exists a NetBlI OS LI STEN conpatible with the incom ng
call, but there are inadequate resources to permit
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establ i shment of a session

- The call ed nane does, in fact, exist on the call ed node, but
there is no pending NetBI OS LI STEN conpatible with the
i ncom ng call

- The cal |l ed nanme does not exist on the call ed node.

In all but the first case, a rejection response is sent back over the
TCP connection to the caller. The TCP connection is then closed and

the session phase termnates. Any retry is the responsibility of the
caller. For retries in the case of a group nane, the caller may use

the next menber of the group rather than imediately retrying the

instant address. In the case of a unique nane, the caller my
attenpt an inmmediate retry using the same target |P address unless
the called nanme did not exist on the called node. |In that one case,

the Net Bl OS name shoul d be re-resol ved.

If a conpatible LISTEN exists, and there are adequate resources, then
the session server may transformthe existing TCP connection into the
Net BI OS data session. Alternatively, the session server nay
redirect, or "retarget" the caller to another TCP port (and IP

addr ess) .

If the caller is redirected, the caller begins the session
establ i shment anew, but using the new | P address and TCP port given
in the retarget response. Again a TCP connection is created, and
again the calling and call ed node exchange credentials. The called
party may accept the call, reject the call, or nmake a further
redirection.

Thi s mechanismis based on the presunption that, on hosts where it is
not possible to transfer open TCP connecti ons between processes, the
host will have a central session server. Applications willing to
receive NetBIOS calls will obtain an epheneral TCP port nunber, post
a TCP unspecified passive open on that port, and then pass that port
nunmber and NetBI GS name information to the NetBlI OS session server
using a NetBI OS LI STEN operation. Wen the call is placed, the
session server will "retarget" the caller to the application’s TCP
socket. The caller will then place a new call, directly to the
application. The application has the responsibility to mmc the
session server at least to the extent of receiving the calling
credentials and then accepting or rejecting the call

1.1.1. RETRYI NG AFTER BEI NG RETARGETTED

A calling node may find that it can not establish a session with a
node to which it was directed by the retargetting procedure. Since
retargetting nay be nested, there is an i ssue whether the caller
should begin a retry at the initial starting point or back-up to an
internediate retargetting point. The caller may use any nethod. A
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di scussion of two such nmethods is in Appendix B, "Retarget
Al gorithms".

1.1.2. SESSI ON ESTABLI SHVENT TO A GROUP NAME

Session establishnent with a group nane requires specia
consideration. Wen a NetBIOS CALL attenpt is nade to a group nane,

name di scovery will result in a list (possibly inconplete) of the
menbers of that group. The calling node selects one nmenber fromthe
list and attenpts to build a session. |If that fails, the calling

node may sel ect another menber and make anot her attenpt.

When the session service attenpts to nake a connection with one of
the nmenbers of the group, there is no guarantee that that nenber has
a LI STEN pendi ng agai nst that group nanme, that the called node even
owns, or even that the called node is operating.

1.2. STEADY STATE PHASE OVERVI EW

Net Bl OS dat a nessages are exchanged in the steady state. NetBIGCS
nessages are sent by prepending the user data with a nessage header
and sendi ng the header and the user data over the TCP connection.
The recei ver rempves the header and passes the data to the NetBI OS
user.

In order to detect failure of one of the nodes or of the intervening
networ k, "session keep alive" packets may be periodically sent in the
steady state.

Any failure of the underlying TCP connection, whether a reset, a
timeout, or other failure, inplies failure of the NetBl OS session

1.3. SESSI ON TERM NATI ON PHASE OVERVI EW

A NetBI OS session is terminated normal |y when the user requests the
session to be closed or when the session service detects the renpte
partner of the session has gracefully term nated the TCP connection
A NetBI OS session is abnornally term nated when the session service
detects a |l oss of the connection. Connection |oss can be detected
with the keep-alive function of the session service or TCP, or on the
failure of a SESSI ON MESSAGE send operati on.

When a user requests to close a session, the service first attenpts a
graceful in-band close of the TCP connection. |f the connection does
not close within the SSN CLOSE TI MEQUT the TCP connection is aborted
No matter how the TCP connection is term nated, the NetBl OS session
service always cl oses the NetBlI OS session

When the session service receives an indication fromTCP that a
connection close request has been received, the TCP connection and
the NetBI OS session are i medi ately closed and the user is informed
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of the loss of the session. Al data received up to the close
i ndi cation should be delivered, if possible, to the session s user

16. 2. SESSI ON ESTABLI SHMENT PHASE

Al the follow ng diagrans assume a name query operation was
successfully conpleted by the caller node for the listener’s nane.

This first diagram shows the sequence of network events used to
successfully establish a session without retargetting by the
listener. The TCP connection is first established with the well -
known Net Bl OS session service TCP port, SSN SRVC TCP_PORT. The

call er then sends a SESSI ON REQUEST packet over the TCP connection
requesting a session with the listener. The SESSI ON REQUEST contai ns
the caller’s name and the listener’s nane. The |istener responds
with a POSI TI VE SESSI ON RESPONSE i nforming the caller this TCP
connection is accepted as the connection for the data transfer phase
of the session.

CALLER LI STENER

TCP CONNECT

The second di agram shows the sequence of network events used to
successfully establish a session when the |listener does retargetting.
The session establishment procedure is the sane as with the first
diagramup to the listener’s response to the SESSI ON REQUEST. The
listener, divided into two sections, the listen processor and the
actual listener, sends a SESSI ON RETARGET RESPONSE to the caller.
This response states the call is acceptable, but the data transfer
TCP connection must be at the new I P address and TCP port. The
caller then re-iterates the session establishment process anew with
the new I P address and TCP port after the initial TCP connection is
closed. The new |listener then accepts this connection for the data
transfer phase with a POSI Tl VE SESSI ON RESPONSE

CALLER LI STEN PROCESSCR LI STENER

TCP CONNECT
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SESSI ON RETARGET RESPONSE

D TP cLose
T TP cLose
et SN

TCP CONNECT
T SESS|ON REQEST
~ POSITIVE RESPONSE ”
e .

The third diagramis the sequence of network events for a rejected
session request with the listener. This type of rejection could
occur with either a non-retargetting listener or a retargetting
listener. After the TCP connection is established at

SSN_SRVC TCP_PORT, the caller sends the SESSI ON REQUEST over the TCP
connection. The listener does not have either a |isten pending for
the listener’s name or the pending NetBIOS listen is specific to
another caller’s name. Consequently, the |listener sends a NEGATI VE
SESSI ON RESPONSE and cl oses the TCP connecti on.

CALLER LI STENER
TCP CONNECT

""""""" TP AcCEPT
T SESSI ON REQUEST
 NEGATIVE RESPONSE ’
T TP CLosE
T TP aosE
R hetei RSN

The fourth diagramis the sequence of network events when session
establishnent fails with a retargetting listener. After being
redirected, and after the initial TCP connection is closed the caller
tries to establish a TCP connection with the new | P address and TCP
port. The connection fails because either the port is unavail able or
the target node is not active. The port unavail able race condition
occurs if another caller has already acquired the TCP connection wth
the listener. For additional inplenmentation suggestions, see

Appendi x B, "Retarget Al gorithms".
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CALLER LI STEN PROCESSCR LI STENER
TCP CONNECT
T SESS| ON REQUEST
T Repirect REsPONSE
R TP cLose
T TP cLOSE
mmzz=m=amsamomcszsszmmzz==>
TCP CONNECT
e
CONNECTI ON REFUSED OR TI MED QUT
<=m=sz===sssmmosszsomiassmssmsizsmsas=sss=s=sm=szo

3. SESSI ON DATA TRANSFER PHASE
3.1. DATA ENCAPSULATI ON

Net Bl OS nessages are exchanged in the steady state. Messages are
sent by prependi ng user data with message header and sending the
header and the user data over the TCP connection. The receiver
renoves the header and delivers the NetBIOS data to the user

3.2. SESSI ON KEEP- ALI VES

In order to detect node failure or network partitioning, "session
keep alive" packets are periodically sent in the steady state. A
session keep alive packet is discarded by a peer node.

A session keep alive timer is maintained for each session. This
timer is reset whenever any data is sent to, or received from the
session peer. Wen the timer expires, a NetBlIOS session keep-alive
packet is sent on the TCP connection. Sending the keep-alive packet
forces data to flow on the TCP connection, thus indirectly causing
TCP to detect whether the connection is still active.

Since many TCP i npl enentati ons provide a parallel TCP "keep- alive"
mechani sm the NetBl OS session keep-alive is made a configurable
option. It is recommended that the NetBlI OS keep- alive nechani sm be
used only in the absence of TCP keep-alive.

Note that unlike TCP keep alives, NetBl OS session keep alives do not
require a response fromthe NetBlI OS peer -- the fact that it was
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possi bl e to send the Net Bl OS session keep alive is sufficient
i ndi cation that the peer, and the connection to it, are still active.

The only requirenment for interoperability is that when a session keep
alive packet is received, it should be discarded.

NETBI OS DATAGRAM SERVI CE
1. OVERVI EW OF Net Bl OS DATAGRAM SERVI CE

Every Net Bl OS dat agram has a naned destination and source. To
transmt a NetBlI OS datagram the datagram service nust performa nane
guery operation to learn the | P address and the attributes of the
destination NetBl OS nanme. (This information may be cached to avoid
the overhead of name query on subsequent NetBI OS dat agrans.)

Net Bl OS dat agrans are carried within UDP packets. [If a NetBIOS
datagramis larger than a single UDP packet, it may be fragnented
into several UDP packets.

End- nodes nmay receive NetBlI OS dat agrans addressed to nanes not held
by the receiving node. Such datagrans should be discarded. |If the
nane i s uni que then a DATAGRAM ERROR packet is sent to the source of
that Net Bl OS dat agram

1.1. UNI CAST, MJLTI CAST, AND BROADCAST

Net Bl S dat agrans nay be unicast, nulticast, or broadcast. A NetBlIOS
dat agram addressed to a uni que NetBIOS nane is unicast. A NetBl OS
dat at gram addressed to a group Net Bl OS nane, whether there are zero,
one, or nore actual nenbers, is multicast. A NetBlOS datagram sent
using the NetBlI OS "Send Broadcast Datagrani prinitive is broadcast.

1.2. FRAGVENTATI ON OF Net Bl OS DATACRANMS

When the header and data of a Net Bl OS dat agram exceeds the nmaxi mum
amount of data allowed in a UDP packet, the NetBlI OS dat agram nust be
fragment ed before transm ssion and reassenbl ed upon receipt.

A Net Bl OS Datagram i s conposed of the follow ng protocol elenents:

- | P header of 20 bytes (m ninum

- UDP header of 8 bytes

- Net Bl CS Dat agram Header of 14 bytes
- The Net Bl OS Dat agr am dat a.

The Net BI OS Dat agram data section is conposed of 3 parts:
- Source NetBI GS nane (255 bytes maxi num

- Destination NetBlIGS nane (255 bytes maxi num
- The NetBI OS user’s data (nmaxi mum of 512 bytes)
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The two nane fields are in second | evel encoded format (see section
14.)

A maxi mum si ze Net Bl OS datagramis 1064 bytes. The m nimal maxi mum

| P datagram si ze is 576 bytes. Consequently, a NetBlI OGS Dat agram may
not fit into a single IP datagram This nmakes it necessary to permt
the fragnentati on of NetBlI OS Dat agr ans.

On networ ks meeting or exceeding the nmininmumI|P datagram|ength
requi rement of 576 octets, at nost two Net Bl S dat agram fragnents
will be generated. The protocols and packet formats accommodate
fragnentation into three or nore parts.

When a NetBI OS datagramis fragnmented, the IP, UDP and Net Bl OS

Dat agr am headers are present in each fragnent. The NetBlI OS Dat agram
data section is split anobng resulting UDP datagrans. The data
sections of NetBlI OS datagram fragments do not overlap. The only
fields of the NetBlI OGS Dat agram header that would vary are the FLAGS
and OFFSET fi el ds.

The FIRST bit in the FLAGS field indicate whether the fragnent is the
first in a sequence of fragnments. The MORE bit in the FLAGS field
i ndi cat es whet her other fragnents foll ow

The OFFSET field is the byte offset fromthe begi nning of the NetBlICS
dat agram data section to the first byte of the data section in a
fragment. It is O for the first fragnent. For each subsequent
fragment, OFFSET is the sumof the bytes in the NetBlIOS data sections
of all preceding fragnents.

If the NetBlI OGS datagram was not fragnented

- FIRST = TRUE
- MORE = FALSE
- OFFSET =0

If the NetBlI OGS datagram was fragnented

- First fragment:

- FIRST = TRUE
- MORE = TRUE
- OFFSET =0

- Internediate fragnents:
- FIRST = FALSE
- MORE = TRUE
- OFFSET = sum(NetBIOS data in prior fragments)

- Last fragnent:

- FIRST = FALSE
- MORE = FALSE
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- OFFSET = sum(NetBICS data in prior fragnments)

The rel ative position of internediate fragments nay be ascertai ned
from OFFSET.

An NBDD nust remenber the destination nane of the first fragnent in
order to relay the subsequent fragnments of a single NetBlIOS datagram
The nane information can be associated with the subsequent fragnents
through the transaction ID, DGM ID, and the SOURCE_IP, fields of the
packet. This information can be purged by the NBDD after the | ast
fragment has been processed or FRAGVENT _TO tine has expired since the
first fragment was received

2. Net Bl OS DATAGRAMS BY B NODES

For NetBI OS datagrams with a naned destination (i.e. non- broadcast),
a B node perforns a nane discovery for the destination nane before
sendi ng the datagram (Nanme di scovery may be bypassed if information
froma previous discovery is held in a cache.) |f the nane type
returned by nanme discovery is UNIQUE, the datagramis unicast to the
sol e owner of the name. |If the name type is GROUP, the datagramis
broadcast to the entire broadcast area using the destination IP

addr ess BROADCAST_ADDRESS.

A receiving node always filters datagrans based on the destination
nane. |f the destination nane is not owned by the node or if no
RECEI VE DATAGRAM user operations are pending for the name, then the
datagramis di scarded. For datagranms with a UNI QUE nane desti nati on,
if the name is not owned by the node then the receiving node sends a
DATAGRAM ERROR packet. The error packet originates fromthe

DGV SRVC UDP_PORT and is addressed to the SOURCE | P and SOURCE PORT
fromthe bad datagram The receiving node quietly discards datagrans
with a GROUP nanme destination if the nane is not owned by the node.

Si nce broadcast Net Bl OS dat agrans do not have a named desti nation,
the B node sends the DATAGRAM SERVI CE packet(s) to the entire
broadcast area using the destination | P address BROADCAST ADDRESS.

In order for the receiving nodes to distinguish this datagramas a

br oadcast Net Bl OS dat agram the NetBlI OS nane used as the destination
nane is '*' (hexadecimal 2A) followed by 15 bytes of hexidecimal O00.
The Net BI OS scope identifier is appended to the name before it is
converted into second-level encoding. For exanple, if the scope
identifier is "NETBICS. SCOPE" then the first-1evel encoded name woul d
be:

CKAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA. NETBI OS. SCOPE

According to [2], a user nmay not provide a NetBlI OS nane begi nni ng
with "*",

For each node in the broadcast area that receives the NetBlI OS
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broadcast datagram if any RECEI VE BROADCAST DATAGRAM user operations
are pending then the data fromthe NetBlI OS datagramis replicated and
delivered to each. |If no such operations are pending then the node
silently discards the datagram

3. Net Bl OS DATAGRAMS BY P AND M NCDES

P and M nodes do not use | P broadcast to distribute NetBlI OGS
dat agr ans.

Li ke B nodes, P and M nodes nust perform a name di scovery or use
cached information to | earn whether a destination nane is a group or
a uni que narne.

Dat agrans to uni que names are unicast directly to the destination by
P and M nodes, exactly as they are by B nodes.

Dat agrans to group nanes and Net Bl OS broadcast datagrans are unicast
to the NBDD. The NBDD then relays the datagrans to each of the nodes
specified by the destination nane.

An NBDD may not be capabl e of sending a NetBIOS datagramto a
particul ar Net Bl OS nane, including the broadcast NetBl OS name ("*")
defi ned above. A query nechanismis available to the end- node to
determine if a NBDD will be able to relay a datagramto a given nane.
Before a datagram or its fragments, are sent to the NBDD the P or M
node may send a DATAGRAM QUERY REQUEST packet to the NBDD with the
DESTI NATI ON_NAME from t he DATAGRAM SERVI CE packet (s). The NBDD wil |
respond with a DATAGRAM PCOSI TI VE QUERY RESPONSE if it will relay
datagrans to the specified destination nane. After a positive
response the end-node unicasts the datagramto the NBDD. |f the NBDD
will not be able to relay a datagramto the destination nane
specified in the query, a DATAGRAM NEGATI VE QUERY RESPONSE packet is
returned. |f the NBDD can not distribute a datagram the end-node
then has the option of getting the nane’s owner list fromthe NBNS
and sending the datagramdirectly to each of the owners.

An NBDD nust be able to respond to DATAGRAM QUERY REQUEST packets.
The response may al ways be positive. However, the usage or

i mpl enentati on of the query nechanismby a P or Mnode is optional

An i mpl enentati on may al ways uni cast the NetBl OS datagramto the NBDD
without asking if it will be relayed. Except for the datagram query
facility described above, an NBDD provi des no feedback to indicate
whet her it forwarded a datagram

NCDE CONFI GURATI ON PARAVETERS

- B NODES:
- Node’s pernmanent uni que nane
- \Whether IGW is in use
- Broadcast | P address to use
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- Wiet her NetBI CS session keep-alives are needed

- Usable UDP data field length (to control fragmentation)
- P NODES:

- Node’s permanent uni que name

- | P address of NBNS

- | P address of NBDD

- Wiet her NetBI CS session keep-alives are needed

- Usable UDP data field length (to control fragmentation)
- M NODES:

- Node’s permanent uni que name

- \Wiether 1GW is in use

- Broadcast |P address to use

- | P address of NBNS

- | P address of NBDD

- Wiet her NetBI OS session keep-alives are needed

- Usable UDP data field length (to control fragnentation)

19. M N MAL CONFORMANCE
To ensure nulti-vendor interoperability, a minimlly conform ng
i mpl enent ati on based on this specification nmust observe the follow ng

rul es:

a) A node designed to work only in a broadcast area mnust
conformto the B node specification

b) A node designed to work only in an internet nmust conformto
the P node specification.
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APPENDI X A

Thi s appendi x cont ai ns supporting technical discussions. It is not
an integral part of the NetBl OS-over-TCP specification

| NTEGRATI ON W TH | NTERNET GROUP MJLTI CASTI NG

The Net bi os-over-TCP system described in this RFC nay be easily
integrated with the Internet Goup Milticast system now bei ng
devel oped for the internet.

In the main body of the RFC, the notion of a broadcast area was
considered to be a single MAC bridged "B-LAN'. However, the
protocol s defined will operate over an extended broadcast area
resulting fromthe creation of a permanent Internet Milticast G oup

Each separate broadcast area woul d be based on a separate pernmanent
Internet Multicast G oup. This nmulticast group address would be used
by B and M nodes as their BROADCAST_ADDRESS.

In order to base the broadcast area on a multicast group certain
addi ti onal procedures are required and certain constraints nust be
met .

A-1. ADDI TI ONAL PROTOCCOL REQUI RED IN B AND M NODES

Al B or M nodes operating on an | GW based broadcast area must have
| GWP support in their 1P layer software. These nodes nmust perform an
IGW join operation to enter the | GW group before engaging in
Net BI CS activity.

A-2. CONSTRAI NTS

Broadcast Areas may overlap. For this reason, end-nodes nust be
careful to exam ne the NetBlI OS scope identifiers in all received
br oadcast packets.

The Net Bl OS broadcast protocols were designed for a network that
exhibits a | ow average transit tine and | ow rate of packet loss. An
| GW based broadcast area nust exhibit these characteristics. In
practice this will tend to constrain | GW broadcast areas to a canpus
of networks interconnected by high-speed routers and inter-router
links. It is unlikely that transcontinental broadcast areas would
exhibit the required characteristics.
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APPENDI X B

Thi s appendi x cont ai ns supporting technical discussions. It is not
an integral part of the NetBl OS-over-TCP specification

| MPLEMENTATI ON CONSI DERATI ONS
B-1. | MPLEMENTATI ON MCODELS

On any participating system there nust be some sort of NetBl OS
Service to coordi nate access by NetBICS applications on that system

To anal yze the inpact of the NetBl OS-over-TCP architecture, we use
the followi ng three nodels of how a NetBI CS service might be
i mpl enent ed:

1. Conbi ned Service and Application Mde

The Net BI OS service and application are both contained
within a single process. No interprocess comunication is
assuned within the system all conmunication is over the
network. If nultiple applications require concurrent access
to the NetBICS service, they nust be folded into this
nonol i t hi ¢ process.

2. Commpn Ker nel El ement Mbde

The NetBICS Service is part of the operating system (perhaps
as a device driver or a front-end processor). The NetBlI OS
applications are nornal operating system application
processes. The conmon el enent Net Bl OS service contains al
the information, such as the nane and listen tables,
required to co-ordinate the activities of the applications.

3. Non- Ker nel Conmon El ement Mbdel

The NetBIOS Service is inplemented as an operating system
application process. The NetBlIOS applications are other
operating system application processes. The service and the
applicati ons exchange data via operating systeminterprocess
comuni cation. In a nulti-processor (e.g. network)
operating system each nodule nay reside on a different cpu
The Net BI OS service process contains all the shared
information required to coordinate the activities of the

Net BI OS applications. The applications may still require a
subroutine library to facilitate access to the NetBI CS
servi ce.
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For any of the inplenentation nodels, the TCP/IP service can be
| ocated in the operating systemor split anong the NetBI CS
applications and the NetBI OS service processes.

B-1.1 MODEL | NDEPENDENT CONSI DERATI ONS

The Net BI OS nane service associates a NetBI OGS nanme with a host. The
Net Bl OS session service further binds the nane to a specific TCP port
for the duration of the session

The nane service does not need to be infornmed of every Listen
initiation and conpletion. Since the nanes are not bound to any TCP
port in the nanme service, the session service may use a different tcp
port for each session established with the sanme | ocal nane.

The TCP port used for the data transfer phase of a NetBlI OGS session
can be globally well-known, locally well-known, or ephemeral. The
choice is a local inplenentation issue. The RETARGET nechani sm

all ows the binding of the NetBlIOS session to a TCP connection to any
TCP port, even to another |P node.

An i mpl enentation may use the session service's globally well- known
TCP port for the data transfer phase of the session by not using the
RETARGET nechani sm and, rather, accepting the session on the initia

TCP connection. This is permi ssible because the caller always uses

an epheneral TCP port.

The conplexity of the called end RETARGET nechanismis only required
if a particular inplenentation needs it. For many real system
environnents, such as an in-kernel NetBIOS service inplenentation, it

wi Il not be necessary to retarget incoming calls. Rather, al
Net Bl OS sessions may be nultipl exed through the single, well-known,
Net Bl OS session service port. These inplenentations will not be

burdened by the conplexity of the RETARGET mechanism nor will their
callers be required to junp through the retargetting hoops.

Nevert hel ess, all callers nust be ready to process all possible
SESSI ON RETARGET RESPONSESs.

B-1.2 SERVI CE OPERATI ON FOR EACH MCDEL

It is possible to construct a NetBI OGS service based on this
specification for each of the above defined inplenmentation nodels.

For the common kernel element nodel, all the NetBlI OS services, namne,
dat agram and session, are sinple. Al the information is contained
within a single entity and can therefore be accessed or nodified
easily. A single port or multiple ports for the NetBlI OS sessions can
be used wi thout addi ng any significant conplexity to the session
establ i shnent procedure. The only penalty is the anpbunt of overhead
incurred to get the NetBl OS nessages and operation requests/responses
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through the user and operating system boundary.

The conbi ned service and application nodel is very simlar to the
conmon kernel elenent nodel in terms of its requirenents on the
Net BI OS service. The major difficulty is the internal coordination
of the nultiple NetBICS service and application processes existing in
a systemof this type.

The Net BI CS nane, datagram and session protocols assune that the
entities at the end-points have full control of the various well -
known TCP and UDP ports. If an inplementation has multiple NetBlIGOS
service entities, as would be the case with, for exanple, nmultiple
applications each linked into a NetBIOS |ibrary, then that

i mpl enent ati on nust inpose sone internal coordination
Alternatively, use of the NetBlIOS ports could be periodically
assigned to one application or another

For the typical non-kernel comron el enment node inpl enentation, three
per manent systemw de NetBI OS service processes woul d exi st:

- The nanme server
- the datagram server
- and session server

Each server would |isten for requests fromthe network on a UDP or
TCP wel | -known port. Each application would have a snall piece of
the NetBIOS service built-in, possibly a library. Each application's
Net BI OS support library would need to send a nmessage to the
particul ar server to request an operation, such as add nane or send a
datagram or set-up a listen.

The non-kernel conmon el ement nodel does not require a TCP connection
be passed between the two processes, session server and application
The RETARGET operation for an active NetBlI OS Listen could be used by
the session server to redirect the session to another TCP connection
on a port allocated and owned by the application’s NetBl OS support
library. The application with either a built-in or a kernel -based
TCP/ 1 P service could then accept the RETARCGETed connection request
and process it independently of the session server.

On Unix(tm or POSIX(tm, the NetBl OS session server could create
sub- processes for incom ng connections. The open sessions would be
passed through "fork" and "exec" to the child as an open file
descriptor. This approach is very limted, however. A pre- existing
process could not receive an incoming call. And all call-ed
processes woul d have to be sub-processes of the session server.

B-2. CASUAL AND RESTRI CTED Net Bl OS APPLI CATI ONS

Because Net Bl OS was designed to operate in the open system
envi ronnent of the typical personal conputer, it does not have the
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concept of privileged or unprivileged applications. In many nulti-
user or multi-tasking operating systens applications are assi gned
privilege capabilities. These capabilities Iinit the applications
ability to acquire and use systemresources. For these systens it is
i mportant to allow casual applications, those with limted system
privileges, and privileged applications, those with ’'super-user’
capabilities but access to themand their required resources is
restricted, to access NetBIOS services. It is also inportant to
allow a systenms administrator to restrict certain NetBI OGS resources
to a particular NetBlOS application. For exanple, a file server
based on the Net Bl GS services should be able to have names and TCP
ports for sessions only it can use.

A NetBI OS application needs at |least two |ocal resources to

conmuni cate wi th anot her NetBI OS application, a NetBl OS nanme for
itself and, typically, a session. A NetBIOS service cannot require
that NetBI OS applications directly use privileged system resources.
For exanple, nany systens require privilege to use TCP and UDP ports
with nunbers | ess than 1024. This RFC requires reserved ports for

the name and session servers of a NetBIOS service inplementation. It
does not require the application to have direct access these reserved
ports.

For the nane service, the nanager of the |ocal nane table nust have
access to the NetBI OS nane service's reserved UDP port. It needs to
listen for nane service UDP packets to defend and define its |oca
names to the network. However, this manager need not be a part of a
user application in a system environnent which has privilege
restrictions on reserved ports.

The internal nanme server can require certain privileges to add,
delete, or use a certain name, if an inplenmenter wants the
restriction. This restriction is independent of the operation of the
Net BI OS service protocols and woul d not necessarily prevent the

i nteroperation of that inplenentation with another inplenmentation

The session server is required to own a reserved TCP port for session
establishment. However, the ultimate TCP connection used to transmt
and receive data does not have to be through that reserved port. The
RETARGET procedure the NetBl OS session to be shifted to another TCP
connection, possibly through a different port at the called end.

This port can be an unprivileged resource, with a value greater than
1023. This facilitates casual applications.

Alternately, the RETARGET mechanismallows the TCP port used for data
transm ssion and reception to be a reserved port. Consequently, an
application wi shing to have access to its ports maintained by the
system adnmi ni strator can use these restricted TCP ports. This
facilitates privil eged applications.

A particular inplenentation may wish to require further specia
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privileges for session establishnment, these could be associated with
internal information. It does not have to be based solely on TCP
port allocation. For exanple, a given NetBl OS nane nay only be used
for sessions by applications with a certain systemprivilege |evel.

The decision to use reserved or unreserved ports or add any
addi ti onal name registration and usage authorization is a purely

| ocal inplementation decision. It is not required by the NetBlIGOS
protocols specified in the RFC

B-3. TCP VERSUS SESSI ON KEEP- ALl VES

The KEEP-ALIVE is a protocol elenent used to validate the existence
of a connection. A packet is sent to the remote connection partner
to solicit a response which shows the connection is stil

functioning. TCP KEEP-ALIVES are used at the TCP | evel on TCP
connections while session KEEP-ALIVES are used on NetBlI OS sessi ons.
These protocol operations are always transparent to the connection
user. The user will only find out about a KEEP-ALIVE operation if it
fails, therefore, if the connection is |ost.

The Net BI OS specification[2] requires the NetBIOS service to inform
the session user if a session is lost when it is in a passive or
active state. Therefore,if the session user is only waiting for a
recei ve operation and the session is dropped the NetBl OS servi ce nust
informthe session user. It cannot wait for a session send operation
before it informs the user of the |oss of the connection

This requirement stenms fromthe nanagenent of scarce or volatile
resources by a NetBIOS application. |If a particular user term nates
a session with a server application by destroying the client
application or the NetBIOS service without a NetBl OS Hang Up, the
server application will want to clean-up or free allocated resources.
This server application if it only receives and then sends a response
requires the notification of the session abort in the passive state.

The standard definition of a TCP service cannot detect |oss of a
connection when it is in a passive state, waiting for a packet to
arrive. Sone TCP inplenentations have added a KEEP-ALI VE operati on
which is interoperable with inplenmentations without this feature.
These i nmpl enentati ons send a packet with an invalid sequence number
to the connection partner. The partner, by specification, nust
respond with a packet showi ng the correct sequence nunber of the
connection. |If no response is received fromthe renote partner
within a certain time interval then the TCP service assunmes the
connection is |ost.

Since many TCP inpl enentati ons do not have this KEEP-ALI VE function
an optional NetBl OS KEEP- ALI VE operation has been added to the
Net Bl OS session protocols. The NetBl OS KEEP- ALI VE uses the
properties of TCP to solicit a response fromthe renote connection
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partner. A NetBlIOS session nessage called KEEP-ALIVE is sent to the
renote partner. Since this results in TCP sending an | P packet to
the remote partner, the TCP connection is active. TCP wll discover
if the TCP connection is lost if the renote TCP partner does not
acknow edge the I P packet. Therefore, the NetBlI OS session service

does not send a response to a session KEEP ALI VE nessage. It just
throws it away. The NetBI OS session service that transmts the KEEP
ALIVE is informed only of the failure of the TCP connection. It does

not wait for a specific response nessage.

A particular NetBlI OS i mpl enentation should use KEEP-ALIVES if it is
concerned with maintaining conpatibility with the NetBIOS interface
specification[2]. Conpatibility is especially inportant if the

i mpl enentati on wi shes to support existing NetBlGS applications, which
typically require the session | oss detection on their servers, or
future applications which were devel oped for inplenentations with
session | oss detection.

B-4. RETARCET ALGORI THVS

This section contains 2 suggestions for RETARGET al gorithms. They
are called the "straight" and "stack" nethods. The algorithmin the
body of the RFC uses the straight nethod. |Inplenentation of either
al gorithm nust take into account the Session establishnment maxi num
retry count. The retry count is the maxi num nunber of TCP connect
operations allowed before a failure is reported.

The straight method forces the session establishnent procedure to
begin a retry after a retargetting failure with the initial node
returned fromthe nane di scovery procedure. A retargetting failure
is when a TCP connection attenpt fails because of a tinme- out or a
NEGATI VE SESSI ON RESPONSE is received with an error code specifying
NOT LI STENI NG ON CALLED NAME. |If any other failure occurs the
sessi on establishnment procedure should retry fromthe call to the
nane di scovery procedure.

A mnimumof 2 retries, either froma retargetting or a nane

di scovery failure. This will give the session service a chance to
re-establish a NetBIOS Listen or, nore inportantly, allow the NetBl OS
scope, | ocal name service or the NBNS, to re-learn the correct IP
address of a Net Bl OS nane.

The stack nethod operates sinmlarly to the straight nmethod. However,
instead of retrying at the initial node returned by the nane

di scovery procedure, it restarts with the | P address of the |ast node
whi ch sent a SESSI ON RETARGET RESPONSE prior to the retargetting
failure. To limt the stack nethod, any one host can only be tried a
maxi mum of 2 times.
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B-5. NBDD SERVI CE

If the NBDD does not forward datagranms then don’t provide G oup and
Br oadcast Net Bl OS dat agram services to the NetBI OS user. Therefore,
ignore the inplementation of the query request and, when get a
negative response, acquiring the nmenbership list of |IP addresses and
sendi ng the datagram as a uni cast to each nenber.

B-6. APPLI CATI ON CONSI DERATI ONS

B-6.1 USE OF Net Bl OS DATAGRAMS
Certain existing NetBl OS applications use NetBI CS datagrans as a
foundation for their own connection-oriented protocols. This can
cause excessive NetBlI OS nane query activity and place a substanti al

burden on the network, server nodes, and other end- nodes. It is
recommended that this practice be avoided in new applications.
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