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PREFACE

Thi s docunent specifies the DoD Standard Internet Protocol. This
document is based on six earlier editions of the ARPA Internet Protoco
Speci fication, and the present text draws heavily fromthem There have
been many contributors to this work both in terns of concepts and in
terns of text. This edition revises aspects of addressing, error
handl i ng, option codes, and the security, precedence, conpartnments, and
handling restriction features of the internet protocol

Jon Post el

Edi t or
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| NTERNET PROTOCCL

DARPA | NTERNET PROGRAM
PROTOCOL SPECI FI CATI ON

1. | NTRODUCTI ON
1. Mbtivation

The Internet Protocol is designed for use in interconnected systens of
packet - swi t ched conputer conmunication networks. Such a system has
been called a "catenet" [1]. The internet protocol provides for
transmtting bl ocks of data called datagrans from sources to
destinati ons, where sources and destinations are hosts identified by
fixed I ength addresses. The internet protocol also provides for
fragnentation and reassenbly of |ong datagrans, if necessary, for
transm ssi on through "small packet" networks.

. 2. Scope

The internet protocol is specifically limted in scope to provide the
functions necessary to deliver a package of bits (an internet

datagran) froma source to a destination over an interconnected system
of networks. There are no nechanisns to augnment end-to-end data
reliability, flow control, sequencing, or other services comonly
found in host-to-host protocols. The internet protocol can capitalize
on the services of its supporting networks to provide various types
and qualities of service.

.3. Interfaces

This protocol is called on by host-to-host protocols in an internet
environnent. This protocol calls on |local network protocols to carry
the internet datagramto the next gateway or destination host.

For exanple, a TCP nodule would call on the internet nodule to take a
TCP segment (including the TCP header and user data) as the data
portion of an internet datagram The TCP nodul e woul d provide the
addresses and ot her paraneters in the internet header to the internet
nodul e as argunents of the call. The internet nodul e would then
create an internet datagramand call on the | ocal network interface to
transmt the internet datagram

In the ARPANET case, for exanple, the internet nodule would call on a
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| ocal net nodul e which would add the 1822 | eader [2] to the internet
dat agram creati ng an ARPANET nessage to transmt to the IMP. The
ARPANET address woul d be derived fromthe internet address by the

| ocal network interface and woul d be the address of sone host in the
ARPANET, that host night be a gateway to other networks.

1.4. QOperation

The internet protocol inplenents two basic functions: addressing and
fragnmentation.

The internet nodul es use the addresses carried in the internet header
to transmt internet datagrans toward their destinations. The
sel ection of a path for transmssion is called routing.

The internet nodules use fields in the internet header to fragnment and
reassenbl e i nternet datagranms when necessary for transm ssion through
"smal | packet" networks.

The nodel of operation is that an internet nodule resides in each host
engaged in internet comruni cation and in each gateway that

i nterconnects networks. These nodul es share common rul es for
interpreting address fields and for fragmenting and assenbling

i nternet datagranms. In addition, these nmodul es (especially in

gat eways) have procedures for naking routing decisions and ot her
functions.

The internet protocol treats each internet datagram as an i ndependent
entity unrelated to any other internet datagram There are no
connections or logical circuits (virtual or otherw se).

The internet protocol uses four key nmechanisns in providing its
service: Type of Service, Time to Live, Options, and Header Checksum

The Type of Service is used to indicate the quality of the service
desired. The type of service is an abstract or generalized set of

par amet ers which characterize the service choices provided in the
networks that nmake up the internet. This type of service indication
is to be used by gateways to select the actual transnission paraneters
for a particular network, the network to be used for the next hop, or
the next gateway when routing an internet datagram

The Tine to Live is an indication of an upper bound on the lifetinme of
an internet datagram It is set by the sender of the datagram and
reduced at the points along the route where it is processed. |If the
time to live reaches zero before the internet datagramreaches its
destination, the internet datagramis destroyed. The tinme to live can
be thought of as a self destruct time limt.
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The Options provide for control functions needed or useful in sone
situations but unnecessary for the nbst combn communi cations. The
options include provisions for tinestanps, security, and specia
routing.

The Header Checksum provides a verification that the information used
in processing internet datagram has been transmitted correctly. The
data may contain errors. |f the header checksumfails, the internet
datagramis discarded at once by the entity which detects the error

The internet protocol does not provide a reliable comunication
facility. There are no acknow edgnents either end-to-end or

hop- by-hop. There is no error control for data, only a header
checksum There are no retransm ssions. There is no flow control

Errors detected may be reported via the Internet Control Message

Protocol (ICWP) [3] which is inplenented in the internet protoco
nodul e.
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2. OVERVI EW
2.1. Relation to Gher Protocols
The following diagramillustrates the place of the internet protoco
in the protocol hierarchy:
S R, + 4----- + 4----- + +---- - +
| Telnet| | FTP | | TFTP| | ...
S + oo + oo + oeenn +
| | |
Fo-m - - + Fo-m - - + Fo-m - - +
| TCP | | UDP | | ...
+---- - + +---- - + +---- - +
| | |
e oot
| I nternet Protocol & ICWP
o m e e e e e e aa o F--- -+
|
T +
| Local Network Protocol
. +
Prot ocol Rel ationshi ps
Figure 1.

2.

I nternet protoco
host -t o- host protocols and on the other side to the loca
pr ot ocol

| eve
net wor k
may be a small network in

i nterfaces on one side to the higher

In this context a "local network"

a building or a large network such as the ARPANET.

2. Model of Qperation

The nodel of operation for transmtting a datagram from one
application programto another is illustrated by the foll ow ng
scenari o:

We suppose that this transmission will involve one internediate

gat enay.

The sendi ng application programprepares its data and calls on its
| ocal internet nodule to send that data as a datagram and passes the
destinati on address and ot her paraneters as argunents of the call

The internet nodul e prepares a datagram header and attaches the data

toit. The internet nodule deternines a | ocal network address for
this internet address, in this case it is the address of a gateway.

[ Page 5]



Sept ember 1981
I nternet Protoco
Overvi ew

It sends this datagram and the | ocal network address to the |oca
network interface.

The local network interface creates a | ocal network header, and
attaches the datagramto it, then sends the result via the |oca
net wor k.

The datagram arrives at a gateway host wapped in the | ocal network
header, the local network interface strips off this header, and
turns the datagramover to the internet nodule. The internet nodul e
determ nes fromthe internet address that the datagramis to be
forwarded to another host in a second network. The internet nodul e

determnes a | ocal net address for the destination host. It calls
on the local network interface for that network to send the
dat agr am

This |l ocal network interface creates a | ocal network header and
attaches the datagram sending the result to the destination host.

At this destination host the datagramis stripped of the |ocal net
header by the local network interface and handed to the internet
nodul e.

The internet nodul e deternines that the datagramis for an
application programin this host. It passes the data to the
application programin response to a systemcall, passing the source
address and other paraneters as results of the call

Appl i cation Appl i cation
Program Program
\ /

I nternet Modul e I nternet Modul e I nternet Modul e
\ / \ /
LN -1 LN -1 LN -2 LN -2
\ / \ /
Local Network 1 Local Network 2

Transm ssi on Path

Figure 2
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3. Function Description

The function or purpose of Internet Protocol is to nove datagrans
through an interconnected set of networks. This is done by passing
the datagrans fromone internet nodule to another until the
destination is reached. The internet nodul es reside in hosts and
gateways in the internet system The datagranms are routed from one

i nternet nodul e to another through individual networks based on the
interpretation of an internet address. Thus, one inmportant nechani sm
of the internet protocol is the internet address.

In the routing of messages fromone internet nodule to another

dat agrans may need to traverse a network whose maxi num packet size is
smal l er than the size of the datagram To overcone this difficulty, a
fragnentati on mechanismis provided in the internet protocol

Addr essi ng
A distinction is made between nanes, addresses, and routes [4]. A

nane indi cates what we seek. An address indicates where it is. A
route indicates howto get there. The internet protocol deals

primarily with addresses. It is the task of higher level (i.e.
host -t o- host or application) protocols to nake the mapping from
nanes to addresses. The internet nodul e maps internet addresses to
| ocal net addresses. It is the task of |ower level (i.e., local net

or gateways) procedures to make the mapping fromlocal net addresses
to routes.

Addresses are fixed length of four octets (32 bits). An address
begins with a network number, followed by | ocal address (called the
"rest" field). There are three formats or classes of internet
addresses: in class a, the high order bit is zero, the next 7 bits
are the network, and the last 24 bits are the |local address; in
class b, the high order two bits are one-zero, the next 14 bits are
the network and the last 16 bits are the local address; in class c,
the high order three bits are one-one-zero, the next 21 bits are the
network and the last 8 bits are the | ocal address.

Care must be taken in mapping internet addresses to | ocal net
addresses; a single physical host nust be able to act as if it were
several distinct hosts to the extent of using several distinct

i nternet addresses. Sone hosts will al so have several physica
interfaces (multi-hom ng).

That is, provision nust be nade for a host to have several physica

interfaces to the network with each having several |ogical internet
addr esses.
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Exampl es of address mappi ngs may be found in "Address Mppings" [5].
Fragment ati on

Fragmentation of an internet datagramis necessary when it
originates in a local net that allows a | arge packet size and nust
traverse a local net that limts packets to a smaller size to reach
its destination.

An internet datagram can be marked "don’t fragnment." Any internet
dat agram so narked is not to be internet fragmented under any
circunmstances. |If internet datagram marked don't fragnent cannot be

delivered to its destination without fragnenting it, it is to be
di scarded i nst ead.

Fragmentation, transm ssion and reassenbly across a | ocal network
which is invisible to the internet protocol nodule is called
i ntranet fragnentation and may be used [6].

The internet fragnentation and reassenbly procedure needs to be able
to break a datagraminto an al nbost arbitrary nunber of pieces that
can be | ater reassenbled. The receiver of the fragnents uses the
identification field to ensure that fragments of different datagrans
are not mxed. The fragnment offset field tells the receiver the
position of a fragnent in the original datagram The fragnent

of fset and length determ ne the portion of the original datagram
covered by this fragnent. The nore-fragments flag indicates (by
being reset) the last fragnent. These fields provide sufficient

i nformati on to reassenbl e dat agr ans.

The identification field is used to distinguish the fragnents of one
dat agram from t hose of another. The originating protocol nodul e of
an internet datagramsets the identification field to a val ue that
nmust be unique for that source-destination pair and protocol for the
time the datagramw |l be active in the internet system The
originating protocol module of a conplete datagramsets the
nore-fragnments flag to zero and the fragnent offset to zero

To fragment a long internet datagram an internet protocol nodul e
(for example, in a gateway), creates two new internet datagrans and
copies the contents of the internet header fields fromthe | ong
datagraminto both new internet headers. The data of the |ong
datagramis divided into two portions on a 8 octet (64 bit) boundary
(the second portion mght not be an integral nmultiple of 8 octets,
but the first nust be). Call the nunber of 8 octet blocks in the
first portion NFB (for Nunber of Fragnent Blocks). The first
portion of the data is placed in the first new internet datagram
and the total length field is set to the length of the first
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datagram The nore-fragnments flag is set to one. The second
portion of the data is placed in the second new i nternet datagram
and the total length field is set to the length of the second
datagram The nore-fragnments flag carries the sane value as the

| ong datagram The fragment offset field of the second new internet
datagramis set to the value of that field in the | ong datagram pl us
NFB.

Thi s procedure can be generalized for an n-way split, rather than
the two-way split described.

To assenble the fragments of an internet datagram an internet
protocol nodul e (for example at a destination host) conbines

i nternet datagrans that all have the sane value for the four fields:
identification, source, destination, and protocol. The conbination
is done by placing the data portion of each fragnent in the relative
position indicated by the fragment offset in that fragnment’s

i nternet header. The first fragment will have the fragnment offset
zero, and the last fragment will have the nore-fragments flag reset
to zero.

Gat eways

Gat eways i npl ement internet protocol to forward datagrans between
networks. Gateways al so inplenment the Gateway to Gateway Protocol
(GGEP) [7] to coordinate routing and other internet contro

i nformation.

In a gateway the higher |evel protocols need not be inplenented and
the GGP functions are added to the |IP nodul e.

o m e e e e e e eaa oo +
| Internet Protocol & | CWP & GGP|
o m e e e e e e aaa oo +
| |
Fom e e e oo - + Fom e e e oo - +
| Local Net | | Local Net |
o + o +

Gat eway Protocol s

Fi gure 3.
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3. SPECI FI CATI ON
3.1. Internet Header Format
A summary of the contents of the internet header foll ows:
0 1 2 3

01234567890123456789012345678901
T S A S S I T S I S

| Version| 1HL |Type of Service]| Total Length
e e Lk e e e S e ek o o T R R
I dentification | Fl ags| Fragment O f set |

!I-- B i T S T T i I i i S I e
| Tinme to Live | Pr ot ocol | Header Checksum |
e b i T T e T S s S R S e T O i i Tk i RIS S S
| Sour ce Address

R T i T e e i T S L e e e i T St R S S S S s e I S R
| Desti nati on Address

B s i S i I i S S S i i
| Opti ons | Paddi ng

e b i T T e T S s S R S e T O i i Tk i RIS S S

Exanpl e I nternet Datagram Header
Fi gure 4.
Note that each tick mark represents one bit position
Version: 4 bits

The Version field indicates the format of the internet header. This
docunent descri bes version 4.

IHL: 4 bits
I nternet Header Length is the length of the internet header in 32

bit words, and thus points to the beginning of the data. Note that
the mnimumvalue for a correct header is 5.
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Type of Service: 8 bits

The Type of Service provides an indication of the abstract
paranmeters of the quality of service desired. These paraneters are
to be used to guide the selection of the actual service paraneters
when transmitting a datagramthrough a particular network. Severa
networ ks of fer service precedence, which sonehow treats high
precedence traffic as nore inportant than other traffic (generally
by accepting only traffic above a certain precedence at tinme of high
load). The major choice is a three way tradeoff between | ow del ay,
hi gh-reliability, and high-throughput.

Bits 0-2 Pr ecedence.
Bit 3 0 = Nornmal Del ay, 1 = Low Del ay.
Bits 4: 0 = Normal Throughput, 1 = H gh Throughput.
Bits 5 0O = Normal Relibility, 1 = Hgh Relibility.
Bit 6-7 Reserved for Future Use.

0 1 2 3 4 5 6 7
+---- - +---- - +---- - +---- - +---- - +---- - +---- - +---- - +

| | | | |

| PRECEDENCE | D] T | R ] 0 | O
| | | | | | |
Fo-m - - Fo-m - - Fo-m - - Fo-m - - Fo-m - - Fo-m - - Fo-m - - Fo-m - - +

Pr ecedence

111 - Network Contro

110 - Internetwork Contro
101 - CRITI C ECP

100 - Fl ash Override

011 - Flash

010 - Immedi ate

001 - Priority

000 - Routine

The use of the Delay, Throughput, and Reliability indications my

i ncrease the cost (in some sense) of the service. |n many networks
better perfornance for one of these paraneters is coupled with worse
performance on another. Except for very unusual cases at npbst two
of these three indications should be set.

The type of service is used to specify the treatnent of the datagram
during its transm ssion through the internet system Exanple

mappi ngs of the internet type of service to the actual service

provi ded on networks such as AUTODI N |1, ARPANET, SATNET, and PRNET
is given in "Service Mppings" [8].
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The Network Control precedence designation is intended to be used
within a network only. The actual use and control of that
designation is up to each network. The Internetwork Contro
designation is intended for use by gateway control originators only.
If the actual use of these precedence designations is of concern to
a particular network, it is the responsibility of that network to
control the access to, and use of, those precedence designations.

Total Length: 16 bits

Total Length is the length of the datagram nmeasured in octets,

i ncluding internet header and data. This field allows the |length of
a datagramto be up to 65,535 octets. Such |ong datagrans are

i npractical for nobst hosts and networks. All hosts nust be prepared
to accept datagrans of up to 576 octets (whether they arrive whole
or in fragments). It is reconmmended that hosts only send datagrans
| arger than 576 octets if they have assurance that the destination
is prepared to accept the | arger datagrarns.

The nunber 576 is selected to allow a reasonabl e sized data block to
be transmitted in addition to the required header information. For
exanpl e, this size allows a data bl ock of 512 octets plus 64 header
octets to fit in a datagram The maxi nmal internet header is 60
octets, and a typical internet header is 20 octets, allow ng a
margi n for headers of higher |evel protocols.

Identification: 16 bits

An identifying val ue assigned by the sender to aid in assenbling the
fragments of a datagram

Flags: 3 bits
Various Control Flags.
Bit O: reserved, nust be zero

Bit 1: (DF) O = May Fragment, 1
Bit 2. (M) O Last Fragnent, 1

Don’t Fragment.
More Fragnents.

0 1 2
N S NI S
| | DI M|
| O F| F|

B
Fragment Offset: 13 bits

This field indicates where in the datagramthis fragment bel ongs.

[ Page 13]



Sept ember 1981
I nternet Protoco
Speci fication

The fragment offset is measured in units of 8 octets (64 bits). The
first fragnment has offset zero

Time to Live: 8 bits

This field indicates the maximumtine the datagramis allowed to
remain in the internet system |If this field contains the value
zero, then the datagram nust be destroyed. This field is nodified
in internet header processing. The tinme is neasured in units of
seconds, but since every nodul e that processes a datagram nust
decrease the TTL by at | east one even if it process the datagramin
| ess than a second, the TTL nust be thought of only as an upper
bound on the tine a datagram may exist. The intention is to cause
undel i verabl e datagrans to be discarded, and to bound the nmaxi mum
datagramlifetine.

Protocol: 8 bits
This field indicates the next |evel protocol used in the data
portion of the internet datagram The val ues for various protocols
are specified in "Assigned Nunmbers" [9].
Header Checksum 16 bits
A checksum on the header only. Since sone header fields change
(e.g., tine to live), this is reconputed and verified at each point
that the internet header is processed.
The checksum al gorithmis:
The checksumfield is the 16 bit one’s conmpl enent of the one’s
conpl ement sumof all 16 bit words in the header. For purposes of
conputing the checksum the value of the checksumfield is zero.
This is a sinple to conpute checksum and experi nmental evidence
indicates it is adequate, but it is provisional and nmay be repl aced
by a CRC procedure, depending on further experience.
Source Address: 32 bits
The source address. See section 3. 2.
Destinati on Address: 32 bits

The destination address. See section 3.2.
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Options: variable

The options may appear or not in datagrans. They nust be

i mpl enented by all | P nodul es (host and gateways). Wat is optiona
is their transmission in any particul ar datagram not their

i mpl enent ati on.

In sone environments the security option may be required in al
dat agr ans.

The option field is variable in length. There may be zero or nore
options. There are two cases for the format of an option:

Case 1: A single octet of option-type.

Case 2: An option-type octet, an option-length octet, and the
actual option-data octets.

The option-length octet counts the option-type octet and the
option-length octet as well as the option-data octets.

The option-type octet is viewed as having 3 fields:

1 bit copi ed fl ag,
2 bits option class,
5 bits option nunber.

The copied flag indicates that this option is copied into al
fragments on fragnmentation

not copied

0
1 copi ed

The option classes are:

contro

reserved for future use
debuggi ng and neasur enent
reserved for future use

WNEFEO
oI
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The followi ng internet options are defined:

CLASS NUMBER LENGTH DESCRI PTI ON

0 0 - End of Option list. This option occupies only
1 octet; it has no length octet.

0 1 - No Operation. This option occupies only 1
octet; it has no length octet.

0 2 11 Security. Used to carry Security,

Conpartnentation, User Goup (TCC), and
Handl i ng Restriction Codes comnpatible with DOD
requi renents.

0 3 var. Loose Source Routing. Used to route the
i nternet datagram based on infornmation
supplied by the source.

0 9 var. Strict Source Routing. Used to route the
i nternet datagram based on information
supplied by the source.

0 7 var. Record Route. Used to trace the route an
i nternet datagramtakes.

0 8 4 Stream I D. Used to carry the stream
identifier.

2 4 var. Internet Timestanp.

Specific Option Definitions

End of Option List

This option indicates the end of the option list. This night
not coincide with the end of the internet header according to
the internet header length. This is used at the end of al
options, not the end of each option, and need only be used if
the end of the options would not otherw se coincide with the end
of the internet header

May be copied, introduced, or deleted on fragmentation, or for
any other reason.
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for exanple, to align

the begi nning of a subsequent option on a 32 bit boundary.

May be copie
any other re

Security

Thi s option provides a way for
conpart nent ati on,
group) pararneters.

Type=130

d, introd
ason.

uced, or deleted on fragmentation, or for

handl i ng restrictions,
The format for this option is as foll ows:

hosts to send security,
and TCC (cl osed user

-------- TR Y S R )
| 10000010 00001011 SSS SSS| CCC  COC| HHH  HHH|
-------- Y B T O T A N -

Lengt h=11

Security (S field):

16 bits

TCC |

Specifies one of 16 |evels of security (eight of which are
reserved for future use).

00000000
11110001
01111000
10111100
01011110
10101111
11010111
01101011
00110101
10011010
01001101
00100100
00010011
10001001
11000100
11100010

00000000
00110101
10011010
01001101
00100110
00010011
10001000
11000101
11100010
11110001
01111000
10111101
01011110
10101111
11010110
01101011

- Uncl assi fi
- Confidenti
- EFTO

- MVW

- PROG

- Restricted
- Secret

- Top Secret
- (Reserved
- (Reserved
- (Reserved
- (Reserved
- (Reserved
- (Reserved
- (Reserved
- (Reserved

ed
a

for
for
for
for
for
for
for
for

future
future
future
future
future
future
future
future

use)
use)
use)
use)
use)
use)
use)
use)
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Conmpartnents (C field): 16 bits

An all zero value is used when the information transmitted is
not conpartmented. O her values for the conpartnents field
may be obtained fromthe Defense Intelligence Agency.

Handl ing Restrictions (Hfield): 16 bits
The values for the control and rel ease markings are
al phanuneric digraphs and are defined in the Defense
Intelligence Agency Manual DI AM 65-19, "Standard Security
Mar ki ngs".

Transm ssion Control Code (TCC field): 24 bits
Provi des a nmeans to segregate traffic and define controlled
conmuni ti es of interest anbng subscribers. The TCC val ues are
trigraphs, and are avail able from HQ DCA Code 530.

Must be copied on fragnentation. This option appears at nost
once in a datagram

Loose Source and Record Route

B - B - B - TS []-------- +
| 10000011| length | pointer| route data

S S S S J]---c-a-- +
Type=131

The | oose source and record route (LSRR) option provides a neans
for the source of an internet datagramto supply routing
information to be used by the gateways in forwarding the
datagramto the destination, and to record the route

i nfornmation.

The option begins with the option type code. The second octet
is the option |l ength which includes the option type code and the
| ength octet, the pointer octet, and |l ength-3 octets of route
data. The third octet is the pointer into the route data

i ndi cating the octet which begins the next source address to be
processed. The pointer is relative to this option, and the
smal | est | egal value for the pointer is 4.

A route data is conposed of a series of internet addresses.

Each internet address is 32 bits or 4 octets. |If the pointer is
greater than the length, the source route is enpty (and the
recorded route full) and the routing is to be based on the
destination address field.
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If the address in destination address field has been reached and
the pointer is not greater than the length, the next address in
the source route replaces the address in the destination address
field, and the recorded route address repl aces the source
address just used, and pointer is increased by four

The recorded route address is the internet nodul e’ s own internet
address as known in the environnent into which this datagramis
bei ng forwarded.

Thi s procedure of replacing the source route with the recorded
route (though it is in the reverse of the order it nmust be in to
be used as a source route) means the option (and the | P header
as a whole) remains a constant | ength as the datagram progresses
through the internet.

This option is a | oose source route because the gateway or host
IPis allowed to use any route of any nunmber of other
i nternedi ate gateways to reach the next address in the route.

Must be copied on fragnentation. Appears at npbst once in a
dat agr am

Strict Source and Record Route

Fomm oo Fomm oo Fomm oo R []-------- +
| 10001001 length | pointer]| route data

S S S - []--ea--a-- +
Type=137

The strict source and record route (SSRR) option provides a
neans for the source of an internet datagramto supply routing
information to be used by the gateways in forwarding the
datagramto the destination, and to record the route

i nformati on.

The option begins with the option type code. The second octet
is the option I ength which includes the option type code and the
| ength octet, the pointer octet, and |l ength-3 octets of route
data. The third octet is the pointer into the route data

i ndi cating the octet which begins the next source address to be
processed. The pointer is relative to this option, and the
smal | est | egal value for the pointer is 4.

A route data is conposed of a series of internet addresses.

Each internet address is 32 bits or 4 octets. |If the pointer is
greater than the length, the source route is enpty (and the
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recorded route full) and the routing is to be based on the
destination address field.

If the address in destination address field has been reached and
the pointer is not greater than the length, the next address in
the source route replaces the address in the destination address
field, and the recorded route address repl aces the source
address just used, and pointer is increased by four

The recorded route address is the internet nodul e’ s own internet
address as known in the environnent into which this datagramis
bei ng f orwar ded.

This procedure of replacing the source route with the recorded
route (though it is in the reverse of the order it nmust be into
be used as a source route) nmeans the option (and the | P header
as a whole) remains a constant | ength as the datagram progresses
through the internet.

This option is a strict source route because the gateway or host
| P nust send the datagramdirectly to the next address in the
source route through only the directly connected network
indicated in the next address to reach the next gateway or host
specified in the route.

Must be copied on fragnentation. Appears at npbst once in a
dat agr am

Record Route

B - B - B - TS []-------- +

| 00000111| length | pointer| route data

S S S S J]---c-a-- +
Type=7

The record route option provides a neans to record the route of
an internet datagram

The option begins with the option type code. The second octet
is the option |l ength which includes the option type code and the
l ength octet, the pointer octet, and |l ength-3 octets of route
data. The third octet is the pointer into the route data

i ndicating the octet which begins the next area to store a route
address. The pointer is relative to this option, and the
snal | est | egal value for the pointer is 4.

A recorded route is conposed of a series of internet addresses.
Each internet address is 32 bits or 4 octets. |If the pointer is
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greater than the length, the recorded route data area is full
The originating host nmust conpose this option with a |arge
enough route data area to hold all the address expected. The
size of the option does not change due to adding addresses. The
intitial contents of the route data area must be zero.

VWhen an internet nmodule routes a datagramit checks to see if
the record route option is present. If it is, it inserts its
own internet address as known in the environment into which this
datagramis being forwarded into the recorded route begining at
the octet indicated by the pointer, and increnents the pointer
by four.

If the route data area is already full (the pointer exceeds the
l ength) the datagramis forwarded w thout inserting the address
into the recorded route. |If there is some room but not enough
roomfor a full address to be inserted, the original datagramis
considered to be in error and is discarded. |In either case an

| CVP paramet er probl em nmessage may be sent to the source

host [3].

Not copi ed on fragnentation, goes in first fragnent only.
Appears at npbst once in a datagram

Stream ldentifier

- - - - +
| 10001000] 00000010] Stream | D |
- - - - +

Type=136 Lengt h=4

This option provides a way for the 16-bit SATNET stream
identifier to be carried through networks that do not support
the stream concept.

Must be copied on fragnmentation. Appears at nmpst once in a
dat agr am
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I nternet Tinestanp

S S S S +
| 01000100| length | pointer|ofiwflg

Fommmaa - Fommmaa - Fommmaa - Fommmaa - +
| i nternet address |
Fomm e Fomm e Fomm e Fomm e +
| ti mestanp |
S S S S S +
I - I
Type = 68

The Option Length is the nunber of octets in the option counting
the type, length, pointer, and overflow flag octets (naximm
[ ength 40).

The Pointer is the number of octets fromthe beginning of this
option to the end of tinmestanps plus one (i.e., it points to the
octet begi nning the space for next tinmestanp). The snall est
legal value is 5. The tinmestanp area is full when the pointer
is greater than the |ength.

The Overflow (oflw) [4 bits] is the nunmber of |IP nodul es that
cannot register tinmestanps due to | ack of space.

The Flag (flg) [4 bits] values are
0 -- time stanps only, stored in consecutive 32-bit words,

1 -- each tinmestanp is preceded with internet address of the
registering entity,

3 -- the internet address fields are prespecified. An IP
nmodul e only registers its timestanmp if it matches its own
address with the next specified internet address.

The Tinestanp is a right-justified, 32-bit tinestanp in
mlliseconds since midnight UT. [If the time is not available in
mlliseconds or cannot be provided with respect to mdnight UT
then any tine may be inserted as a tinestanp provided the high
order bit of the timestanp field is set to one to indicate the
use of a non-standard val ue.

The originating host rmust conpose this option with a |arge

enough tinestanp data area to hold all the tinmestanp information
expected. The size of the option does not change due to adding
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timestanps. The intitial contents of the tinestanp data area
nust be zero or internet address/zero pairs.

If the tinmestanp data area is already full (the pointer exceeds
the length) the datagramis forwarded w thout inserting the
ti mestanp, but the overflow count is increnented by one.

If there is some room but not enough roomfor a full tinestanp
to be inserted, or the overflow count itself overflows, the
original datagramis considered to be in error and is discarded.
In either case an | CMP paraneter probl em nmessage nmay be sent to
the source host [3].

The tinmestanp option is not copied upon fragnentation. It is
carried in the first fragnent. Appears at npst once in a
dat agr am

Paddi ng: variabl e

The internet header padding is used to ensure that the internet
header ends on a 32 bit boundary. The padding is zero.

3.2. Discussion

The i npl enentati on of a protocol must be robust. Each inplenentation
nmust expect to interoperate with others created by different

i ndividuals. Wiile the goal of this specification is to be explicit
about the protocol there is the possibility of differing
interpretations. |In general, an inplenentation nust be conservative
inits sending behavior, and liberal in its receiving behavior. That
is, it must be careful to send well-forned datagrans, but nust accept
any datagramthat it can interpret (e.g., not object to technica
errors where the neaning is still clear).

The basic internet service is datagramoriented and provides for the
fragmentati on of datagrans at gateways, with reassenbly taking place
at the destination internet protocol nodule in the destination host.
O course, fragnentation and reassenbly of datagrans within a network
or by private agreenment between the gateways of a network is also
allowed since this is transparent to the internet protocols and the
hi gher-1evel protocols. This transparent type of fragnentation and
reassenmbly is termed "network-dependent” (or intranet) fragmentation
and is not discussed further here.

I nternet addresses distinguish sources and destinations to the host

| evel and provide a protocol field as well. It is assunmed that each
protocol will provide for whatever nultiplexing is necessary within a
host .
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Addr essi ng

To provide for flexibility in assigning address to networks and
allow for the Ilarge nunber of small to internediate sized networks
the interpretation of the address field is coded to specify a smal
nunber of networks with a | arge nunber of host, a noderate nunber of
networks with a noderate nunmber of hosts, and a | arge nunmber of
networks with a small nunber of hosts. In addition there is an
escape code for extended addressi ng node.

Addr ess Formats:

H gh Order Bits For mat d ass
0 7 bits of net, 24 bits of host a
10 14 bits of net, 16 bits of host b
110 21 bits of net, 8 bits of host c
111 escape to extended addressi ng node

A value of zero in the network field neans this network. This is
only used in certain | CVP nessages. The extended addressi ng node
is undefined. Both of these features are reserved for future use.

The actual val ues assigned for network addresses is given in
"Assi gned Nunbers" [9].

The | ocal address, assigned by the local network, nust allow for a
singl e physical host to act as several distinct internet hosts.

That is, there nmust be a mappi ng between internet host addresses and
net wor k/ host interfaces that allows several internet addresses to
correspond to one interface. It nust also be allowed for a host to
have several physical interfaces and to treat the datagrans from
several of themas if they were all addressed to a single host.

Addr ess nmappi hgs between internet addresses and addresses for
ARPANET, SATNET, PRNET, and ot her networks are described in "Address
Mappi ngs" [5].

Fragment ati on and Reassenbly.

The internet identification field (ID) is used together with the
source and destination address, and the protocol fields, to identify
dat agram fragments for reassenbly.

The More Fragnments flag bit (MF) is set if the datagramis not the
last fragment. The Fragnment Offset field identifies the fragnent

| ocation, relative to the beginning of the original unfragmented
datagram Fragnents are counted in units of 8 octets. The
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fragmentation strategy is designed so than an unfragnmented dat agram
has all zero fragmentation information (M- = 0, fragnent offset =
0). If an internet datagramis fragnmented, its data portion nust be
broken on 8 octet boundari es.

This format allows 2**13 = 8192 fragments of 8 octets each for a
total of 65,536 octets. Note that this is consistent with the the
datagramtotal length field (of course, the header is counted in the
total length and not in the fragnents).

When fragmentation occurs, sone options are copied, but others
remain with the first fragnent only.

Every internet nodule nust be able to forward a datagram of 68
octets without further fragnentation. This is because an internet
header may be up to 60 octets, and the nminimum fragment is 8 octets.

Every internet destination nmust be able to receive a datagram of 576
octets either in one piece or in fragments to be reassenbl ed.

The fields which nay be affected by fragnentation include:

(1) options field

(2) nore fragments fl ag

(3) fragment offset

(4) internet header length field
(5) total length field

(6) header checksum

If the Don't Fragment flag (DF) bit is set, then internet
fragmentation of this datagramis NOT permitted, although it may be
di scarded. This can be used to prohibit fragnentation in cases
where the receiving host does not have sufficient resources to
reassenbl e internet fragnents.

One exanpl e of use of the Don't Fragnent feature is to down |line
load a small host. A small host could have a boot strap program
that accepts a datagram stores it in nenory and then executes it.

The fragmentation and reassenbly procedures are nost easily
descri bed by exanples. The follow ng procedures are exanple
i mpl enent ati ons.

General notation in the follow ng pseudo prograns: "=<" neans "l ess
than or equal", "#" means "not equal", "=" neans "equal", "<-" neans
"is set to". Also, "x to y" includes x and excludes y; for exanple,

"4 to 7" would include 4, 5, and 6 (but not 7).
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An Exanpl e Fragnentati on Procedure

The maxi mum si zed datagramthat can be transmitted through the
next network is called the maxi mumtransm ssion unit (MIU).

If the total length is less than or equal the maxi mum transm ssion
unit then submit this datagramto the next step in datagram
processi ng; otherw se cut the datagraminto two fragnents, the
first fragment being the maxi num size, and the second fragnent
being the rest of the datagram The first fragnment is subnitted
to the next step in datagram processing, while the second fragment

is submitted to this procedure in case it is still too |arge.
Not at i on:

FO - Fragnent O fset

| HL - Internet Header Length

DF - Don't Fragment flag

M- - More Fragnents flag

TL - Total Length

OFO - dd Fragnent Ofset

OHL - dd Internet Header Length

OF - dd Mre Fragnents flag

orL - (Ad Total Length

NFB - Number of Fragnent Bl ocks

MIU - Maxi mum Transm ssion Unit
Procedur e:

IF TL =< MIU THEN Submt this datagramto the next step
i n datagram processing ELSE IF DF = 1 THEN di scard t he
dat agr am ELSE
To produce the first fragment:
(1) Copy the original internet header;
(2) OHL <- IHL; OTL <- TL; OFO <- FO OWF <- M,
(3) NFB <- (MIU-1HL*4)/8;
(4) Attach the first NFB*8 data octets;
(5) Correct the header:
MF <- 1; TL <- (IHL*4)+(NFB*8);
Recomput e Checksum
(6) Submit this fragment to the next step in
dat agr am pr ocessi ng;
To produce the second fragnent:
(7) Selectively copy the internet header (sonme options
are not copied, see option definitions);
(8) Append the renmaining data;
(9) Correct the header:
IHL <- (((AO HL*4)-(length of options not copied))+3)/4;
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TL <- OTL - NFB*8 - (O HL-I1HL)*4);
FO <- OFO + NFB; M- <- OW; Reconpute Checksum
(10) Submit this fragnment to the fragnmentation test; DONE

In the above procedure each fragnent (except the last) was made
the maxi num al | owabl e size. An alternative m ght produce |ess
than the maxi num si ze datagrans. For exanple, one could inplenment
a fragmentation procedure that repeatly divided | arge datagrans in
hal f until the resulting fragments were | ess than the maxi mum
transm ssion unit size.

An Exanpl e Reassenbly Procedure

For each datagramthe buffer identifier is conputed as the

concat enati on of the source, destination, protocol, and
identification fields. |If this is a whole datagram (that is both
the fragnent offset and the nore fragnents fields are zero), then
any reassenbly resources associated with this buffer identifier
are rel eased and the datagramis forwarded to the next step in

dat agr am pr ocessi ng.

If no other fragment with this buffer identifier is on hand then
reassenbly resources are allocated. The reassenbly resources
consi st of a data buffer, a header buffer, a fragnent bl ock bit
table, a total data length field, and a tiner. The data fromthe
fragnment is placed in the data buffer according to its fragnent
of fset and length, and bits are set in the fragnment bl ock bit
tabl e corresponding to the fragnent bl ocks received.

If this is the first fragment (that is the fragnent offset is
zero) this header is placed in the header buffer. |If this is the
last fragment ( that is the nore fragnments field is zero) the
total data length is computed. If this fragment conpletes the

dat agram (tested by checking the bits set in the fragment bl ock
table), then the datagramis sent to the next step in datagram
processing; otherwise the tiner is set to the maxi mum of the
current tinmer value and the value of the tine to live field from
this fragnment; and the reassenbly routine gives up control

If the timer runs out, the all reassenbly resources for this
buffer identifier are released. The initial setting of the tinmer
is a lower bound on the reassenbly waiting time. This is because
the waiting time will be increased if the Time to Live in the
arriving fragnment is greater than the current tinmer value but wll
not be decreased if it is less. The maximumthis tinmer val ue
could reach is the maxinmnumtinme to live (approximately 4.25

m nutes). The current recommendation for the initial tiner
setting is 15 seconds. This may be changed as experience with
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accunul at es.

value is related to the buffer capacity available and the data
rate of the transm ssion medium that is, data rate tinmes tiner
val ue equal s buffer size (e.g., 10Kb/s X 15s = 150Kb).

Not ati o

FO
I HL
VE
TTL
NFB
TL
TDL

BUFI D -

n:

- Fra
- Int
- Mor

gment O f set
ernet Header Length
e Fragments fl ag

- Time To Live
- Number of Fragnent Bl ocks

- Tot
- Tot

RCVBT - Fra

TLB

Pr ocedu

(1)
(2)
(3)
(4)
(5)
(6)
(7

(8)

(9)

(10)
(11)
(12)
(13)

(14)
(15)
(16)

(17)
(18)
(19)

al Length
al Data Length

Buf fer Identifier

gment Received Bit Table

- Tinmer Lower Bound

re:

BUFI D <
|F FO =

- source| destination|protocol |identification;
0O AND MF =0

THEN | F buffer with BUFID is all ocated

ELSE

THEN flush all reassenbly for this BUFID;
Submit datagramto next step; DONE
IF no buffer with BUFID is all ocated
THEN al | ocat e reassenbly resources
wi t h BUFI D;
TI MER <- TLB; TDL <- O;
put data fromfragnent into data buffer with
BUFID fromoctet FO*8 to
octet (TL-(I1HL*4))+FO*8;
set RCVBT bits from FO
to FO+((TL-(IHL*4)+7)/8);
F MF = 0 THEN TDL <- TL-(IHL*4)+(FC*8)
F FO = 0 THEN put header in header buffer
FTDL # 0
AND al |l RCVBT bits fromO
to (TDL+7)/8 are set
THEN TL <- TDL+(IHL*4)
Subnmit datagramto next step;
free all reassenbly resources
for this BUFI D, DONE.
TI MER <- MAX(TIMER, TTL);
give up until next fragnent or tiner expires;

timer expires: flush all reassenbly with this BUFI D, DONE.

In the case that two or nore fragments contain the sane data
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either identically or through a partial overlap, this procedure
will use the nore recently arrived copy in the data buffer and
dat agr am del i ver ed

| dentification

The choice of the lIdentifier for a datagramis based on the need to
provide a way to uniquely identify the fragnents of a particular
datagram The protocol nodul e assenbling fragnents judges fragnents
to belong to the sane datagramif they have the sane source,
destination, protocol, and Identifier. Thus, the sender must choose
the ldentifier to be unique for this source, destination pair and
protocol for the time the datagram (or any fragnment of it) could be
alive in the internet.

It seens then that a sending protocol nodule needs to keep a table
of ldentifiers, one entry for each destination it has conmuni cated
with in the last maxi num packet lifetime for the internet.

However, since the ldentifier field allows 65,536 different val ues,
sone host nmay be able to sinply use unique identifiers independent
of destination.

It is appropriate for sone higher |evel protocols to choose the
identifier. For example, TCP protocol nodules may retransmt an
identical TCP segment, and the probability for correct reception
woul d be enhanced if the retransmi ssion carried the same identifier
as the original transm ssion since fragments of either datagram
could be used to construct a correct TCP segment.

Type of Service

The type of service (TOS) is for internet service quality selection
The type of service is specified along the abstract paraneters
precedence, delay, throughput, and reliability. These abstract
paranmeters are to be mapped into the actual service paranmeters of
the particul ar networks the datagramtraverses.

Precedence. An independent neasure of the inportance of this
dat agr am

Del ay. Prompt delivery is inportant for datagrams with this
i ndi cati on.

Throughput. High data rate is inportant for datagrans with this
i ndi cation.
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T

Reliability. A higher level of effort to ensure delivery is
i nportant for datagrans with this indication

For exanple, the ARPANET has a priority bit, and a choice between
"standard" messages (type 0) and "uncontroll ed" messages (type 3),
(the choi ce between single packet and nultipacket messages can al so
be considered a service paraneter). The uncontroll ed nmessages tend
to be less reliably delivered and suffer |ess delay. Suppose an
internet datagramis to be sent through the ARPANET. Let the
internet type of service be given as:

Pr ecedence: 5
Del ay: 0
Thr oughput : 1
Reliability: 1

In this exanple, the mapping of these paraneters to those avail able
for the ARPANET would be to set the ARPANET priority bit on since
the Internet precedence is in the upper half of its range, to select
st andard nessages since the throughput and reliability requirenents
are indicated and delay is not. Mre details are given on service
mappi ngs in "Service Mappings" [8].

me to Live

The tine to live is set by the sender to the maxi mumtine the
datagramis allowed to be in the internet system |[|f the datagram
isin the internet systemlonger than the tine to live, then the
dat agram nust be destroyed.

This field nust be decreased at each point that the internet header
is processed to reflect the time spent processing the datagram
Even if no local information is available on the tinme actually
spent, the field nust be decrenented by 1. The tine is nmeasured in
units of seconds (i.e. the value 1 neans one second). Thus, the
maxi mumtine to live is 255 seconds or 4.25 minutes. Since every
nodul e that processes a datagram nust decrease the TTL by at |east
one even if it process the datagramin |l ess than a second, the TTL
nust be thought of only as an upper bound on the tinme a datagram nay
exist. The intention is to cause undeliverable datagrans to be

di scarded, and to bound the maxi mum datagramlifetine.

Sone hi gher |evel reliable connection protocols are based on
assunptions that old duplicate datagrans will not arrive after a
certain tinme elapses. The TTL is a way for such protocols to have
an assurance that their assunption is net.
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Opt i ons

The options are optional in each datagram but required in

i mpl enentations. That is, the presence or absence of an option is
the choice of the sender, but each internet nodule nmust be able to
parse every option. There can be several options present in the
option field.

The options mght not end on a 32-bit boundary. The internet header
nust be filled out with octets of zeros. The first of these would
be interpreted as the end-of-options option, and the renmainder as

i nternet header paddi ng.

Every internet nodule nust be able to act on every option. The
Security Option is required if classified, restricted, or
conpartnented traffic is to be passed.

Checksum

The internet header checksumis reconputed if the internet header is
changed. For exanple, a reduction of the tinme to live, additions or
changes to internet options, or due to fragnentation. This checksum
at the internet level is intended to protect the internet header
fields fromtransm ssion errors.

There are sonme applications where a few data bit errors are

acceptabl e while retransmi ssion delays are not. |If the internet
protocol enforced data correctness such applications could not be
support ed.

Errors

Internet protocol errors nmay be reported via the | CMP nessages [3].
3.3. Interfaces

The functional description of user interfaces to the IP is, at best,

fictional, since every operating systemw || have different
facilities. Consequently, we nust warn readers that different IP
i mpl enentati ons may have different user interfaces. However, all |Ps

must provide a certain mninum set of services to guarantee that al
| P i mpl enent ati ons can support the sane protocol hierarchy. This
section specifies the functional interfaces required of all IP

i mpl enent ati ons.

Internet protocol interfaces on one side to the | ocal network and on

the other side to either a higher |evel protocol or an application
program In the follow ng, the higher |evel protocol or application
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program (or even a gateway program) will be called the "user" since it
is using the internet nodule. Since internet protocol is a datagram
protocol, there is mninmal nenory or state nmintai ned between datagram
transm ssions, and each call on the internet protocol nodule by the
user supplies all information necessary for the IP to performthe

servi ce requested.

An Exanpl e Upper Level Interface

The following two exanple calls satisfy the requirements for the user
to internet protocol nodul e comrunication ("=>" neans returns):

SEND (src, dst, prot, TOS, TTL, Buf PTR, len, Id, DF, opt => result)

wher e:
src = source address
dst = destinati on address

prot = protocol
TOS = type of service
TTL = time to live
Buf PTR = buffer pointer
len = length of buffer
Id I dentifier
DF = Don't Fragnment
opt = option data
result = response
K = dat agram sent ok
Error = error in argunents or |ocal network error

Note that the precedence is included in the TOS and the
security/conpartnent is passed as an option

RECV (Buf PTR, prot, => result, src, dst, TGOS, len, opt)
wher e:

Buf PTR = buffer pointer

prot = protocol

result = response
OK = dat agram recei ved ok
Error = error in argunents

len = length of buffer
src = source address

dst = destination address
TOS = type of service

opt = option data

[ Page 32]



Sept ember 1981
I nternet Protoco
Speci fication

VWhen the user sends a datagram it executes the SEND call supplying
all the argunents. The internet protocol nodule, on receiving this

call, checks the argunents and prepares and sends the nessage. |If the
argunents are good and the datagramis accepted by the | ocal network,
the call returns successfully. |If either the argunents are bad, or

the datagramis not accepted by the |local network, the call returns
unsuccessfully. On unsuccessful returns, a reasonable report nust be
nmade as to the cause of the problem but the details of such reports
are up to individual inplenmentations.

When a datagram arrives at the internet protocol nmodule fromthe |oca
network, either there is a pending RECV call fromthe user addressed
or there is not. 1In the first case, the pending call is satisfied by
passing the information fromthe datagramto the user. |In the second
case, the user addressed is notified of a pending datagram |If the
user addressed does not exist, an ICVP error nmessage is returned to
the sender, and the data is discarded.

The notification of a user nmay be via a pseudo interrupt or simlar
nmechani sm as appropriate in the particular operating system
envi ronnent of the inplenentation

A user’s RECV call may then either be imediately satisfied by a
pendi ng datagram or the call may be pending until a datagram arrives.

The source address is included in the send call in case the sending
host has several addresses (nultiple physical connections or |ogica
addresses). The internet nodul e nust check to see that the source
address is one of the |legal address for this host.

An inmpl enentation may also allow or require a call to the internet
nmodule to indicate interest in or reserve exclusive use of a class of
datagrans (e.g., all those with a certain value in the protoco
field).

This section functionally characterizes a USER/'I P interface. The
notation used is simlar to nost procedure of function calls in high
| evel |anguages, but this usage is not neant to rule out trap type
service calls (e.g., SVCs, UUGs, EMIs), or any other form of

i nt er process communi cation
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APPENDI X A: Exanpl es & Scenari os
Exampl e 1:
This is an exanple of the mininal data carrying internet datagram
0 1 2 3

01234567890123456789012345678901
T S A S S I T S I S

| Ver= 4 |IHL= 5 | Type of Service]| Total Length = 21
e E s e e S e ki I R R
| Identification = 111 | FI g=0]| Fragment Offset = 0
B s i S i I i S S S i i
Time = 123 | Protocol =1 | header checksum |

L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| source address

I I S i i S T i i i ik ik HE N
| destinati on address

B s i S i I i S S S i i
| dat a |

S

Exanpl e I nternet Datagram
Fi gure 5.
Note that each tick mark represents one bit position
This is a internet datagramin version 4 of internet protocol; the
i nternet header consists of five 32 bit words, and the total |ength of

the datagramis 21 octets. This datagramis a conpl ete datagram (not
a fragment).
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Exanpl e 2:

In this exanple, we show first a noderate size internet datagram (452
data octets), then two internet fragments that might result fromthe
fragmentation of this datagramif the maximum sized transm ssion

al |l oned were 280 octets.

0 1 2 3
01234567890123456789012345678901
s i T e S s it ST T e e S e S e o o o I T

| Ver= 4 |IHL= 5 | Type of Service]| Total Length = 472

R R i ik It I R R T T I i R R R S e ol o o i i i i R
| Identification = 111 | FI g=0| Fragment Offset = 0
R it e i T e S R el ot (I I S R S R R S R
| Time = 123 | Protocol =6 | header checksum |
e i I R R i T R it i S S e e e i I T R T e e i
| source address

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| destinati on address

B T s i I S e i S i i S S e S
| dat a |
s S S i I S R R e h T Tk e S S S o T S
| dat a |
\ \
\ \
| dat a |
s S S o T i i S S i (i
| dat a |

R e e ks ik oI S S e

Exampl e I nternet Datagram

Fi gure 6.
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Now the first fragnent that results fromsplitting the datagram after
256 data octets.

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Ver= 4 |IHL= 5 | Type of Service| Total Length = 276 |
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

| Identification = 111 | FI g=1] Fragment Offset = 0
T T i S e i s st oI S e S e S il Tt S S R S S e S
I

+-
| Time = 119 | Protocol =6 | Header Checksum

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| source address |
B T s i I S e i S i i S S e S
| destinati on address |
s S S i I S R R e h T Tk e S S S o T S
| dat a |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| dat a

\

\

a

a

_ ——

dat a

I R i i ol T I I TR T I R T R I R I R R R e it o R R R R

dat a |

B S i i i T S S S S S S S S i S S S S S S i it it S SR SR
Exanpl e I nternet Fragnent

Fi gure 7.
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And the second fragnent.

0 1 2 3
012345678901234567890123456789¢01

T T R i e e e e o S e SRR R
| Ver= 4 |IHL= 5 | Type of Service| Total Length = 216 |
B s i S i I i S S S i i
| Identification = 111 | Fl g=0] Fragment Offset = 32
el s s i i S e e R S i TR S ik ik i N e
| Time = 119 | Protocol =6 | Header Checksum |
e  E C ke s e T S e i s i ol S N R
| source address |
B s i S i I i S S S i i
| desti nati on address |
e s S i e S e e  t ik ok S R SR S S
| dat a |
T Lk R e T e i ik i Sl TR R o
| dat a |
\ \
\ \
| dat a |
T L R e o o e i T M N
| dat a |

B S S i i T S

Exanpl e I nternet Fragnment

Fi gure 8.
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Exanpl e 3:

Here, we show an exanpl e of a datagram containing options:

0 1 2 3
01234567890123456789012345678901
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
| Ver= 4 |1 HL= 8 | Type of Service]| Total Length = 576 |
e L i i T e b ik i SR SR S

| Identification = 111 | FI g=0| Fragment Offset = 0

e  E E kR e T e S s b i i Sl SR N R
| Time = 123 | Protocol = 6 | Header Checksum |
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
| sour ce address |
e s S i e S e e  t ik ok S R SR S S
| destinati on address |
T Lk R e T e i ik i Sl TR R o
| Opt. Code = x | t. Len.= 3| option value | Opt. Code = x

AR i el i Sl i Sl el Sl i Sl e e Sl A Sl e
| Opt. Len. = 4 | option val ue | Opt. Code =1

e s S i e e e e C S N R S S
| Opt. Code =y | Opt. Len. = 3| option value | Opt. Code = 0

T e L e i T o e e o o S SRR R
| dat a |
\ \
\ \
| dat a |
T L R e o o e i T M N
| dat a |
R R i ik It I R R T T I i R R R S e ol o o i i i i R

Exanmpl e I nternet Datagram

Fi gure 9.

[ Page 38]



Sept ember 1981
I nternet Protoco

APPENDI X B: Data Transm ssion Order

The order of transm ssion of the header and data described in this
docunent is resolved to the octet |evel. Wenever a diagram shows a
group of octets, the order of transm ssion of those octets is the norna
order in which they are read in English. For exanple, in the follow ng
diagramthe octets are transnmitted in the order they are nunbered.

0 1 2 3
01234567890123456789012345678901
T T S S s T S S i it U AU S S S A
| 1 | 2 | 3 | 4 |
T . T S S S S ik e S S
| 5 | 6 | 7 | 8 |
e S

| 9 | 10 | 11 | 12
T T S S T S S it i S DS S S S S o

Transm ssion Order of Bytes
Fi gure 10.

Wenever an octet represents a nunmeric quantity the left nost bit in the
diagramis the high order or nost significant bit. That is, the bit

| abeled 0 is the nost significant bit. For exanple, the follow ng

di agram represents the value 170 (decinal).

01234567
T
|1 0101010
e

Signi ficance of Bits
Figure 11.
Simlarly, whenever a nulti-octet field represents a nuneric quantity
the left nost bit of the whole field is the nost significant bit. Wen

a nulti-octet quantity is transmtted the nost significant octet is
transmtted first.
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GLOSSARY

1822
BBN Report 1822, "The Specification of the Interconnection of
a Host and an IMP". The specification of interface between a
host and the ARPANET.

ARPANET | eader
The control information on an ARPANET nessage at the host-1 M
interface.

ARPANET message
The unit of transm ssion between a host and an IMP in the
ARPANET. The maxi mum size is about 1012 octets (8096 bits).

ARPANET packet
A unit of transmi ssion used internally in the ARPANET between
| MPs. The maxi mum size is about 126 octets (1008 bits).

Desti nati on
The destinati on address, an internet header field.

DF
The Don’t Fragnent bit carried in the flags field.

Fl ags
An internet header field carrying various control flags.

Fragment O f set
This internet header field indicates where in the internet
dat agram a fragnent bel ongs.

GGP
Gateway to Gateway Protocol, the protocol used primarily
bet ween gateways to control routing and ot her gateway
functi ons.

header
Control information at the beginning of a nessage, segnent,
dat agram packet or bl ock of data.

| C\WP

Internet Control Message Protocol, inplenmented in the internet
nodule, the ICWP is used from gateways to hosts and between
hosts to report errors and nmake routing suggestions.
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I dentification
An internet header field carrying the identifying val ue
assigned by the sender to aid in assenbling the fragnments of a

dat agr am

| HL
The internet header field Internet Header Length is the length
of the internet header neasured in 32 bit words.

| VP

The Interface Message Processor, the packet switch of the
ARPANET.

I nt ernet Address
A four octet (32 bit) source or destination address consisting
of a Network field and a Local Address field.

i nternet datagram
The unit of data exchanged between a pair of internet nodul es
(includes the internet header).

i nternet fragnent
A portion of the data of an internet datagramw th an internet
header .

Local Address
The address of a host within a network. The actual mapping of
an internet |ocal address on to the host addresses in a
network is quite general, allow ng for nmany to one mappi ngs.

The More-Fragments Flag carried in the internet header flags
field.

nmodul e
An inmpl enentation, usually in software, of a protocol or other
pr ocedur e.

nore-fragments flag
A flag indicating whether or not this internet datagram
contains the end of an internet datagram carried in the
i nternet header Flags field.

NFB
The Nunber of Fragnent Blocks in a the data portion of an
internet fragnent. That is, the length of a portion of data
nmeasured in 8 octet units.
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oct et
An eight bit byte.

Options
The internet header Options field may contain several options,
and each option may be several octets in |ength.

Paddi ng
The internet header Padding field is used to ensure that the
data begins on 32 bit word boundary. The padding is zero.

Pr ot oco
In this docunment, the next higher |evel protocol identifier
an internet header field.

Rest
The | ocal address portion of an Internet Address.

Sour ce
The source address, an internet header field.

TCP
Transm ssion Control Protocol: A host-to-host protocol for
reliabl e communi cation in internet environnents.

TCP Segnent
The unit of data exchanged between TCP nodul es (including the
TCP header).

TFTP
Trivial File Transfer Protocol: A sinple file transfer

protocol built on UDP

Tinme to Live
An internet header field which indicates the upper bound on
how l ong this internet datagram may exist.

TCS
Type of Service

Total Length
The internet header field Total Length is the Iength of the
datagramin octets including internet header and data.

TTL
Time to Live
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Type of Service
An internet header field which indicates the type (or quality)
of service for this internet datagram

uDP
User Datagram Protocol: A user |level protocol for transaction
oriented applications.
User
The user of the internet protocol. This may be a higher |eve
protocol nodul e, an application program or a gateway program
Ver si on

The Version field indicates the format of the internet header
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Status O This Menp

This RFC specifies a protocol for the ARPA-Internet community. |If
subnetting is inplenented it is strongly reconrended that these
procedures be followed. Distribution of this meno is unlimted.

Overvi ew

This menmo di scusses the utility of "subnets" of Internet networks,
which are logically visible sub-sections of a single Internet

network. For adm nistrative or technical reasons, many organi zations
have chosen to divide one Internet network into several subnets,
instead of acquiring a set of Internet network nunmbers. This meno
speci fies procedures for the use of subnets. These procedures are
for hosts (e.g., workstations). The procedures used in and between
subnet gateways are not fully described. Inportant notivation and
background i nformati on for a subnetting standard is provided in
RFC-940 [7].
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1. Mbtivation

The original view of the Internet universe was a two-|evel hierarchy:
the top level the Internet as a whole, and the |level below it

i ndi vidual networks, each with its own network nunber. The Internet
does not have a hierarchical topology, rather the interpretation of
addresses is hierarchical. In this two-1evel nodel, each host sees
its network as a single entity; that is, the network may be treated
as a "black box" to which a set of hosts is connected.

Wi le this view has proved sinple and powerful, a nunber of

organi zati ons have found it inadequate, and have added a third | eve
to the interpretation of Internet addresses. |In this view, a given
Internet network is divided into a collection of subnets.

The three-level nodel is useful in networks bel onging to noderately
| arge organi zations (e.g., Universities or conmpanies with nore than
one building), where it is often necessary to use nore than one LAN
cable to cover a "local area". Each LAN may then be treated as a
subnet .

There are several reasons why an organi zation mght use nore than one
cable to cover a campus:

Different technol ogies: Especially in a research environnent,
there may be nore than one kind of LAN in use; e.g., an

organi zati on may have sone equi pnent that supports Ethernet, and
sonme that supports a ring network.

- Limts of technol ogies: Mst LAN technol ogies inpose limts,
based on el ectrical parameters, on the number of hosts
connected, and on the total length of the cable. It is easy to
exceed these limts, especially those on cable |ength.

- Network congestion: It is possible for a small subset of the
hosts on a LAN to nonopolize npost of the bandwi dth. A common
solution to this problemis to divide the hosts into cliques of
hi gh nutual comunication, and put these cliques on separate
cabl es.

- Point-to-Point links: Sonetines a "local area", such as a
university campus, is split into two |ocations too far apart to
connect using the preferred LAN technology. |In this case,
hi gh- speed poi nt-to-point |inks mght connect several LANs.

An organi zation that has been forced to use nore than one LAN has
three choices for assigning Internet addresses:
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1. Acquire a distinct Internet network nunber for each cabl e;
subnets are not used at all

2. Use a single network nunmber for the entire organization, but
assi gn host nunbers without regard to which LAN a host is on
("transparent subnets").

3. Use a single network number, and partition the host address
space by assigning subnet nunbers to the LANs ("explicit
subnets").

Each of these approaches has di sadvantages. The first, although not
requiring any new or nodified protocols, results in an explosion in
the size of Internet routing tables. Information about the interna
details of local connectivity is propagated everywhere, although it
is of little or no use outside the |ocal organization. Especially as
some current gateway inplenmentations do not have nmuch space for
routing tables, it would be good to avoid this problem

The second approach requires sonme convention or protocol that makes
the collection of LANs appear to be a single Internet network. For
exanpl e, this can be done on LANs where each Internet address is
translated to a hardware address using an Address Resol ution Protoco
(ARP), by having the bridges between the LANs intercept ARP requests
for non-local targets, see RFC-925 [2]. However, it is not possible
to do this for all LAN technol ogies, especially those where ARP
protocols are not currently used, or if the LAN does not support
broadcasts. A nore fundanmental problemis that bridges nmust discover
whi ch LAN a host is on, perhaps by using a broadcast algorithm As
the nunber of LANs grows, the cost of broadcasting grows as well;

al so, the size of translation caches required in the bridges grows
with the total number of hosts in the network.

The third approach is to explicitly support subnets. This does have
a disadvantage, in that it is a nodification of the Internet
Protocol, and thus requires changes to IP inplenentations already in
use (if these inplementations are to be used on a subnetted network).
However, these changes are relatively mnor, and once made, yield a
sinple and efficient solution to the problem Al so, the approach
avoi ds any changes that woul d be inconpatible with existing hosts on
non- subnetted networks.

Further, when appropriate design choices are made, it is possible for
hosts which believe they are on a non-subnetted network to be used on
a subnetted one, as explained in RFC-917 [1]. This is useful when it
is not possible to nodify sone of the hosts to support subnets
explicitly, or when a gradual transition is preferred.
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2. Standards for Subnet Addressing

This section first describes a proposal for interpretation of

I nternet addresses to support subnets. Next it discusses changes to
host software to support subnets. Finally, it presents a procedures
for discovering what address interpretation is in use on a given
network (i.e., what address mask is in use).

2.1. Interpretation of Internet Addresses

Suppose that an organi zati on has been assigned an |Internet network
nunber, has further divided that network into a set of subnets,
and wants to assign host addresses: how should this be done?

Since there are minimal restrictions on the assignment of the

"l ocal address" part of the Internet address, several approaches
have been proposed for representing the subnet nunber:

1. Variable-width field: Any nunber of the bits of the |oca
address part are used for the subnet numnber; the size of
this field, although constant for a given network, varies
fromnetwork to network. |If the field width is zero, then
subnets are not in use.

2. Fixed-width field: A specific nunber of bits (e.g., eight)
is used for the subnet nunber, if subnets are in use.

3. Self-encoding variable-width field: Just as the width
(i.e., class) of the network nunmber field is encoded by its
hi gh-order bits, the width of the subnet field is sinilarly
encoded.

4. Self-encoding fixed-width field: A specific nunber of bits
is used for the subnet nunber.

5. Masked bits: Use a bit nask ("address nask") to identify
which bits of the | ocal address field indicate the subnet
nunber .

What criteria can be used to choose one of these five schenmes?
First, should we use a self-encoding schene? And, should it be
possible to tell fromexamning an Internet address if it refers
to a subnetted network, w thout reference to any other

i nformati on?

An interesting feature of self-encoding is that it allows the
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Mogul

address space of a network to be divided into subnets of
different sizes, typically one subnet of half the address space
and a set of snmall subnets.

For exanple, consider a class C network that uses a

sel f-encodi ng schenme with one bit to indicate if it is the

| arge subnet or not and an additional three bits to identify
the small subnet. |If the first bit is zero then this is the
| arge subnet, if the first bit is one then the follow ng
bits (3 in this exanple) give the subnet number. There is
one subnet with 128 host addresses, and eight subnets with
16 hosts each.

To establish a subnetting standard the paraneters and
interpretation of the self-encoding schene nmust be fixed and
consi stent throughout the Internet.

It could be assuned that all networks are subnetted. This
woul d al | ow addresses to be interpreted without reference to
any other information.

This is a significant advantage, that given the Internet
address no additional information is needed for an

i mpl ementation to determine if two addresses are on the sane
subnet. However, this can al so be viewed as a di sadvant age:
it may cause problenms for networks which have existing host
nunbers that use arbitrary bits in the |ocal address part.
In other words, it is useful to be able to control whether a
network is subnetted independently fromthe assignnent of
host addresses.

The alternative is to have the fact that a network i s subnetted
kept separate fromthe address. |f one finds, sonehow, that
the network is subnetted then the standard sel f-encoded
subnetted network address rules are foll owed, otherw se the
non- subnetted network addressing rules are foll owed.

If a self-encoding schenme is not used, there is no reason to use a
fixed-width field scheme: since there nust in any case be sone
per-network "flag" to indicate if subnets are in use, the
addi ti onal cost of using an integer (a subnet field width or
address mask) instead of a boolean is negligible. The advantage
of using the address mask schene is that it allows each

organi zation to choose the best way to allocate relatively scarce
bits of local address to subnet and host nunbers. Therefore, we
choose the address-nmask scheme: it is the nost flexible schene,

yet costs no nore to inplenent than any ot her
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For exanple, the Internet address might be interpreted as:

<net wor k- nunber ><subnet - nunber ><host - nunber >
where the <network-nunber> field is as defined by IP [3], the
<host-nunber> field is at least 1-bit wide, and the width of the

<subnet -nunber> field is constant for a given network. No further
structure is required for the <subnet-nunber> or <host-nunber>

fields. |If the width of the <subnet-nunber> field is zero, then
the network is not subnetted (i.e., the interpretation of [3] is
used) .

For exanple, on a Cass B network with a 6-bit w de subnet field,
an address woul d be broken down |ike this:

1 2 3
01234567890123456789012345678901
T I e A S T i S S e S i e NUp S S

|1 0] NETWORK | SUBNET | Host Number
T T I e T I S T S S S e s Tk S s

Since the bits that identify the subnet are specified by a

bi t mask, they need not be adjacent in the address. However, we
recommend that the subnet bits be contiguous and | ocated as the
nost significant bits of the | ocal address.

Speci al Addresses:
From the Assigned Nunbers meno [9]:

"In certain contexts, it is useful to have fixed addresses
with functional significance rather than as identifiers of
specific hosts. Wen such usage is called for, the address
zero is to be interpreted as neaning "this", as in "this
network". The address of all ones are to be interpreted as
nmeaning "all", as in "all hosts". For exanple, the address
128. 9. 255. 255 could be interpreted as nmeaning all hosts on
the network 128.9. O, the address 0.0.0.37 could be
interpreted as neani ng host 37 on this network."

It is useful to preserve and extend the interpretation of these
speci al addresses in subnetted networks. This means the val ues
of all zeros and all ones in the subnet field should not be
assigned to actual (physical) subnets.

In the exanpl e above, the 6-bit w de subnet field nay have
any val ue except 0 and 63.
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Pl ease note that there is no effect or new restriction on the
addr esses of hosts on non-subnetted networKks.

2.2. Changes to Host Software to Support Subnets

Mogul

In nost inplenentations of IP, there is code in the nodul e that
handl es out goi ng datagrams to decide if a datagram can be sent
directly to the destination on the local network or if it nust be
sent to a gateway.

Generally the code is sonmething |ike this:

| F i p_net_nunber(dg.ip_dest) = ip_net_nunber(ny_i p_addr)
THEN
send_dg |l ocal l y(dg, dg.ip_dest)
ELSE
send_dg_| ocal | y(dg,
gateway_t o(i p_net_nunber(dg.ip_dest)))

(I'f the code supports multiply-connected networks, it will be nore
conplicated, but this is irrelevant to the current discussion.)

To support subnets, it is necessary to store one nore 32-bit
quantity, called ny_ip _mask. This is a bit-nmask with bits set in
the fields corresponding to the I P network nunber, and additiona
bits set corresponding to the subnet nunber field.

The code then becones:

| F bitwi se_and(dg.ip_dest, ny_ip_mask)
bitwi se_and(ny_i p_addr, mny_i p_mask)
THEN
send_dg |l ocal l y(dg, dg.ip_dest)
ELSE
send_dg_| ocal | y(dg,
gat eway_t o(bitwi se_and(dg.ip_dest, ny_ip_nask)))

O course, part of the expression in the conditional can be
pr e- conput ed

It may or may not be necessary to nodify the "gateway to"
function, so that it too takes the subnet field bits into account
when perform ng conpari sons.

To support nmultiply-connected hosts, the code can be changed to
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keep the "my_ip_addr" and "ny_ip_nask" quantities on a
per-interface basis; the expression in the conditional must then
be eval uated for each interface

2.3. Finding the Address Mask

How can a host determ ne what address nask is in use on a subnet
to which it is connected? The problemis anal ogous to severa

ot her "boot strapping" problens for Internet hosts: how a host
determ nes its own address, and how it |ocates a gateway on its

| ocal network. In all three cases, there are two basic solutions:
“hardwi red" information, and broadcast-based protocols.

Hardwi red information is that available to a host in isolation
froma network. It may be conpiled-in, or (preferably) stored in
a disk file. However, for the increasingly compbn case of a

di skl ess workstation that is bootl oaded over a LAN, neither

hardwi red solution is satisfactory.

I nst ead, since nost LAN technol ogy supports broadcasting, a better
nethod is for the new y-booted host to broadcast a request for the
necessary information. For exanple, for the purpose of
determining its Internet address, a host nay use the "Reverse

Addr ess Resol ution Protocol" (RARP) [4].

However, since a new y-booted host usually needs to gather severa
facts (e.g., its I P address, the hardware address of a gateway,
the I P address of a dommin nane server, the subnet address nask),
it would be better to acquire all this information in one request

i f possible, rather than doi ng nunerous broadcasts on the network.
The nechani snms designed to boot diskless workstations can al so

| oad per-host specific configuration files that contain the
required information (e.g., see RFC-951 [8]). It is possible, and
desirable, to obtain all the facts necessary to operate a host
froma boot server using only one broadcast nessage.

In the case where it is necessary for a host to find the address
mask as a separate operation the follow ng mechanismis provided:

To provide the address mask i nformati on the | CVP protocol [5]
i s extended by adding a new pair of | CVP nessage types,
"Address Mask Request" and "Address Mask Reply", anal ogous to
the "Informati on Request” and "Informati on Reply" |ICWP
messages. These are described in detail in Appendix |

The intended use of these new | CMP nessages is that a host,
when booting, broadcast an "Address Mask Request" nessage. A
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Mogul

gateway (or a host acting in lieu of a gateway) that receives
this nmessage responds with an "Address Mask Reply". If there
is no indication in the request which host sent it (i.e., the
| P Source Address is zero), the reply is broadcast as well.
The requesting host will hear the response, and fromit
deterni ne the address nask.

Since there is only one possible value that can be sent in an
"Address Mask Reply" on any given LAN, there is no need for the
requesting host to match the responses it hears agai nst the
request it sent; sinmlarly, there is no problemif nore than
one gateway responds. W assune that hosts reboot

i nfrequently, so the broadcast |oad on a network from use of
this protocol should be small

If a host is connected to nore than one LAN, it mght have to find
the address mask for each.

One potential problemis what a host should do if it can not find
out the address mask, even after a reasonable nunber of tries.
Three interpretations can be placed on the situation

1. The local net exists in (permanent) isolation fromall other
nets.

2. Subnets are not in use, and no host can supply the address
mask.

3. Al gateways on the local net are (tenporarily) down.

The first and second situations inply that the address mask is
identical with the Internet network number mask. 1In the third
situation, there is no way to determ ne what the proper value is;
the safest choice is thus a nask identical with the Internet
networ k nunber mask. Although this mght later turn out to be
wong, it will not prevent transmi ssions that would otherw se
succeed. It is possible for a host to recover froma w ong

choi ce: when a gateway cones up, it should broadcast an "Address
Mask Reply"; when a host receives such a nessage that disagrees
with its guess, it should change its nask to conformto the
recei ved value. No host or gateway should send an "Address Mask
Repl y" based on a "guessed" val ue.

Finally, note that no host is required to use this |ICMP protoco
to discover the address nask; it is perfectly reasonable for a
host with non-volatile storage to use stored information
(including a configuration file froma boot server).
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Appendi x |. Address Mask | CWP
Addr ess Mask Request or Address Mask Reply
0 1 2 3

01234567890123456789012345678901
T S T ST S S e T S S S S S S i

| Type | Code | Checksum
B T s i I S e i S i i S S e S
| I dentifier | Sequence Number |

s S S i I S R R e h T Tk e S S S o T S
| Addr ess Mask
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
I P Fields:

Addr esses

The address of the source in an address nmask request nessage
will be the destination of the address nmask reply nessage.
To form an address nmask reply nessage, the source address of
the request becones the destination address of the reply,
the source address of the reply is set to the replier’s
address, the type code changed to AM2, the address nask
value inserted into the Address Mask field, and the checksum
recomputed. However, if the source address in the request
nessage is zero, then the destination address for the reply
nessage shoul d denote a broadcast.

| CMP Fi el ds:
Type
AML for address nmask request nessage
AM2 for address nask reply nessage
Code
0 for address nask request nessage
0 for address nask reply nessage
Checksum

The checksumis the 16-bit one’'s conpl enent of the one’'s
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conpl ement sum of the | CMP nmessage starting with the | CWP
Type. For conputing the checksum the checksumfield should
be zero. This checksum may be replaced in the future

| dentifier

An identifier to aid in matching requests and replies, nmay
be zero.

Sequence Number

A sequence nunber to aid in matching requests and replies,
may be zero.

Addr ess Mask
A 32-bit nmsk.
Descri ption

A gateway receiving an address mask request should return it
with the address nask field set to the 32-bit mask of the bits
i dentifying the subnet and network, for the subnet on which the
request was received.

If the requesting host does not know its own IP address, it nmay
| eave the source field zero; the reply should then be
broadcast. However, this approach should be avoided if at al
possi bl e, since it increases the superfluous broadcast |oad on
the network. Even when the replies are broadcast, since there
is only one possible address mask for a subnet, there is no
need to match requests with replies. The "ldentifier" and
"Sequence Nunber" fields can be ignored.

Type AML nay be received froma gateway or a host.

Type AM2 nmay be received froma gateway, or a host acting in
lieu of a gateway.
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Appendi x Il. Exanples

These exanpl es show how a host can find out the address nmask using
the | CVP Address Mask Request and Address Mask Reply nessages. For
the follow ng exanpl es, assune that address 255.255.255. 255 denotes

"broadcast to this physica

1. A Cdass A Network Case

medi uni' [ 6].

For this case, assune that the requesting host is on class A
network 36.0.0.0, has address 36.40.0.123, that there is a gateway
at 36.40.0.62, and that a 8-bit wi de subnet field is in use, that
is, the address mask is 255.255.0.0.

The nost efficient nethod,

and the one we recommend, is for a host

to first discover its own address (perhaps using "RARP' [4]), and
then to send the | CVWP request to 255.255. 255. 255:

Sour ce address:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

36.40.0.123

255. 255, 255. 255

ICWP = 1

Address Mask Request = AML
0

0

The gateway can then respond directly to the requesting host.

Sour ce addr ess:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

36.40.0. 62

36.40.0. 123

ICWP = 1

Address Mask Reply = AWM
0

255.255.0.0

Suppose that 36.40.0.123 is a diskless workstation, and does not

know even its own host nunber.

dat agr am

Sour ce address:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

It could send the follow ng

0.0.0.0

255. 255, 255. 255

ICWP = 1

Address Mask Request = AML
0

0

36.40.0.62 will hear the datagram and should respond with this

dat agr am

Mogul & Post el
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Sour ce address: 36.40.0.62

Desti nati on address: 255. 255. 255. 255

Pr ot ocol : ICVWP =1

Type: Address Mask Reply = AMR
Code: 0

Mask: 255.255.0.0

Note that the gateway uses the narrowest possible broadcast to
reply. Even so, the over use of broadcasts presents an
unnecessary load to all hosts on the subnet, and so the use of the
"anonymous" (0.0.0.0) source address nmust be kept to a mni num

| f broadcasting is not allowed, we assune that hosts have wired-in
i nformati on about nei ghbor gateways; thus, 36.40.0.123 m ght send
this datagram

Sour ce addr ess: 36.40.0.123

Desti nati on address: 36.40.0.62

Pr ot ocol : Icw =1

Type: Addr ess Mask Request = AML
Code: 0

Mask: 0

36.40.0.62 should respond exactly as in the previous case.

Sour ce address: 36.40.0. 62

Desti nati on address: 36.40.0.123

Pr ot ocol : ICVWP =1

Type: Address Mask Reply = AM2
Code: 0

Mask: 255.255.0.0

2. A Cass B Network Case

For this case, assunme that the requesting host is on class B
network 128.99.0.0, has address 128.99.4.123, that there is a
gateway at 128.99.4.62, and that a 6-bit w de subnet field is in
use, that is, the address mask is 255.255.252.0.

The host sends the | CVWP request to 255.255. 255. 255:

Sour ce address: 128.99. 4. 123

Desti nati on address: 255. 255. 255. 255

Pr ot ocol : Icw =1

Type: Address Mask Request = AML
Code: 0

Mask: 0
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Mogul

August

The gateway can then respond directly to the requesting host.

Sour ce address:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

In the diskless workstation

Sour ce address:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

128.99.4.62 w ||
dat agr am

Sour ce addr ess:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

128.99. 4. 62
128.99. 4. 123

ICWP = 1

Address Mask Reply =
0

255. 255. 252. 0

AM2

case the host sends:

0.0.0.0

255. 255. 255. 255

ICVWP = 1

Addr ess Mask Request =
0

0

AML

128.99. 4. 62

255. 255, 255. 255

ICWP = 1

Address Mask Reply = AWM
0

255. 255.252.0

I f broadcasting is not allowed 128.99.4.123 sends:

Sour ce address:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

128.99. 4. 123
128.99. 4. 62

ICWP = 1

Addr ess Mask Request =
0

0

AML

128.99. 4. 62 shoul d respond exactly as in the previous case.

Sour ce addr ess:
Desti nati on address:
Pr ot ocol

Type:

Code:

Mask:

& Post el

128.99. 4. 62

128.99. 4.123

ICWP = 1

Address Mask Reply =
0

255. 255. 252. 0

AWM

1985

hear the datagram and should respond with this
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3. A dass C Network Case (illustrating non-contiguous subnet bits)
For this case, assune that the requesting host is on class C
network 192.1.127.0, has address 192.1.127.19, that there is a
gateway at 192.1.127.50, and that on network an 3-bit subnet field
is in use (01011000), that is, the address nask is 255.255.255. 88.

The host sends the | CVMP request to 255.255.255. 255:

Sour ce addr ess: 192.1.127.19

Desti nati on address: 255. 255. 255, 255

Pr ot ocol : Icw =1

Type: Addr ess Mask Request = AML
Code: 0

Mask: 0

The gateway can then respond directly to the requesting host.

Sour ce address: 192.1.127.50

Desti nati on address: 192.1.127.19

Pr ot ocol : ICVWP =1

Type: Address Mask Reply = AMR
Code: 0

Mask: 255. 255. 255. 88.

In the diskless workstation case the host sends:

Sour ce addr ess: 0.0.0.0

Desti nati on address: 255. 255. 255, 255

Pr ot ocol : ICWP = 1

Type: Addr ess Mask Request = AML

Code: 0

Mask: 0
192.1.127.50 will hear the datagram and should respond with this
dat agr am

Sour ce address: 192.1.127.50

Desti nati on address: 255. 255. 255. 255

Pr ot ocol : ICVWP =1

Type: Address Mask Reply = AM2

Code: 0

Mask: 255. 255. 255. 88.

If broadcasting is not allowed 192.1.127.19 sends:
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Sour ce address: 192.1.127.19

Desti nati on address: 192.1.127.50

Pr ot ocol : ICVWP =1

Type: Address Mask Request = AML
Code: 0

Mask: 0

192.1.127.50 should respond exactly as in the previous case.

Sour ce addr ess: 192.1.127.50
Desti nati on address: 192.1.127.19
Pr ot ocol : ICVWP = 1
Type: Address Mask Reply = AWM
Code: 0
Mask: 255. 255. 255. 88

Appendix Il1l1. d ossary

Bri dge

A node connected to two or nore adm nistratively indistinguishable
but physically distinct subnets, that automatically forwards
dat agr ans when necessary, but whose existence is not known to
other hosts. Also called a "software repeater"”.

Gat eway

A node connected to two or nore adm nistratively distinct networks
and/ or subnets, to which hosts send datagrans to be forwarded.

Host Field

The bit field in an Internet address used for denoting a specific
host .

I nt er net
The col |l ecti on of connected networks using the |IP protocol
Local Address
The rest field of the Internet address (as defined in [3]).
Net wor k
A single Internet network (which may or nay not be divided into

subnets).
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Net wor k Nunber
The network field of the Internet address.
Subnet
One or nore physical networks form ng a subset of an I|nternet
network. A subnet is explicitly identified in the Internet
addr ess.
Subnet Field
The bit field in an Internet address denoting the subnet nunber.
The bits making up this field are not necessarily contiguous in
t he address.
Subnet Number
A nunber identifying a subnet within a network.
Appendi x 1V. Assigned Nunbers
The foll owi ng assignnments are nade for protocol paraneters used in
the support of subnets. The only assignnments needed are for the
Internet Control Message Protocol (1CwW) [5].
| CMP Message Types
AML = 17

AV = 18
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BROADCASTI NG | NTERNET DATAGRAMS

Status of this Menp

We propose sinple rules for broadcasting Internet datagrans on |oca
net wor ks that support broadcast, for addressing broadcasts, and for
how gat eways shoul d handl e them

Thi s RFC suggests a proposed protocol for the ARPA-Internet
conmuni ty, and requests discussion and suggestions for inprovenents.
Distribution of this nmeno is unlimted.
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1. Introduction

The use of broadcasts, especially on high-speed | ocal area networks,
is a good base for many applications. Since broadcasting is not
covered in the basic I P specification [13], there is no agreed-upon
way to do it, and so protocol designers have not nmade use of it. (The
i ssue has been touched upon before, e.g. [6], but has not been the
subj ect of a standard.)

We consider here only the case of unreliable, unsequenced, possibly
dupl i cat ed dat agram broadcasts (for a di scussion of TCP broadcasti ng,
see [11].) Even though unreliable and Iimted in | ength, datagram
broadcasts are quite useful [1].

We assune that the data |ink |ayer of the |ocal network supports
efficient broadcasting. Mst comon |ocal area networks do support
broadcast; for exanple, Ethernet [7, 5], ChaosNet [10], token ring
networks [2], etc.

We do not assume, however, that broadcasts are reliably delivered.
(One mght consider providing a reliable broadcast protocol as a

| ayer above IP.) It is quite expensive to guarantee delivery of
broadcasts; instead, what we assunme is that a host will receive nost
of the broadcasts that are sent. This is inportant to avoid
excessi ve use of broadcasts; since every host on the network devotes
at least sonme effort to every broadcast, they are costly.
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VWen a datagramis broadcast, it inposes a cost on every host that
hears it. Therefore, broadcasting should not be used
i ndiscrimnately, but rather only when it is the best solution to a
probl em
Not e: sone organi zati ons have divided their |IP networks into subnets,
for which a standard [8] has been proposed. This RFC does not cover
the nunerous conplications arising fromthe interactions between
subnets and broadcasting; see [9] for a conplete discussion

2. Term nol ogy
Because broadcasting depends on the specific data |link |ayer in use
on a |local network, we nmust discuss it with reference to both
physi cal networks and | ogi cal networks.

The terms we will use in referring to physical networks are, fromthe
poi nt of view of the host sending or forwarding a broadcast:

Local Hardware Network
The physical link to which the host is attached.
Renmot e Har dwar e Net wor k

A physical network which is separated fromthe host by at |east
one gat eway.

Col |l ection of Hardware NetworKks
A set of hardware networks (transitively) connected by gateways.

The 1P world includes several kinds of |ogical network. To avoid
ambiguity, we will use the follow ng ternmns:

| nt er net
The DARPA Internet collection of |P networks.
| P Net wor k

One or a collection of several hardware networks that have one
specific | P network nunber.
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3. Wiy Broadcast?

Broadcasts are useful when a host needs to find information w thout
knowi ng exactly what other host can supply it, or when a host wants
to provide infornmation to a large set of hosts in a tinmely manner

VWhen a host needs information that one or nore of its neighbors m ght
have, it could have a list of neighbors to ask, or it could poll al
of its possible neighbors until one responds. Use of a wired-in |ist
creates obvi ous network managenent problens (early binding is
inflexible). On the other hand, asking all of one’'s neighbors is
slow i f one must generate plausible host addresses, and try them
until one works. On the ARPANET, for exanple, there are roughly 65
thousand pl ausi bl e host nunbers. Mst [P inplenentations have used
wired-in lists (for exanple, addresses of "Prine" gateways.)
Fortunately, broadcasting provides a fast and sinple way for a host
to reach all of its neighbors.

A host might also use a broadcast to provide all of its neighbors
with some information; for exanmple, a gateway m ght announce its
presence to other gateways.

One way to view broadcasting is as an inperfect substitute for

mul ticasting, the sending of nessages to a subset of the hosts on a
network. In practice, broadcasts are usually used where nulticasts
are what is wanted; packets are broadcast at the hardware |evel, but
filtering software in the receiving hosts gives the effect of

mul ticasting.

For nore exanpl es of broadcast applications, see [1, 3].
4. Broadcast C asses
There are several classes of |P broadcasting:

- Singl e-destination datagram broadcast on the local IP net: A
datagrans is destined for a specific |IP host, but the sending
host broadcasts it at the data |ink |ayer, perhaps to avoid
having to do routing. Since this is not an I P broadcast, the IP
| ayer is not involved, except that a host should discard
dat agrans not nmeant for it without becomng flustered (i.e.
printing an error mnessage).

- Broadcast to all hosts on the local IP net: A distinguished
val ue for the host-nunber part of the |IP address denotes
broadcast instead of a specific host. The receiving |IP |ayer
nmust be able to recognize this address as well as its own.

Mogul [ Page 3]



RFC 919 Cct ober 1984
Br oadcasting | nternet Datagrans

However, it mght still be useful to distinguish at higher

| evel s between broadcasts and non-broadcasts, especially in

gat eways. This is the nost useful case of broadcast; it allows a
host to discover gateways without wired-in tables, it is the
basis for address resolution protocols, and it is also usefu

for accessing such utilities as nane servers, time servers,

etc., without requiring wred-in addresses.

- Broadcast to all hosts on a renote IP network: It is
occasionally useful to send a broadcast to all hosts on a
non-1ocal network; for exanple, to find the |atest version of a
host name dat abase, to bootload a host on an I P network without a
boot server, or to nmonitor the tineservers on the | P network.
This case is the sane as | ocal -network broadcasts; the datagram
is routed by normal nmechanisns until it reaches a gateway
attached to the destination IP network, at which point it is
broadcast. This class of broadcasting is al so known as "directed
broadcasting", or quaintly as sending a "letter bonb" [1].

- Broadcast to the entire Internet: This is probably not useful,
and al nost certainly not desirable.

For reasons of performance or security, a gateway may choose not to
forward broadcasts; especially, it may be a good idea to ban
broadcasts into or out of an autonomous group of networks.

5. Broadcast Mt hods

A host’s I P receiving | ayer nmust be nodified to support broadcasting.
In the absence of broadcasting, a host determines if it is the

reci pient of a datagram by matchi ng the destinati on address agai nst
all of its IP addresses. Wth broadcasting, a host must conpare the
destinati on address not only against the host’s addresses, but also
agai nst the possi bl e broadcast addresses for that host.

The probl em of how best to send a broadcast has been extensively

di scussed [1, 3, 4, 14, 15]. Since we assune that the problem has
al ready been solved at the data link layer, an IP host wishing to
send either a |ocal broadcast or a directed broadcast need only
specify the appropriate destination address and send the datagram as
usual . Any sophisticated algorithns need only reside in gateways.

Mogul [ Page 4]



RFC 919 Cct ober 1984
Br oadcasting | nternet Datagrans

6. CGateways and Broadcasts

Most of the conplexity in supporting broadcasts lies in gateways. |If
a gateway receives a directed broadcast for a network to which it is
not connected, it sinply forwards it using the usual mechani sm

QO herwise, it nmust do sonme additional work.

VWhen a gateway receives a | ocal broadcast datagram there are severa
things it mght have to do with it. The situation is unanbi guous,
but without due care it is possible to create infinite | oops.

The appropriate action to take on recei pt of a broadcast datagram
depends on several things: the subnet it was received on, the
destinati on network, and the addresses of the gateway.

- The primary rule for avoiding |loops is "never broadcast a

dat agram on the hardware network it was received on". It is not
sufficient sinply to avoid repeating datagrans that a gateway
has heard fromitself; this still allows |loops if there are

several gateways on a hardware networKk.

- If the datagramis received on the hardware network to which it
is addressed, then it should not be forwarded. However, the
gat eway shoul d consider itself to be a destination of the
dat agram (for exanple, it might be a routing table update.)

- OGherwise, if the datagramis addressed to a hardware network to
which the gateway is connected, it should be sent as a (data
link |ayer) broadcast on that network. Again, the gateway
shoul d consider itself a destination of the datagram

- O herwi se, the gateway should use its normal routing procedure
to choose a subsequent gateway, and send the datagram along to
it.

7. Broadcast | P Addressing - Proposed Standards

If different IP inplenentations are to be conpatible, there nust be a
di stingui shed nunber to denote "all hosts".

Since the | ocal network |layer can always nap an | P address into data
[ink |ayer address, the choice of an |IP "broadcast host nunber" is
somewhat arbitrary. For sinplicity, it should be one not likely to
be assigned to a real host. The nunber whose bits are all ones has
this property; this assignnent was first proposed in [6]. |In the few
cases where a host has been assigned an address with a host-nunber
part of all ones, it does not seem onerous to require renunbering.
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The address 255. 255. 255. 255 denotes a broadcast on a | ocal hardware
networ k, whi ch nust not be forwarded. This address may be used, for
exanpl e, by hosts that do not know their network nunber and are
aski ng sone server for it.

Thus, a host on net 36, for exanple, may:

- broadcast to all of its imedi ate nei ghbors by using
255. 255, 255. 255

- broadcast to all of net 36 by using 36.255.255. 255

(Note that unless the network has been broken up into subnets, these
two met hods have identical effects.)

If the use of "all ones" in a field of an | P address neans
"broadcast”, using "all zeros" could be viewed as neaning
"unspecified". There is probably no reason for such addresses to
appear anywhere but as the source address of an ICMP I nformation
Request datagram However, as a notational convention, we refer to
net wor ks (as opposed to hosts) by using addresses with zero fields.
For exanple, 36.0.0.0 neans "network nunber 36" while 36.255.255. 255
means "all hosts on network nunber 36".

7.1. ARP Servers and Broadcasts

The Address Resol ution Protocol (ARP) described in [12] can, if
incorrectly inplenmented, cause problens when broadcasts are used
on a network where not all hosts share an understandi ng of what a
broadcast address is. The tenptation exists to nodify the ARP
server so that it provides the mapping between an | P broadcast
address and the hardware broadcast address.

This tenptation nmust be resisted. An ARP server should never
respond to a request whose target is a broadcast address. Such a
request can only come froma host that does not recognize the

br oadcast address as such, and so honoring it woul d al npst
certainly lead to a forwarding loop. |If there are N such hosts on
the physical network that do not recognize this address as a
broadcast, then a datagram sent with a Tinme-To-Live of T could
potentially give rise to T**N spurious re-broadcasts.
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1. Introduction

The use of broadcasts, especially on high-speed | ocal area networks,
is a good base for many applications. Since broadcasting is not
covered in the basic I P specification [12], there is no agreed-upon
way to do it, and so protocol designers have not nmade use of it. (The
i ssue has been touched upon before, e.g. [6], but has not been the
subj ect of a standard.)

We consider here only the case of unreliable, unsequenced, possibly
dupl i cat ed dat agram broadcasts (for a di scussion of TCP broadcasti ng,
see [10].) Even though unreliable and Iimted in | ength, datagram
broadcasts are quite useful [1].

We assune that the data |ink |ayer of the |ocal network supports
efficient broadcasting. Mst comon |ocal area networks do support
broadcast; for exanple, Ethernet [7, 5], ChaosNet [9], token ring
networks [2], etc.

We do not assume, however, that broadcasts are reliably delivered.
(One mght consider providing a reliable datagram broadcast protoco
as a layer above IP.) It is quite expensive to guarantee delivery of
broadcasts; instead, what we assunme is that a host will receive nost
of the broadcasts that are sent. This is inportant to avoid
excessi ve use of broadcasts; since every host on the network devotes
at least sonme effort to every broadcast, they are costly.
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VWen a datagramis broadcast, it inposes a cost on every host that
hears it. Therefore, broadcasting should not be used
i ndiscrimnately, but rather only when it is the best solution to a
probl em

2. Term nol ogy
Because broadcasting depends on the specific data |link |ayer in use
on a local network, we nust discuss it with reference to both
physi cal networks and | ogi cal networks.

The terms we will use in referring to physical networks are, fromthe
poi nt of view of the host sending or forwarding a broadcast:

Local Hardware Network
The physical link to which the host is attached.
Renpt e Har dwar e Net wor k

A physical network which is separated fromthe host by at |east
one gat eway.

Col | ection of Hardware Networks
A set of hardware networks (transitively) connected by gateways.

The 1P world includes several kinds of |ogical network. To avoid
ambiguity, we will use the follow ng terms:

I nt er net
The DARPA Internet collection of |P networks.
| P Net wor k

One or a collection of several hardware networks that have one
specific | P network nunber.

Subnet
A single nenber of the collection of hardware networks that
conpose an | P network. Host addresses on a given subnet share an

| P network nunmber with hosts on all other subnets of that IP
network, but the |ocal -address part is divided into subnet-nunber
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and host-nunmber fields to indicate which subnet a host is on. W
do not assume a particular division of the |ocal -address part;
this could vary fromnetwork to network.

The introduction of a subnet level in the addressing hierarchy is at
variance with the IP specification [12], but as the use of
addressabl e subnets proliferates it is obvious that a broadcasting
schenme shoul d support subnetting. For nore on subnets, see [8].

In this paper, the term"host address" refers to the host-on-subnet
address field of a subnetted |IP network, or the host-part field
ot herw se.

An | P network may consist of a single hardware network or a
coll ection of subnets; fromthe point of view of a host on another IP
network, it should not matter.

3. Wiy Broadcast?

Broadcasts are useful when a host needs to find information w thout
knowi ng exactly what other host can supply it, or when a host wants
to provide infornmation to a large set of hosts in a tinmely manner.

When a host needs information that one or nmore of its neighbors m ght
have, it could have a list of neighbors to ask, or it could poll al
of its possible neighbors until one responds. Use of a wired-in |ist
creates obvi ous network managenent problens (early binding is
inflexible). On the other hand, asking all of one's neighbors is
slow i f one must generate plausible host addresses, and try them
until one works. On the ARPANET, for exanple, there are roughly 65
thousand pl ausi bl e host nunbers. Mst |P inplenentations have used
wired-in lists (for exanple, addresses of "Prime" gateways.)
Fortunately, broadcasting provides a fast and sinple way for a host
to reach all of its neighbors.

A host might also use a broadcast to provide all of its neighbors
with some information; for example, a gateway mi ght announce its
presence to other gateways.

One way to view broadcasting is as an inperfect substitute for

nmul ticasting, the sending of nessages to a subset of the hosts on a
network. In practice, broadcasts are usually used where nulticasts
are what is wanted; datagrams are broadcast at the hardware |evel
but filtering software in the receiving hosts gives the effect of
nmul ticasting.

For nore exanpl es of broadcast applications, see [1, 3].
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4. Broadcast C asses

There are several classes of |P broadcasting:

- Singl e-destination datagranms broadcast on the |ocal hardware
net: A datagramis destined for a specific IP host, but the

1984

sendi ng host broadcasts it at the data link |ayer, perhaps to
avoid having to do routing. Since this is not an | P broadcast,
the IP layer is not involved, except that a host shoul d discard

dat agram not neant for it wthout becom ng flustered (i.e.

printing an error message).

- Broadcast to all hosts on the |local hardware net: A

di stingui shed value for the host-nunber part of the |IP address
denot es broadcast instead of a specific host. The receiving IP
| ayer nmust be able to recognize this address as well as its own.

However, it mght still be useful to distinguish at higher
| evel s between broadcasts and non-broadcasts, especially in

gateways. This is the nost useful case of broadcast; it allows
a host to discover gateways without wired-in tables, it is the
basis for address resolution protocols, and it is also usefu

for accessing such utilities as nane servers, tinme servers,

etc., without requiring wred-in addresses.

- Broadcast to all hosts on a renpbte hardware network: It is
occasionally useful to send a broadcast to all hosts on a

non-local network; for exanple, to find the |atest version of a

host nane dat abase, to bootl oad a host on a subnet wthout a
Thi s

boot server, or to nmonitor the ti meservers on the subnet.

case is the sane as |ocal -network broadcasts; the datagramis
routed by normal mechanisms until it reaches a gateway attached

to the destination hardware network, at which point it is
broadcast. This class of broadcasting is al so known as
"directed broadcasting”, or quaintly as sending a "letter

[1].

bomb"

- Broadcast to all hosts on a subnetted IP network (Multi-subnet

broadcasts): A distinguished value for the subnet-nunber

part of

the | P address is used to denote "all subnets". Broadcasts to

all hosts of a renpte subnetted |P network are done just as

directed broadcasts to a single subnet.

- Broadcast to the entire Internet: This is probably not useful,

and al nost certainly not desirable.
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For reasons of performance or security, a gateway may choose not to
forward broadcasts; especially, it may be a good idea to ban
broadcasts into or out of an autononous group of networks.

5. Broadcast Met hods

A host’s I P receiving | ayer nmust be nodified to support broadcasting.
In the absence of broadcasting, a host determines if it is the

reci pient of a datagram by matchi ng the destinati on address agai nst
all of its |IP addresses. Wth broadcasting, a host nust conpare the
destinati on address not only against the host’s addresses, but also
agai nst the possi bl e broadcast addresses for that host.

The probl em of how best to send a broadcast has been extensively

di scussed [1, 3, 4, 13, 14]. Since we assune that the problem has
al ready been solved at the data link layer, an I P host wishing to
send either a |ocal broadcast or a directed broadcast need only
specify the appropriate destination address and send the datagram as
usual .  Any sophisticated algorithns need only reside in gateways.

The probl em of broadcasting to all hosts on a subnetted IP network is
apparently somewhat harder. However, even in this case it turns out
that the best known algorithns require no additional conplexity in
non- gat eway hosts. A good broadcast method will neet these
additional criteria:

- No nodification of the I P datagramformat.

- Reasonable efficiency in terms of the number of excess copies
generated and the cost of paths chosen

- Mnimzation of gateway nodification, in both code and data
space.

- High likelihood of delivery.
The al gorithmthat appears best is the Reverse Path Forwardi ng (RPF)
method [4]. Wiile RPF is suboptimal in cost and reliability, it is

quite good, and is extrenely sinple to inplenment, requiring no
addi ti onal data space in a gateway.
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6. CGateways and Broadcasts

Most of the conplexity in supporting broadcasts lies in gateways. |If
a gateway receives a directed broadcast for a network to which it is
not connected, it sinply forwards it using the usual mechani sm

QO herwise, it nmust do sonme additional work.

6.1. Local Broadcasts

Wen a gateway receives a | ocal broadcast datagram there are
several things it might have to do with it. The situation is
unanbi guous, but without due care it is possible to create
infinite | oops.

The appropriate action to take on recei pt of a broadcast datagram
depends on several things: the subnet it was received on, the
destination network, and the addresses of the gateway.

- The primary rule for avoiding loops is "never broadcast a

dat agram on the hardware network it was received on". It is
not sufficient sinply to avoid repeating datagramthat a
gateway has heard fromitself; this still allows loops if

there are several gateways on a hardware network.

- If the datagramis received on the hardware network to which
it is addressed, then it should not be forwarded. However,
the gateway should consider itself to be a destination of the
datagram (for exanple, it might be a routing table update.)

- OGherwise, if the datagramis addressed to a hardware network
to which the gateway is connected, it should be sent as a
(data link layer) broadcast on that network. Again, the
gat eway shoul d consider itself a destination of the datagram

- O herwi se, the gateway should use its normal routing

procedure to choose a subsequent gateway, and send the
datagramalong to it.
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6.2. Multi-subnet broadcasts

When a gateway receives a broadcast neant for all subnets of an IP
network, it rmust use the Reverse Path Forwarding algorithmto

deci de what to do. The method is sinple: the gateway shoul d
forward copies of the datagram along all connected links, if and
only if the datagramarrived on the Iink which is part of the best
route between the gateway and the source of the datagram

O herwi se, the datagram shoul d be di scarded.

This algorithmmay be inmproved if some or all of the gateways
exchange anong thensel ves additional information; this can be done
transparently fromthe point of view of other hosts and even ot her
gat eways. See [4, 3] for details.

6. 3. Pseudo- Al gol Routing Al gorithm

Mogul

This is a pseudo- Al gol description of the routing algorithma
gat eway should use. The algorithmis shown in figure 1. Some
definitions are:
Rout eLi nk( host)

A function taking a host address as a paraneter and returning
the first-hop link fromthe gateway to the host.

Rout eHost (host)

As above but returns the first-hop host address.
Resol veAddr ess( host)

Returns the hardware address for an | P host.
I ncomi ngLi nk

The Iink on which the packet arrived.
Qut goi ngLi nkSet

The set of links on which the packet shoul d be sent.
Qut goi ngHar dwar eHost

The hardware host address to send the packet to.

[ Page 7]



RFC 922 Oct ober 1984
Broadcasting Internet Datagrans in the Presence of Subnets
Desti nati on. host
The host-part of the destination address.
Desti nati on. subnet
The subnet-part of the destination address.
Destination.ipnet

The | P-network-part of the destination address.
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BEG N
| F Destination.ipnet IN AlIlLinks THEN
BEG N
| F I sSubnetted(Destination.ipnet) THEN
BEG N
| F Destination.subnet = Broadcast Subnet THEN
BEG N /* use Reverse Path Forwardi ng al gorithm*/
| F I ncom ngLi nk = Rout eLi nk( Source) THEN
BEA N | F Destination. host = Broadcast Host THEN
Qut goi ngLi nkSet <- Al'l Links -
I ncom ngLi nk;
Qut goi ngHost <- Broadcast Host ;
Exami ne packet for possible internal use;
END
ELSE /* duplicate from another gateway, discard */
Di scard;
END
ELSE
| F Destination.subnet = Incom ngLi nk. subnet THEN
BEA N /* forwarding woul d cause a | oop */
| F Destination.host = Broadcast Host THEN
Exam ne packet for possible internal use;
Di scard;
END
ELSE BEA N /[* forward to (possibly local) subnet */
Qut goi ngLi nkSet <- RouteLi nk(Destination);
Qut goi ngHost <- Rout eHost (Desti nati on);
END
END
ELSE BEGA N /* destined for one of our |ocal networks */
| F Destination.ipnet = |InconingLink.ipnet THEN
BEA N /* forwardi ng woul d cause a | oop */
| F Destination.host = Broadcast Host THEN
Exam ne packet for possible internal use;
Di scard;
END
ELSE BEA N /* m ght be a broadcast */
Qut goi ngLi nkSet <- RoutelLi nk(Destination);
Qut goi ngHost <- Rout eHost (Desti nati on);
END
END
END
ELSE BEGA N [* forward to a non-local |IP network */
Qut goi ngLi nkSet <- RouteLi nk(Destination);
Qut goi ngHost <- Rout eHost (Desti nati on);
END
Qut goi ngHar dwar eHost <- Resol veAddr ess( Qut goi ngHost) ;
END

Figure 1: Pseudo-Al gol algorithmfor routing broadcasts by gateways
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7. Broadcast | P Addressing - Conventions

If different IP inplenentations are to be conpatible, there nust be
convention distingui shed number to denote "all hosts" and "al
subnet s".

Since the | ocal network |ayer can always nap an | P address into data
link | ayer address, the choice of an IP "broadcast host number” is
somewhat arbitrary. For sinplicity, it should be one not likely to
be assigned to a real host. The nunber whose bits are all ones has
this property; this assignnent was first proposed in [6]. |In the few
cases where a host has been assigned an address with a host-nunber
part of all ones, it does not seem onerous to require renumnbering.

The "all subnets" nunber is also all ones; this means that a host

wi shing to broadcast to all hosts on a renote | P network need not
know how t he destination address is divided up into subnet and host
fields, or if it is even divided at all. For exanple, 36.255.255. 255
may denote all the hosts on a single hardware network, or all the
hosts on a subnetted IP network with 1 byte of subnet field and 2
bytes of host field, or any other possible division

The address 255. 255. 255. 255 denotes a broadcast on a | ocal hardware
network that nust not be forwarded. This address may be used, for
exanpl e, by hosts that do not know their network nunber and are
aski ng sonme server for it.

Thus, a host on net 36, for exanple, my:

- broadcast to all of its inmediate neighbors by using
255. 255. 255. 255

- broadcast to all of net 36 by using 36.255.255. 255

wi thout knowing if the net is subnetted; if it is not, then both
addresses have the sane effect. A robust application nmight try the
former address, and if no response is received, then try the latter.
See [1] for a discussion of such "expanding ring search" techniques.

If the use of "all ones" in a field of an | P address neans
"broadcast", using "all zeros" could be viewed as neaning
"unspecified". There is probably no reason for such addresses to
appear anywhere but as the source address of an ICMP I nformation
Request datagram However, as a notational convention, we refer to
net wor ks (as opposed to hosts) by using addresses with zero fields.
For exanple, 36.0.0.0 neans "network nunber 36" while 36.255.255. 255
means "all hosts on network nunber 36".
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7.1. ARP Servers and Broadcasts

The Address Resol ution Protocol (ARP) described in [11] can, if
incorrectly inplenmented, cause problens when broadcasts are used
on a network where not all hosts share an understandi ng of what a
broadcast address is. The tenptation exists to nodify the ARP
server so that it provides the mapping between an | P broadcast
address and the hardware broadcast address.

This tenptation nmust be resisted. An ARP server should never
respond to a request whose target is a broadcast address. Such a
request can only come froma host that does not recognize the

br oadcast address as such, and so honoring it woul d al npst
certainly lead to a forwarding loop. |If there are N such hosts on
the physical network that do not recognize this address as a
broadcast, then a datagram sent with a Tinme-To-Live of T could
potentially give rise to T**N spurious re-broadcasts.
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I NTERNET CONTROL MESSAGE PROTOCOL

DARPA | NTERNET PROGRAM
PROTOCCL SPECI FI CATI ON

| ntroducti on

The Internet Protocol (IP) [1] is used for host-to-host datagram
service in a systemof interconnected networks called the

Catenet [2]. The network connecting devices are called Gateways.
These gat eways conmuni cate between thensel ves for control purposes
via a Gateway to Gateway Protocol (GGP) [3,4]. Qccasionally a
gateway or destination host will comrunicate with a source host, for
exanple, to report an error in datagram processing. For such
purposes this protocol, the Internet Control Message Protocol (ICW),
is used. |CWP, uses the basic support of IP as if it were a higher

| evel protocol, however, ICMP is actually an integral part of IP, and
nust be inpl enented by every | P nodul e.

| CMP nessages are sent in several situations: for exanmple, when a
dat agram cannot reach its destination, when the gateway does not have
the buffering capacity to forward a datagram and when the gateway
can direct the host to send traffic on a shorter route.

The Internet Protocol is not designed to be absolutely reliable. The
pur pose of these control messages is to provide feedback about
problems in the conmunication environment, not to make IP reliable.
There are still no guarantees that a datagramw || be delivered or a
control nessage will be returned. Sone datagrans may still be
undel i vered wi thout any report of their |oss. The higher |eve
protocols that use IP rmust inplenment their own reliability procedures
if reliable comunication is required.

The |1 CVP nessages typically report errors in the processing of
datagrans. To avoid the infinite regress of nmessages about nessages
etc., no | CMP nessages are sent about | CWP nessages. Also |CW
nmessages are only sent about errors in handling fragnent zero of
fragenented datagrans. (Fragnent zero has the fragnment of feset equa
zZero).
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Message Formats

| CMP nessages are sent using the basic IP header. The first octet of
the data portion of the datagramis a ICVW° type field; the value of
this field determines the format of the remaining data. Any field
| abel ed "unused" is reserved for |ater extensions and nust be zero
when sent, but receivers should not use these fields (except to
include themin the checksum). Unless otherw se noted under the
i ndi vidual format descriptions, the values of the internet header
fields are as fol |l ows:
Ver si on

4
| HL

I nternet header length in 32-bit words.
Type of Service

0
Total Length

Length of internet header and data in octets.
I dentification, Flags, Fragment O fset

Used in fragnentation, see [1].
Time to Live

Time to live in seconds; as this field is decrenmented at each

machi ne in which the datagramis processed, the value in this
field should be at | east as great as the number of gateways which

this datagramw || traverse.
Prot oco
ICWP = 1

Header Checksum

The 16 bit one’s conplenent of the one’s conplement sumof all 16
bit words in the header. For conputing the checksum the checksum
field should be zero. This checksum nay be replaced in the
future.
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Sour ce Address

The address of the gateway or host that conposes the | CMP nessage.
Unl ess ot herwi se noted, this can be any of a gateway’'s addresses.

Desti nati on Address

The address of the gateway or host to which the nessage should be
sent.
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Desti nati on Unreachabl e Message
0 1 2 3
01234567890123456789012345678901
T S T s i S i i S S S S ok
| Type | Code | Checksum
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| unused |
B T s i I S e i S i i S S e S
| Internet Header + 64 bits of Oiginal Data Datagram |
i I S i R
| P Fields:
Destination Address
The source network and address fromthe original datagranis data.
| CVP Fi el ds:
Type
3
Code
0 = net unreachabl e;
1 = host unreachabl e;
2 = protocol unreachabl e;
3 = port unreachabl e;
4 = fragnmentation needed and DF set;
5 = source route fail ed.
Checksum
The checksumis the 16-bit ones’s conpl enent of the one's
conpl ement sum of the | CMP nessage starting with the | CvP Type.
For computing the checksum, the checksum field should be zero.
Thi s checksum may be replaced in the future

I nternet Header + 64 bits of Data Datagram

The internet header plus the first 64 bits of the origina
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datagranis data. This data is used by the host to match the
nmessage to the appropriate process. |If a higher |evel protoco
uses port nunbers, they are assuned to be in the first 64 data
bits of the original datagram s data.

Descri ption

If, according to the information in the gateway’s routing tabl es,
the network specified in the internet destination field of a
datagramis unreachable, e.g., the distance to the network is
infinity, the gateway may send a destinati on unreachabl e message
to the internet source host of the datagram |In addition, in some
networ ks, the gateway may be able to deternmine if the internet
destination host is unreachable. Gateways in these networks may
send destination unreachabl e nmessages to the source host when the
destination host is unreachable.

If, in the destination host, the |IP nodul e cannot deliver the

dat agram because the indicated protocol nodule or process port is
not active, the destination host may send a destination

unr eachabl e nessage to the source host.

Anot her case is when a datagram nust be fragmented to be forwarded
by a gateway yet the Don't Fragnent flag is on. |In this case the
gat eway must di scard the datagram and nmay return a destination

unr eachabl e nessage.

Codes 0, 1, 4, and 5 may be received froma gateway. Codes 2 and
3 may be received froma host.
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Ti me Exceeded Message

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S

| Type | Code | Checksum

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| unused |
B T s i I S e i S i i S S e S
| Internet Header + 64 bits of Oiginal Data Datagram |
s S S i I S R R e h T Tk e S S S o T S

| P Fields:
Desti nati on Address

The source network and address fromthe original datagranis data.

| CVP Fi el ds:
Type
11
Code
O =tinme to live exceeded in transit;
1 = fragnent reassenbly tinme exceeded.
Checksum

The checksumis the 16-bit ones’'s conpl enent of the one's

conpl erent sum of the | CVMP nessage starting with the | CMP Type.
For conmputing the checksum, the checksum field should be zero.
Thi s checksum nay be replaced in the future

Internet Header + 64 bits of Data Datagram
The internet header plus the first 64 bits of the origina
datagranis data. This data is used by the host to match the
nmessage to the appropriate process. |If a higher |evel protoco
uses port nunbers, they are assumed to be in the first 64 data
bits of the original datagram s data.

Descri ption

If the gateway processing a datagramfinds the tine to live field
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is zero it must discard the datagram The gateway may al so notify
the source host via the tine exceeded message.

If a host reassenbling a fragnented datagram cannot conplete the
reassenbly due to missing fragments within its tine limt it
di scards the datagram and it may send a tine exceeded nmessage.

If fragment zero is not available then no tinme exceeded need be
sent at all.

Code 0 nay be received froma gateway. Code 1 may be received
froma host.
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Par aret er Pr obl em Message

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type | Code | Checksum
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Poi nt er | unused

B T s i I S e i S i i S S e S
| Internet Header + 64 bits of Oiginal Data Datagram |
s S S i I S R R e h T Tk e S S S o T S
| P Fields:
Destination Address
The source network and address fromthe original datagranis data.
| CVP Fi el ds:
Type
12
Code
0 = pointer indicates the error
Checksum
The checksumis the 16-bit ones’s compl enent of the one’s
conpl ement sum of the | CMP nessage starting with the | CMP Type.
For conputing the checksum, the checksum field should be zero.
Thi s checksum nay be replaced in the future
Poi nt er
If code = 0, identifies the octet where an error was detected.
I nternet Header + 64 bits of Data Datagram
The internet header plus the first 64 bits of the origina
datagranis data. This data is used by the host to match the
nmessage to the appropriate process. |If a higher |evel protoco

uses port nunbers, they are assunmed to be in the first 64 data
bits of the original datagram s data.
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Descri ption

If the gateway or host processing a datagramfinds a problemwth
the header paraneters such that it cannot conplete processing the
datagramit nust discard the datagram One potential source of
such a problemis with incorrect argunents in an option. The

gat eway or host may al so notify the source host via the paramneter
probl em nessage. This nessage is only sent if the error caused
the datagramto be di scarded

The pointer identifies the octet of the original datagranis header
where the error was detected (it may be in the mddle of an
option). For exanple, 1 indicates something is wong with the
Type of Service, and (if there are options present) 20 indicates
sonething is wong with the type code of the first option

Code 0 nay be received froma gateway or a host.
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Source Quench Message

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type | Code | Checksum
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

| unused |
B T s i I S e i S i i S S e S
| Internet Header + 64 bits of Oiginal Data Datagram |
s S S i I S R R e h T Tk e S S S o T S
| P Fields:
Destination Address

The source network and address of the original datagram s data.
| CVP Fi el ds:
Type

4
Code

0

Checksum

The checksumis the 16-bit ones’s compl enent of the one’s

conpl ement sum of the | CMP nessage starting with the | CMP Type.
For conputing the checksum, the checksum field should be zero.
Thi s checksum nay be replaced in the future

Internet Header + 64 bits of Data Datagram

The internet header plus the first 64 bits of the origina
datagranis data. This data is used by the host to match the
nessage to the appropriate process. |If a higher |evel protoco
uses port nunbers, they are assunmed to be in the first 64 data
bits of the original datagram s data.

Descri ption
A gateway may discard internet datagrans if it does not have the

buf fer space needed to queue the datagrans for output to the next
network on the route to the destination network. |[|f a gateway

[ Page 10]



Sept ember 1981
RFC 792

di scards a datagram it may send a source quench nessage to the

i nternet source host of the datagram A destination host may al so
send a source quench nessage if datagranms arrive too fast to be
processed. The source quench nessage is a request to the host to
cut back the rate at which it is sending traffic to the internet
destination. The gateway may send a source quench nessage for
every message that it discards. On receipt of a source quench
nmessage, the source host should cut back the rate at which it is
sending traffic to the specified destination until it no |onger
recei ves source quench nessages fromthe gateway. The source host
can then gradually increase the rate at which it sends traffic to
the destination until it again receives source quench nmessages.

The gateway or host may send the source quench nmessage when it
approaches its capacity limt rather than waiting until the
capacity is exceeded. This neans that the data datagram which
triggered the source quench nessage may be delivered.

Code 0 may be received froma gateway or a host.
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Redi rect Message

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| Type | Code | Checksum
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Gat eway | nternet Address
B T s i I S e i S i i S S e S
| Internet Header + 64 bits of Oiginal Data Datagram |
s S S i I S R R e h T Tk e S S S o T S
| P Fields:
Destination Address

The source network and address of the original datagram s data.
| CVP Fi el ds:
Type

5
Code

0 = Redirect datagrans for the Network.

1 = Redirect datagrans for the Host.

2 = Redirect datagrans for the Type of Service and NetworKk.

3 = Redirect datagrans for the Type of Service and Host.
Checksum

The checksumis the 16-bit ones’s conpl enent of the one’s

conpl ement sum of the | CMP nessage starting with the | CMP Type.

For conputing the checksum, the checksum field should be zero.

Thi s checksum nay be replaced in the future
Gat eway | nternet Address

Address of the gateway to which traffic for the network specified

in the internet destination network field of the origina
dat agrani s data shoul d be sent.
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I nternet Header + 64 bits of Data Datagram

The internet header plus the first 64 bits of the origina
datagranis data. This data is used by the host to match the
nessage to the appropriate process. |If a higher |evel protoco
uses port nunbers, they are assumed to be in the first 64 data
bits of the original datagram s data.

Descri ption

The gateway sends a redirect nessage to a host in the follow ng
situation. A gateway, Gl, receives an internet datagramfroma
host on a network to which the gateway is attached. The gateway,
Gl, checks its routing table and obtains the address of the next
gateway, G2, on the route to the datagram s internet destination
network, X. If @& and the host identified by the internet source
address of the datagram are on the same network, a redirect
nmessage is sent to the host. The redirect nmessage advi ses the
host to send its traffic for network X directly to gateway & as
this is a shorter path to the destination. The gateway forwards
the original datagramis data to its internet destination

For datagranms with the I P source route options and the gateway
address in the destination address field, a redirect nmessage is
not sent even if there is a better route to the ultinmate
destination than the next address in the source route.

Codes 0, 1, 2, and 3 nmay be received froma gateway.
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Echo or Echo Reply Message

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type | Code | Checksum
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| [ dentifier | Sequence Number |
B T s i I S e i S i i S S e S
| Data ...
e ok
| P Fields:
Addr esses

The address of the source in an echo message will be the

destination of the echo reply nessage. To forman echo reply
nmessage, the source and destinati on addresses are sinply reversed,
the type code changed to 0, and the checksum reconput ed.

| P Fields:

Type
8 for echo nessage;
0 for echo reply nessage.

Code
0

Checksum
The checksumis the 16-bit ones’s conpl enent of the one's
conpl ement sum of the | CMP nmessage starting with the | CMP Type.
For computing the checksum, the checksum field should be zero.
If the total length is odd, the received data is padded with one
octet of zeros for conputing the checksum This checksum may be
replaced in the future.

| dentifier

If code = 0, an identifier to aid in nmatching echos and replies,
may be zero.

Sequence Number
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If code = 0, a sequence nunber to aid in matching echos and
replies, may be zero.

Descri ption

The data received in the echo nessage nust be returned in the echo
reply message.

The identifier and sequence nunber nay be used by the echo sender
to aid in mtching the replies with the echo requests. For
exanpl e, the identifier might be used like a port in TCP or UDP to
identify a session, and the sequence nunber night be increnmented
on each echo request sent. The echoer returns these sanme val ues
in the echo reply.

Code 0 nay be received froma gateway or a host.
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Ti mestanmp or Timestanmp Reply Message

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type | Code | Checksum
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| [ dentifier | Sequence Number |

B T s i I S e i S i i S S e S
| Originate Tinestanp |
s S S i I S R R e h T Tk e S S S o T S
| Recei ve Ti mest anp |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Transmit Ti nestanp

B T s i I S e i S i i S S e S
| P Fields:

Addr esses

The address of the source in a tinmestanp nessage will be the
destination of the tinmestanp reply nessage. To forma tinestanp
reply nmessage, the source and destination addresses are sinply
reversed, the type code changed to 14, and the checksum
reconmput ed.

| P Fields:

Type
13 for timestanp nmessage;
14 for tinmestanp reply nessage.

Code
0

Checksum
The checksumis the 16-bit ones’s conpl enent of the one's
conpl ement sum of the | CMP nessage starting with the | CvP Type.
For computing the checksum, the checksum field should be zero.

Thi s checksum may be replaced in the future

I dentifier
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If code = 0, an identifier to aid in matching tinmestanp and
replies, may be zero.

Sequence Number

If code = 0, a sequence nunber to aid in matching tinestanp and
replies, may be zero.

Descri ption

The data received (a tinmestanp) in the nessage is returned in the
reply together with an additional tinestanp. The tinestanp is 32
bits of milliseconds since mdnight UT. One use of these
timestanps is described by MIIls [5].

The Originate Tinestanp is the tinme the sender |ast touched the
nessage before sending it, the Receive Tinestanp is the tinme the
echoer first touched it on receipt, and the Transnit Tinestanmp is
the tinme the echoer |ast touched the nessage on sending it.

If the time is not available in mliseconds or cannot be provided
with respect to mdnight UT then any tine can be inserted in a

ti mestanp provided the high order bit of the tinmestanp is also set
to indicate this non-standard val ue.

The identifier and sequence nunber may be used by the echo sender
to aid in mtching the replies with the requests. For exanple,
the identifier mght be used |ike a port in TCP or UDP to identify
a session, and the sequence nunber m ght be increnented on each
request sent. The destination returns these sane values in the

reply.

Code 0 nay be received froma gateway or a host.
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I nformati on Request or Information Reply Message

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type | Code | Checksum
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| [ dentifier | Sequence Number |
B T s i I S e i S i i S S e S
| P Fields:
Addr esses
The address of the source in a information request nessage wll be

the destination of the information reply nmessage. To forma
information reply nessage, the source and destinati on addresses
are sinmply reversed, the type code changed to 16, and the checksum
reconmput ed.

| P Fields:

Type
15 for information request message;
16 for information reply nessage.

Code
0

Checksum
The checksumis the 16-bit ones’'s conpl enent of the one's
conpl ement sum of the | CMP nessage starting with the | CvP Type.
For computing the checksum, the checksum field should be zero.
Thi s checksum may be replaced in the future

I dentifier

If code = 0, an identifier to aid in matching request and replies,
may be zero.

Sequence Number

If code = 0, a sequence nunber to aid in matching request and
replies, may be zero.
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Descri ption

Thi s nmessage may be sent with the source network in the |IP header
source and destination address fields zero (which nmeans "this"
network). The replying |IP nodule should send the reply with the
addresses fully specified. This nessage is a way for a host to
find out the nunber of the network it is on

The identifier and sequence nunber nay be used by the echo sender
to aid in matching the replies with the requests. For exanple,
the identifier mght be used |ike a port in TCP or UDP to identify
a session, and the sequence nunber m ght be increnented on each
request sent. The destination returns these sane values in the

reply.

Code 0 nay be received froma gateway or a host.
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Sunmary of Message Types
0 Echo Reply
3 Destination Unreachabl e
4 Source Quench
5 Redirect
8 Echo
11 Tinme Exceeded
12 Paraneter Problem
13 Tinmestanp
14 Timestamp Reply
15 Informati on Request

16 Information Reply
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Host Extensions for |IP Milticasting
1. STATUS OF TH S MEMO

This menp specifies the extensions required of a host inplenentation
of the Internet Protocol (IP) to support nulticasting. It is the
reconmended standard for IP nulticasting in the Internet.
Distribution of this nmenop is unlimted.

2. | NTRODUCTI ON

IP nulticasting is the transmi ssion of an I P datagramto a "host
group", a set of zero or nore hosts identified by a single IP
destinati on address. A multicast datagramis delivered to al
menbers of its destination host group with the same "best-efforts”
reliability as regular unicast |IP datagrans, i.e., the datagramis
not guaranteed to arrive intact at all nenbers of the destination
group or in the same order relative to other datagrans.

The nenbership of a host group is dynanmic; that is, hosts may join
and | eave groups at any time. There is no restriction on the

| ocation or nunmber of nmenmbers in a host group. A host may be a
nmenber of nore than one group at a tinme. A host need not be a nmenber
of a group to send datagrans to it.

A host group may be permanent or transient. A pernmanent group has a
wel | - known, administratively assigned |IP address. It is the address,
not the nmenbership of the group, that is permanent; at any tinme a

per manent group may have any nunber of nenbers, even zero. Those IP
nmul ticast addresses that are not reserved for pernanent groups are
avail abl e for dynanmic assignment to transient groups which exist only
as long as they have nmenbers.

Internetwork forwarding of IP nmulticast datagrans is handl ed by

"mul ticast routers" which may be co-resident with, or separate from

i nternet gateways. A host transmits an |IP nmulticast datagramas a

l ocal network nulticast which reaches all immediately-nei ghboring
menbers of the destination host group. |f the datagram has an IP
time-to-live greater than 1, the nmulticast router(s) attached to the
| ocal network take responsibility for forwarding it towards all other
net wor ks that have nenbers of the destination group. On those other
menber networks that are reachable within the IP tine-to-1ive, an
attached nulticast router conpletes delivery by transmitting the
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datagram as a local nulticast.

This menmo specifies the extensions required of a host IP

i mpl enentation to support IP multicasting, where a "host" is any
i nternet host or gateway other than those acting as nulticast
routers. The algorithns and protocols used within and between
nmul ticast routers are transparent to hosts and will be specified in
separate docunents. This neno al so does not specify how | oca
network nulticasting is acconplished for all types of network,

al though it does specify the required service interface to an
arbitrary local network and gives an Ethernet specification as an
exanpl e. Specifications for other types of network will be the
subj ect of future nmenos.

3. LEVELS OF CONFORVANCE
There are three levels of conformance to this specification
Level 0: no support for IP multicasting.

There is, at this time, no requirenment that all |IP inplenentations
support IP multicasting. Level O hosts will, in general, be
unaffected by multicast activity. The only exception arises on some
types of |ocal network, where the presence of level 1 or 2 hosts may
cause msdelivery of nulticast |IP datagrans to |level 0 hosts. Such
dat agrans can easily be identified by the presence of a class DIP
address in their destination address field; they should be quietly
di scarded by hosts that do not support IP multicasting. Cass D
addresses are described in section 4 of this meno.

Level 1: support for sending but not receiving nmulticast IP
dat agr ans.

Level 1 allows a host to partake of some nulticast-based services,
such as resource location or status reporting, but it does not allow
a host to join any host groups. An IP inplenmentation nay be upgraded
fromlevel O to level 1 very easily and with little new code. Only
sections 4, 5, and 6 of this neno are applicable to level 1

i mpl ement ati ons.

Level 2: full support for IP nmulticasting.

Level 2 allows a host to join and | eave host groups, as well as send
| P datagrams to host groups. It requires inplenentation of the

I nternet Group Managenent Protocol (IGW) and extension of the IP and
| ocal network service interfaces within the host. Al of the

foll owi ng sections of this menop are applicable to | evel 2

i mpl enent ati ons.
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4. HOST GROUP ADDRESSES

Host groups are identified by class D IP addresses, i.e., those with
"1110" as their high-order four bits. Class E |IP addresses, i.e.
those with "1111" as their high-order four bits, are reserved for
future addressi ng nodes.

In Internet standard "dotted decinmal" notation, host group addresses
range from 224.0.0.0 to 239. 255. 255. 255. The address 224.0.0.0 is
guaranteed not to be assigned to any group, and 224.0.0.1 is assigned
to the permanent group of all IP hosts (including gateways). This is
used to address all nulticast hosts on the directly connected
network. There is no multicast address (or any other |P address) for
all hosts on the total Internet. The addresses of other well-known,
per manent groups are to be published in "Assigned Nunbers".

Appendi x Il contains sonme background di scussion of several issues
related to host group addresses.
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5. MODEL OF A HOST | P | MPLEMENTATI ON

The nulticast extensions to a host IP inplenmentation are specified in
terns of the |layered nodel illustrated below. In this nodel, |CW
and (for level 2 hosts) IGW are considered to be inplemented within
the I P nodul e, and the mapping of | P addresses to |ocal network
addresses is considered to be the responsibility of [ocal network
nodul es. This nodel is for expository purposes only, and shoul d not
be construed as constraining an actual inplenentation

| Upper - Layer Protocol Mdul es

| |
| | CVP | | VP

———————————————— Local Network Service Interface -----------------

|
Local | I'P-to-local address mapping
Net wor k | (e.g., ARP)
Modul es |

(e.g., Ethernet)

To provide level 1 nulticasting, a host |IP inplenentation nust
support the transmission of multicast |IP datagrans. To provide |eve
2 multicasting, a host nmust also support the reception of multicast

| P datagranms. Each of these two new services is described in a
separate section, below. For each service, extensions are specified
for the IP service interface, the I P nodule, the local network
service interface, and an Ethernet |ocal network nodul e. Extensions
to local network modul es other than Ethernet are mentioned briefly,
but are not specified in detail
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6. SENDI NG MULTI CAST | P DATAGRAMS
6.1. Extensions to the |IP Service Interface

Mul ticast | P datagrans are sent using the sane "Send | P" operation
used to send unicast | P datagrans; an upper-|ayer protocol nodul e
nerely specifies an | P host group address, rather than an individua
| P address, as the destination. However, a nunber of extensions my
be necessary or desirable.

First, the service interface should provide a way for the upper-I|ayer
protocol to specify the IP tinme-to-live of an outgoing multicast
datagram if such a capability does not already exist. |If the
upper -1 ayer protocol chooses not to specify a tinme-to-live, it should
default to 1 for all nulticast |IP datagrans, so that an explicit
choice is required to nmulticast beyond a single network.

Second, for hosts that may be attached to nore than one network, the
service interface should provide a way for the upper-|ayer protoco

to identify which network interface is be used for the multicast
transm ssion. Only one interface is used for the initia

transm ssion; multicast routers are responsible for forwarding to any
ot her networks, if necessary. |If the upper-Ilayer protocol chooses
not to identify an outgoing interface, a default interface should be
used, preferably under the control of system managenent.

Third (level 2 inplenmentations only), for the case in which the host
is itself a menber of a group to which a datagramis being sent, the
service interface should provide a way for the upper-|ayer protoco
to inhibit local delivery of the datagram by default, a copy of the
datagramis | ooped back. This is a performance optim zation for
upper-1layer protocols that restrict the nmenbership of a group to one
process per host (such as a routing protocol), or that handle

| oopback of group comuni cation at a higher |ayer (such as a

mul ticast transport protocol).

6.2. Extensions to the |IP Mdule

To support the sending of multicast |IP datagrams, the | P nodul e nust
be extended to recognize | P host group addresses when routing

out goi ng datagrans. Most |IP inplenmentations include the follow ng

| ogi c:

if IP-destination is on the same | ocal network,
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo( |P-destination )
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To allow nulticast transm ssions, the routing | ogic rmust be changed
to:

if IP-destination is on the sane | ocal network
or | P-destination is a host group
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo( |P-destination )

If the sending host is itself a nenber of the destination group on
the outgoing interface, a copy of the outgoing datagram nust be

| ooped-back for |ocal delivery, unless inhibited by the sender
(Level 2 inplenmentations only.)

The I P source address of the outgoing datagram nmust be one of the
i ndi vi dual addresses corresponding to the outgoing interface.

A host group address nust never be placed in the source address field
or anywhere in a source route or record route option of an outgoing
| P dat agr am

6.3. Extensions to the Local Network Service Interface

No change to the local network service interface is required to
support the sending of nmulticast | P datagrans. The |P nodule nerely
specifies an | P host group destination, rather than an individual IP
destination, when it invokes the existing "Send Local" operation.

6.4. Extensions to an Ethernet Local Network Mdul e

The Ethernet directly supports the sending of l|ocal multicast packets
by allowi ng multicast addresses in the destination field of Ethernet
packets. Al that is needed to support the sending of multicast IP
datagrans is a procedure for mapping |IP host group addresses to

Et hernet multicast addresses.

An | P host group address is mapped to an Ethernet nulticast address
by placing the | oworder 23-bits of the | P address into the | ow order
23 bits of the Ethernet multicast address 01-00-5E-00-00-00 (hex).
Because there are 28 significant bits in an |IP host group address,
nore than one host group address may map to the same Et hernet

mul ticast address.

6.5. Extensions to Local Network Mdul es ot her than Ethernet

O her networks that directly support multicasting, such as rings or
buses conforming to the | EEE 802.2 standard, may be handl ed t he sane
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7.

way as Ethernet for the purpose of sending nmulticast |IP datagrans.
For a network that supports broadcast but not nulticast, such as the

Experimental Ethernet, all |P host group addresses may be mapped to a
single | ocal broadcast address (at the cost of increased overhead on
all local hosts). For a point-to-point link joining two hosts (or a

host and a nmulticast router), multicasts should be transnmitted
exactly like unicasts. For a store-and-forward network |ike the
ARPANET or a public X. 25 network, all | P host group addresses mi ght
be mapped to the well-known | ocal address of an IP multicast router;
a router on such a network would take responsibility for conpleting
mul ticast delivery within the network as well as anbng networks.

RECEI VI NG MULTI CAST | P DATAGRAMS

7.1. Extensions to the |IP Service Interface

Incoming multicast | P datagrans are received by upper-layer protoco
nodul es using the sane "Receive | P" operation as nornal, unicast

dat agrans. Selection of a destination upper-|layer protocol is based
on the protocol field in the | P header, regardl ess of the destination
| P address. However, before any datagrans destined to a particul ar
group can be received, an upper-layer protocol must ask the I P nodul e
to join that group. Thus, the IP service interface nmust be extended
to provide two new operations:

Joi nHost G oup ( group-address, interface )
LeaveHost G oup ( group-address, interface )

The Joi nHost Group operation requests that this host becone a nenber
of the host group identified by "group-address" on the given network
interface. The LeaveG oup operation requests that this host give up
its menbership in the host group identified by "group-address" on the
gi ven network interface. The interface argument may be omitted on
hosts that support only one interface. For hosts that may be
attached to nore than one network, the upper-layer protocol may
choose to | eave the interface unspecified, in which case the request
will apply to the default interface for sending nulticast datagrans
(see section 6.1).

It is permssible to join the sane group on nore than one interface,
in which case duplicate multicast datagrans nmay be received. It is
al so permissible for nore than one upper-Ilayer protocol to request
menbership in the sane group.

Bot h operations should return inmediately (i.e., they are non-
bl ocki ng operations), indicating success or failure. Either
operation may fail due to an invalid group address or interface
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identifier. JoinHostGoup may fail due to lack of |ocal resources.
LeaveHost G oup may fail because the host does not belong to the given
group on the given interface. LeaveHost G oup may succeed, but the
menber ship persist, if nore than one upper-layer protocol has
request ed nenbership in the same group

7.2. Extensions to the |IP Mdule

To support the reception of multicast |IP datagrans, the | P nodul e
nmust be extended to maintain a |list of host group nenberships

associ ated with each network interface. An incom ng datagram
destined to one of those groups is processed exactly the sane way as
dat agrans destined to one of the host’s individual addresses.

I ncomi ng datagrans destined to groups to which the host does not

bel ong are di scarded wi thout generating any error report or |og
entry. On hosts with nore than one network interface, if a datagram
arrives via one interface, destined for a group to which the host

bel ongs only on a different interface, the datagramis quietly

di scarded. (These cases should occur only as a result of inadequate
mul ticast address filtering in a |local network nodul e.)

An incomng datagramis not rejected for having an IP tinme-to-1live of
1 (i.e., the tine-to-live should not automatically be decrenmented on
arriving datagrans that are not being forwarded). An incom ng
datagramwith an I P host group address in its source address field is
quietly discarded. An ICMP error nessage (Destination Unreachabl e,
Ti me Exceeded, Paraneter Problem Source Quench, or Redirect) is
never generated in response to a datagram destined to an |IP host

group.

The Iist of host group nmenberships is updated in response to

Joi nHost Group and LeaveHost Group requests from upper-I|ayer protocols.
Each nenbership shoul d have an associ ated reference count or simlar
mechani smto handle multiple requests to join and | eave the sane
group. On the first request to join and the last request to | eave a
group on a given interface, the local network nodule for that
interface is notified, so that it nay update its nulticast reception
filter (see section 7.3).

The I P nmodul e nust al so be extended to inplenment the | GW protocol
specified in Appendix |I. I1GW is used to keep neighboring nulticast
routers inforned of the host group nenbershi ps present on a
particul ar | ocal network. To support |GW, every |level 2 host nust
join the "all-hosts" group (address 224.0.0.1) on each network
interface at initialization time and nmust remain a nmenber for as |ong
as the host is active.
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(Dat agrans addressed to the all-hosts group are recogni zed as a
special case by the multicast routers and are never forwarded beyond
a single network, regardless of their tinme-to-live. Thus, the all-
hosts address may not be used as an internet-w de broadcast address.
For the purpose of 1GW, nmenbership in the all-hosts group is really
necessary only while the host belongs to at | east one other group
However, it is specified that the host shall remain a nenber of the
all-hosts group at all tines because (1) it is sinpler, (2) the
frequency of reception of unnecessary | GW queries should be | ow
enough that overhead is negligible, and (3) the all-hosts address may
serve other routing-oriented purposes, such as advertising the
presence of gateways or resolving | ocal addresses.)

7.3. Extensions to the Local Network Service Interface

I ncom ng | ocal network multicast packets are delivered to the IP
nodul e using the same "Receive Local" operation as |ocal network
uni cast packets. To allowthe IP nodule to tell the |Iocal network
nodul e which nulticast packets to accept, the |local network service
interface is extended to provide two new operations:

Joi nLocal G oup ( group-address )
LeavelLocal Group ( group-address )

where "group-address" is an | P host group address. The

Joi nLocal Group operation requests the I ocal network nodule to accept
and deliver up subsequently arriving packets destined to the given IP
host group address. The LeavelLocal Group operation requests the |oca
network nodule to stop delivering up packets destined to the given IP
host group address. The local network nodule is expected to map the
| P host group addresses to | ocal network addresses as required to
update its multicast reception filter. Any local network module is
free to ignore LeavelLocal Goup requests, and may deliver up packets
destined to nore addresses than just those specified in

Joi nLocal Group requests, if it is unable to filter incom ng packets
adequatel y.

The [ ocal network nodul e must not deliver up any multicast packets
that were transmtted fromthat nodul e; |oopback of multicasts is
handl ed at the I P | ayer or higher

7.4. Extensions to an Ethernet Local Network Mdul e
To support the reception of multicast |P datagrans, an Ethernet
nmodul e nust be able to receive packets addressed to the Ethernet

mul ti cast addresses that correspond to the host’s I P host group
addresses. It is highly desirable to take advantage of any address
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filtering capabilities that the Ethernet hardware interface may have,
so that the host receives only those packets that are destined to it.

Unfortunately, many current Ethernet interfaces have a small linmt on
the nunber of addresses that the hardware can be configured to
recogni ze. Neverthel ess, an inplenentati on nust be capabl e of
listening on an arbitrary nunber of Ethernet multicast addresses,

whi ch may mean "opening up" the address filter to accept al

mul ti cast packets during those periods when the nunber of addresses
exceeds the limt of the filter.

For interfaces with i nadequate hardware address filtering, it may be
desirable (for performance reasons) to perform Et hernet address
filtering within the software of the Ethernet nmodule. This is not
mandat ory, however, because the I P nodule perfornms its own filtering
based on I P destination addresses.

7.5. Extensions to Local Network Mdul es other than Ethernet

O her multicast networks, such as | EEE 802.2 networks, can be handl ed
the sane way as Ethernet for the purpose of receiving multicast IP
dat agrans. For pure broadcast networks, such as the Experinenta

Et hernet, all incom ng broadcast packets can be accepted and passed
to the IP nmodule for IP-level filtering. On point-to-point or
store-and-forward networks, multicast |IP datagrans will arrive as

| ocal network unicasts, so no change to the |ocal network nodul e
shoul d be necessary.
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APPENDI X |. | NTERNET GROUP MANAGEMENT PROTOCOL (| GWP)

The Internet Group Managenent Protocol (IGW) is used by IP hosts to
report their host group menberships to any inmedi atel y-nei ghboring
multicast routers. IGW is an asymmetric protocol and is specified
here fromthe point of view of a host, rather than a nulticast
router. (IGW may al so be used, symmetrically or asymretrically,
between nulticast routers. Such use is not specified here.)

Like ICMP, 1GW is a integral part of IP. It is required to be

i mpl enented by all hosts conformng to level 2 of the IP nulticasting
specification. |GW nessages are encapsulated in | P datagrams, wth
an | P protocol nunber of 2. Al |1GW nessages of concern to hosts
have the follow ng format:

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| Version| Type | Unused | Checksum |
s S S i I S R R e h T Tk e S S S o T S
| Group Address |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

Ver si on

This menmo specifies version 1 of IGW. Version 0 is specified
in RFC-988 and is now obsol ete.

Type
There are two types of | GW nessage of concern to hosts:

1
2

Host Menbership Query
Host Menbership Report

Unused
Unused field, zeroed when sent, ignored when received.
Checksum
The checksumis the 16-bit one’'s conplenent of the one’'s
conpl ement sum of the 8-octet | GW nessage. For conputing
the checksum the checksumfield is zeroed.

Group Address

In a Host Menbership Query nessage, the group address field
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is zeroed when sent, ignored when received.

In a Host Menmbership Report message, the group address field
hol ds the I P host group address of the group being reported.

I nformal Protocol Description

Mul ticast routers send Host Menbership Query nessages (hereinafter
called Queries) to discover which host groups have nenbers on their
attached | ocal networks. Queries are addressed to the all-hosts
group (address 224.0.0.1), and carry an I[P time-to-live of 1.

Hosts respond to a Query by generati ng Host Menbership Reports
(hereinafter called Reports), reporting each host group to which they
bel ong on the network interface fromwhich the Query was received.

In order to avoid an "inplosion" of concurrent Reports and to reduce
the total nunmber of Reports transmitted, two techniques are used:

1. When a host receives a Query, rather than sending Reports
i Mmediately, it starts a report delay tinmer for each of its
group menbershi ps on the network interface of the i ncom ng
Query. Each tiner is set to a different, random y-chosen
val ue between zero and D seconds. Wen a timer expires, a
Report is generated for the correspondi ng host group. Thus,
Reports are spread out over a D second interval instead of
all occurring at once.

2. A Report is sent with an IP destination address equal to the
host group address being reported, and with an IP
time-to-live of 1, so that other nenbers of the sane group on
the sanme network can overhear the Report. |f a host hears a
Report for a group to which it bel ongs on that network, the
host stops its own tiner for that group and does not generate
a Report for that group. Thus, in the normal case, only one
Report will be generated for each group present on the
networ k, by the menber host whose delay timer expires first.
Note that the nulticast routers receive all IP multicast
dat agrans, and therefore need not be addressed explicitly.
Further note that the routers need not know which hosts
bel ong to a group, only that at |east one host belongs to a
group on a particul ar network.

There are two exceptions to the behavior descri bed above. First, if
a report delay tiner is already running for a group nenbership when a
Query is received, that timer is not reset to a new random val ue, but
rather allowed to continue running with its current value. Second, a
report delay tiner is never set for a host’s menbership in the all-
hosts group (224.0.0.1), and that nenbership is never reported.

Deeri ng [ Page 12]



RFC 1112 Host Extensions for IP Milticasting August 1989

If a host uses a pseudo-random nunber generator to conpute the
reporting delays, one of the host’s own individual |IP address shoul d
be used as part of the seed for the generator, to reduce the chance
of multiple hosts generating the same sequence of del ays.

A host should confirmthat a received Report has the sane |IP host
group address in its |IP destination field and its | GW group address
field, to ensure that the host’'s own Report is not cancelled by an
erroneous received Report. A host should quietly discard any | GW
nmessage of type other than Host Menbership Query or Host Menbership
Report.

Mul ticast routers send Queries periodically to refresh their

know edge of nenberships present on a particular network. [|f no
Reports are received for a particular group after sone nunber of
Queries, the routers assune that that group has no | ocal nenbers and
that they need not forward renotely-originated nulticasts for that
group onto the local network. Queries are nornmally sent infrequently
(no nore than once a mnute) so as to keep the | GWw overhead on hosts
and networks very |low. However, when a multicast router starts up

it may issue several closely-spaced Queries in order to build up its
know edge of |ocal menberships quickly.

When a host joins a new group, it should immediately transnit a
Report for that group, rather than waiting for a Query, in case it is
the first nmenber of that group on the network. To cover the
possibility of the initial Report being | ost or danaged, it is
recommended that it be repeated once or twice after short delays. (A
sinmple way to acconplish this is to act as if a Query had been
received for that group only, setting the group’s randomreport del ay
timer. The state transition diagrambelow illustrates this

appr oach.)

Note that, on a network with no multicast routers present, the only
IGW traffic is the one or nore Reports sent whenever a host joins a
new group.

State Transition Di agram

| GWP behavior is more formally specified by the state transition
di agram bel ow. A host may be in one of three possible states, with
respect to any single I P host group on any single network interface:

- Non- Menber state, when the host does not belong to the group
on the interface. This is the initial state for al
menber ships on all network interfaces; it requires no storage
in the host.
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- Del ayi ng Menber state, when the host belongs to the group on
the interface and has a report delay tinmer running for that
menber ship

- ldle Menber state, when the host belongs to the group on the
interface and does not have a report delay tinmer running for
that nenber ship.

There are five significant events that can cause |GW state
transitions:

- "join group"” occurs when the host decides to join the group on
the interface. It may occur only in the Non-Menber state.

- "leave group" occurs when the host decides to | eave the group
on the interface. It may occur only in the Del ayi ng Member
and Idl e Menber states.

- "query received" occurs when the host receives a valid | GW
Host Menbership Query nessage. To be valid, the Query nessage
nmust be at | east 8 octets long, have a correct |GW
checksum and have an | P destination address of 224.0.0. 1.

A single Query applies to all menberships on the
interface fromwhich the Query is received. It is ignored for
nenbershi ps in the Non- Menber or Del ayi ng Menber state.

- "report received" occurs when the host receives a valid | GW
Host Menbership Report nessage. To be valid, the Report
nmessage nmust be at |east 8 octets |ong, have a correct | GW
checksum and contain the sane I P host group address inits IP
destination field and its | GW group address field. A Report
applies only to the nenbership in the group identified by the
Report, on the interface fromwhich the Report is received.

It is ignhored for nmenberships in the Non-Menber or |dle Menber
state.

- "timer expired" occurs when the report delay tiner for the
group on the interface expires. It may occur only in the
Del ayi ng Menber state.

Al'l other events, such as receiving invalid | GW nessages, or |GwW
nessages other than Query or Report, are ignored in all states.

There are three possible actions that may be taken in response to the
above events:

"send report"” for the group on the interface.
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"start tiner" for the group on the interface, using a random
del ay val ue between 0 and D seconds.

- "stop tinmer" for the group on the interface.
In the follow ng diagram each state transition arc is labelled with

the event that causes the transition, and, in parentheses, any
actions taken during the transition

| |
| |
| |
--------- >| Non- Menber | <---------
| |
| |
| |
| |

| eave group join group

|

| | eave group
(stop timer) | (send report,

|

|

start timer)

|

|

|

| guery received
| Del ayi ng Menber

|

|

|

|

5
3

(start tiner) I
------------------- >|
| report received
| (stop tinmer)
oo >|

timer expired
(send report)

The all-hosts group (address 224.0.0.1) is handl ed as a special case.
The host starts in Idle Menber state for that group on every
interface, never transitions to another state, and never sends a
report for that group.

Prot ocol Paraneters

The maxi mum report delay, D, is 10 seconds.
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APPENDI X 1'1. HOST GROUP ADDRESS | SSUES

Thi s appendix is not part of the IP nulticasting specification, but
provi des background di scussi on of several issues related to |IP host
group addresses.

Group Address Binding

Al

The binding of I P host group addresses to physical hosts may be

consi dered a generalization of the binding of |IP unicast addresses.
An | P unicast address is statically bound to a single |ocal network
interface on a single IP network. An |IP host group address is

dynam cally bound to a set of |local network interfaces on a set of IP
net wor ks.

It is inmportant to understand that an |IP host group address is NOT
bound to a set of IP unicast addresses. The multicast routers do not
need to maintain a |list of individual nmenbers of each host group

For exanple, a nulticast router attached to an Ethernet need
associate only a single Ethernet nulticast address with each host
group having | ocal nmenbers, rather than a list of the nenbers’

i ndi vidual | P or Ethernet addresses.

ocation of Transient Host G oup Addresses

This meno does not specify how transient group address are all ocated.
It is anticipated that different portions of the IP transient host
group address space will be allocated using different techniques.

For exanple, there may be a nunber of servers that can be contacted
to acquire a new transient group address. Sone higher-|eve
protocols (such as VMIP, specified in RFC 1045) nmay generate higher-
| evel transient "process group" or "entity group" addresses which are
then algorithmcally nmapped to a subset of the IP transient host
group addresses, simlarly to the way that | P host group addresses
are mapped to Ethernet nulticast addresses. A portion of the IP
group address space nay be set aside for random all ocati on by
applications that can tolerate occasional collisions with other

mul ticast users, perhaps generating new addresses until a suitably
"quiet" one is found.

In general, a host cannot assume that datagrans sent to any host
group address will reach only the intended hosts, or that datagrans
received as a nenber of a transient host group are intended for the
reci pient. Msdelivery must be detected at a | evel above I P, using
hi gher-level identifiers or authentication tokens. Information
transmtted to a host group address should be encrypted or governed
by adm nistrative routing controls if the sender is concerned about
unwant ed | i steners.
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