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1

| nt roducti on

The recent interest within the Internet comunity in determning
accurate time froma set of nutually suspicious network cl ocks has
been pronpted by several occasions in which gross errors were found
in usually reliable, highly accurate clock servers after seasona
thunder storns which disrupted their primry power supply. To these
sources of error should be added those due to mal functioning

har dwar e, defective software and operator nistakes, as well as random
errors in the mechanismused to set and/or synchronize the clocks via
Internet paths. The results of these errors can range fromsinple

di sorientation to major disruption, depending upon the operating
system when files or nessages are incorrectly timestanped or the
order of critical network transactions is altered.

This report suggests a stochastic nodel based on the principles of
maxi mum | i kel i hood estinmation, together with algorithms for conputing
a good estimator froma nunber of tine-offset sanples neasured

bet ween one or nore clocks connected via network |links. The node
provides a rational nethod for detecting and resolving errors due to
faulty clocks or excessively noisy links. Included in this report
are descriptions of certain experinments conducted with Internet hosts
and ARPANET pat hs which give an indication of the effectiveness of
the al gorithnmns.

Several mechani sms have been specified in the Internet protocol suite
to record and transnmit the tine at which an event takes place,

i ncluding the | CVMP Ti nestanp nmessage [6], Tine Protocol [7], Daytine
protocol [8] and IP Tinmestanp option [9]. A new Network Tine
Protocol [12] has been proposed as well. Additional information on
network tinme synchronization can be found in the References at the
end of this docunment. Synchronization protocols are described in [3]
and [12] and synchronization algorithms in [2], [5] and [10].
Experinmental results on measured roundtrip del ays and cl ock offsets
in the Internet are discussed in [4] and [11]. A conprehensive

mat hemati cal treatnment of clock synchronization can be found in [1].

In [10] the problem of synchronizing a set of mutually suspicious

cl ocks is discussed and al gorithms offered which naximze in sone
sense the expectation that a correct set of "good" clocks can be
extracted fromthe popul ation including al so "bad" ones. The

techni que is based upon overl appi ng, discrete confidence intervals
whi ch are assigned a-priori. The npdel assumes the reasonable
presunption that "bad" clocks display errors far outside these
confidence intervals, so can be easily identified and di scarded from
the voting process.
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As apparent fromthe data summari zed in Appendi x A, host clocks in a
real network commonly indicate various degrees of dispersion with
respect to each other and to a standard-time reference such as a
radi o cl ock. The sources of dispersion include randomerrors due to
observati onal phenonena and the synchroni zati on nechanismitself, if
used, as well as systematic errors due to hardware or software
failure, poor radio reception conditions or operator nistakes. In
general, it is not possible to accurately quantify whether the

di spersion of any particular clock qualifies the clock as "good" or
"bad," except on a statistical basis. Thus, froma practica
standpoint, a statistical-estination approach to the problemis
preferred over a discrete-decision one.

A basic assunption in this report is that the mgjority of "good"

cl ocks display errors clustered around a zero offset relative to
standard tine, as determned for exanple froma radio clock, while
the remaining "bad" clocks display errors distributed randomy over
the observing interval. The problemis to select the good cl ocks
fromthe bad and to estinate the correction to apply to the |loca
clock in order to display the nost accurate tine. The algorithns
described in this report attenpt to do this using maxi numlikelihood
techni ques, which are theory.

It should be noted that the algorithns discussed in [10] and in this
report are are basically filtering and snmoot hing al gorithns and can
result in errors, sonetimes gross ones, if the sanple distribution
departs far froma-priori assunptions. Thus, a significant issue in
the design of these algorithnms is robustness in the face of skewed
sanpl e data sets. The approach in [10] uses theoremproving to
justify the robustness of the discrete algorithns presented;

however, the statistical nodels in this report are not suited for
that. The approach taken in this report is based on detail ed
observati on and experinents, a summary of which is included as an
appendi x. While this gives an excellent qualitative foundati on upon
whi ch to judge robustness, additional quantitative confidence should
be devel oped t hrough the use of statistical nechanics.

2. Mjority-Subset Al gorithns

A stochastic nodel appropriate to a systemof nutually suspicious

cl ocks can be constructed as follows. An experinent consists of one
or nore measurenents of time differences or offsets between severa
clocks in the network. Usually, but not necessarily, one of the
clocks is the local clock at the observer and observations are
conducted with each of several other clocks in the network. The fact
that sonme clocks are presuned nore accurate or trusted nore highly
than others can be expressed by wei ghting the nmeasurenents
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accordingly. The result is a set of statistics, including neans and
vari ances, fromwhich the observer is able to estinate the best tine
at which to set the | ocal clock

A maxi mum|ikelihood estimator is a statistic that maxinizes the
probability that a particular outconme of an experinment is due to a
presuned set of assunptions on the constraints of the experinent.

For exanple, if it is assuned that at |east k of n observations

i nclude only sanples froma single distribution, then a

maxi mum | i kel i hood estimator for the mean of that distribution m ght
be computed as follows: Determine the variance for every k-sanple
subset of the n observations. Then select the subset with small est
variance and use its nean as the estimator for the distribution nmean.

For instance, let n be the nunber of clocks and k be the next |argest
integer inn/2, that is, the mnimmmajority. A nmgjority subset is
a subset consisting of k of the n offset neasurenents. Each of these
subsets can be represented by a selection of k out of n
possibilities, with the total number of subsets equal to C(n,k). The
nunber of majority subsets is tallied for n from2 to 20 in Table 1

(n, k) C(n, k) (n, k) C(n, k)
(2,2) 1 (11, 6) 462
(3,2) 3 (12, 7) 792
(4, 3) 4 (13, 7) 1716
(5, 3) 10 (14, 8) 3003
(6, 4) 15 (15, 8) 6435
(7, 4) 35 (16, 9) 11440
(8,5) 56 (17, 9) 24310
(9, 5) 126 (18, 10) 43758
(10, 6) 210 (19, 10) 92378
(20, 11) 167960

Table 1. C(n,k) for n from2 to 20
Qovi ously, the nunber of conputations required becones awkward as n

i ncreases beyond about 10. Representative majority subsets for n =
3,4,5 are shown in Table 2.
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Table 2. Majority Subsets for n = 3,4,5

Choosing n = 5, for exanple, requires calculation of the nean and
variance for ten subsets indexed as shown in Table 2.

A maxi mum | i kel i hood al gorithmwi th provision for nultiple sanples
and wei ghts m ght operate as follows: Let n be the nunber of clocks
and w(1),wW(2),...,wn) a set of integer weights, with w(i) the wei ght
associated with the ith clock. For the ith clock three accunul ators
Wi), X(i) and Y(i) are provided, each initialized to zero. The ith
clock is polled sonme nunber of tinmes, with each reply x causing n(i)
to be added to Wi), as well as the weighted sanple offset n(i)*x
added to X(i) and its square (n(i)*x)2 added to Y(i). Polling is
continued for each of the n clocks in turn

Next, using a majority-subset table such as shown in Table 2,

cal culate the total weight W= sum(Wi)) and wei ghted sunms X =
sum(X(i)) and Y = sum(Y(i)*Y(i)) for each i in the jth majority
subset (row). FromW X and Y cal culate the mean m(j) and vari ance

s(j):
mij) = XW and s(j) = Y W- n(j)*n(j)
VWhen this is conplete for all rows, select the row | with the

smal l est s(j) and return the associated nean n{j) as the
maxi mum | i kel i hood estinmate of the |ocal-clock offset.
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3.

Clustering Al gorithms

Anot her nethod for devel oping a nmaxi mum|ikelihood estimator is
through the use of clustering algorithns. These algorithnms operate
to associate points in a sanple set with clusters on the basis of
stochastic properties and are nost useful when |arge nunbers of
sampl es are available. One such algorithm operates on a sample set
to selectively discard points presunmed outside the cluster as
fol | ows:

1. Start with a sanple set of n observations {x(1),x(2),...,x(n)

2. Compute the nmean of the n observations in the sanmple set.
Di scard the single sanmple x(i) with value furthest fromthe
nean, |eaving n-1 observations in the set.

3. Continue with step 2 until only a single observation is left,
at which point declare its value the maxi nrumlikeli hood
estimator.

This algorithmw Il usually (but not necessarily) converge to the
desired result if the majority of observations are the result of
"good" cl ocks, which by hypothesis are clustered about zero offset
relative to the reference clock, with the renai nder scattered
random y over the observation interval.

The following Table 3 summarizes the results of this algorithm
applied to the UDP data shown in Appendi x A, which represents the
neasured clock offsets of 163 host clocks in the Internet system
These data were assenbl ed using the UDP Tine protocol [7], in which
time is represented to a precision of one second. Each line of the
table represents the result of step 2 above along with the size of
the sanple set and its (unweighted) nmean and variance. The "D scard"
col um shows the val ue of the observation discarded at that step.
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Si ze Mean Var Di scard
163 -210 9. 1E+6 -38486
162 26 172289 3728
161 3 87727 3658
160 -20 4280 -566
150 -17 1272 88

100 -18 247 -44

50 -4 35 8

20 -1 0 -2

19 -1 0 -2

18 -1 0 -2

17 -1 0 1

16 -1 0 -1

15 -1 0 -1

14 -1 0 -1

13 0 0 0

1 0 0 0

Table 3. Clustering Al gorithmusing UDP Tinme Protocol Data

In Table 3 only a few of the 163 steps are shown, including those
near the beginning which illustrate a rapid convergence as the
relatively few outliers are discarded. The large outlier discarded
inthe first step is alnost certainly due to equi pnent or operator
failure. The two outliers close to one hour discarded in the next two
steps are probably sinple operator nistakes |like entering sumer tine
i nstead of standard tinme. By the tine only 50 sanples are left, the
error has shrunk to about 4 sec and the largest outlier is within 12
sec of the estimate. By the time only 20 sanples are left, the error
has shrunk to about a second and the variance has vani shed for
practical purposes.

The following Table 4 summari zes the results of the clustering
algorithmapplied to the | CMP data shown in Appendi x A which
represents the neasured clock offsets of 504 host clocks in the
Internet system These data were assenbl ed using | CMP Ti nest anp
nmessages [6], in which time is represented to a precision of one
mllisecond. The colums in Table 4 should be interpreted in the
same way as in Table 3, except that the data in Table 4 are in
mlliseconds, while the data in Table 3 are in seconds.
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Di scard

-10
-8

8. 6E+7
8. 6E+7
-2.5E+7
3. 6E+6
-185934
- 95445
66743
39288
21346
10518
-4863
4677
-2222
2152

- 987
338
122

4 49

6 24

0

-13

-8

Sept enber 1985

Table 4. Clustering Al gorithmusing | CVP Ti nestanp Data

As in Table 3 above,
The di stinguishing feature of the data in Table 4 is that the raw

data are nuch nore noisy -

only sone of the 504 steps are shown in Table 4.

only sone 30 host clocks are closer than

one second fromthe reference clock, while half were further than one

m nute and over

100 further than one hour fromit.

The fact that the

al gorithm converged to within 8 nmsec of the reference tine under
these conditions should be considered fairly renmarkable in view of
the probability that nany of the outliers discarded are al nost
certainly due to defective protoco
i nformati on on these experinments is presented in Appendi x A

MIls
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4.

Application to Time-Synchronization Data

A variation of the above algorithnms can be used to inprove the offset
estimates froma single clock by discardi ng noise sanpl es produced by
occasi onal retransmi ssions in the network, for exanple. A set of n

i ndependent sanples is obtained by polling the clock. Then, a

maj ority-subset table is used to conmpute the m(j) and s(j) statistics
and the maxi mumlikelihood estimate determ ned as above. For this
purpose the majority-subset table could include |arger subsets as
well. In this manner the nmaxi mnumlikelihood estinmates from each of
several clocks can be determined and used in the algorithm above.

In order to test the effectiveness of this algorithm a set of
experiments was perforned using two W DEBAND/ El SN gat eways equi pped
with WAWB radio clocks and connected to the ARPANET. These
experiments were designed to deternmine the limts of accuracy when
conparing these clocks via ARPANET paths. One of the gateways
(I1'SI-MCON-GW is located at the Informati on Sciences Institute near
Los Angeles, while the other (LL-GN is located at Lincoln
Laboratori es near Boston. Both gateways consist of PDPl1l/44
conputers running the EPCS operating systemand cl ock-interface
boards with oscillators phase-locked to the WWB cl ock

The cl ock indications of the W DEBAND El SN gat eways were conpared
with the DCNet WWB reference clock using | CVMP Ti mestanp nmessages,
whi ch record the individual timestanps with a precision of a
mllisecond. However, the path over the ARPANET between these

gat eways and the neasurenment host can introduce occasi ona
nmeasurenent errors as |large as several seconds. |In principle the
ef fect of these errors can be mninized by using a | arge sanple
popul ati on; however, use of the above al gorithns allows higher
accuracies to be obtained with far fewer sanples.

Measurenents were nade separately with each of the two gateways by
sendi ng an | CMP Ti nestanp Request nessage fromthe ARPANET address of
DCN1 to the ARPANET address of the gateway and computing the
round-trip delay and clock offset fromthe | CMP Ti nestanp Reply
nmessage. This process was continued for 1000 nmessage exchanges,

whi ch took from seven mnutes to several hours, depending on the
sanpl e interval selected.

The tabl es bel ow summari ze the results of both the ngjority-subset
and clustering algorithnms applied to the data fromthree experinents,
one with I'SI-MCON-GWVand two with LL-GWNW  The | SI-MCON-GW and LL- GW
(a) experinments were designed to determine the limts of accuracy
when using a continuous sequence of request/reply volleys, which
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resulted in over two sanples per second. The remaining LL-GN (b)
experiment was designed to determine the limts of accuracy using a
much | ower rate of about one sanple every ten seconds.

For each of the three experinents two tables are shown, one using the
maj ority-subset algorithmand the other the clustering algorithm The
two rows of the nmjority-subset tables show the statistics derived
both fromthe raw data and fromthe filtered data processed by a
C(5,3) npjority-subset algorithm In all cases the extrema and
variance are dramatically less for the filtered data than the raw
data, lending credence to the conjecture that the nmean statistic for
the filtered data is probably a good nmaxi mum|li kel ihood esti mator of
the true offset.

Mean Var Max M n
Raw dat a 637 2. 1E+7 32751 -1096
(5, 3) -15 389 53 -103

Table 5. 1SI-MCON-GW Maj ority-Subset Al gorithm

Si ze Mean Var Di scard
1000 637 2.1E+7 32751
990 313 1. 0E+7 32732
981 15 1. 0E+6 32649
980 -18 2713 -1096
970 -15 521 -122
960 -15 433 -97
940 -15 332 -75
900 -15 239 26
800 -15 141 12
700 -16 87 5

600 -17 54 -31
500 -16 33 -5
400 -18 18 -9
300 -19 7 -12
200 -19 2 -21
100 -18 0 -19

1 -17 0 -17

Table 6. ISI-MCON-GW Cl ustering Al gorithm
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Mean Dev Max Mn
Raw dat a 566 1. 8E+7 32750 - 143
C(5, 3) -23 81 14 -69

Table 7. LL-GW (a) Mjority-Subset Al gorithm

Si ze Mean Var Di scard
1000 566 1. 8E+7 32750
990 242 8. 5E+6 32726
983 10 1. 0E+6 32722
982 -23 231 - 143
980 -23 205 -109
970 -22 162 29
960 -23 128 13
940 -23 105 -51
900 -24 89 1

800 -25 49 -9
700 - 26 31 - 36
600 - 26 21 -34
500 - 27 14 -20
400 -29 7 -23
300 -30 3 -33
200 -29 1 - 27
100 -29 0 -28

1 -29 0 -29

Table 8. LL-GW (a) Clustering Al gorithm

Mean Dev Max Mn
Raw dat a 378 2. 1E+7 32760 -32758
C(5, 3) -21 1681 329 -212

Table 9. LL-GW (b) Mjority-Subset Al gorithm
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Si ze Mean Var Di scard
1000 377 2. 1E+7 -32758
990 315 1. 0E+7 32741
981 18 1.1E+6 32704
980 -16 16119 -1392
970 -17 5382 554
960 -21 3338 311
940 -24 2012 168
900 -22 1027 - 137
800 -23 430 -72
700 -23 255 -55
600 -22 167 - 45
500 -22 109 -40
400 -21 66 -6
300 -18 35 -29
200 -17 15 -23
100 -19 3 -15
50 -21 0 -19
20 -21 0 -21
10 -20 0 -20

1 -20 0 -20

Tabl e 10. LL-GW (b) Custering Al gorithm

The rows of the clustering tables show the result of selected steps
inthe algorithmas it discards sanples furthest fromthe nmean. The
first twenty steps or so discard sanples with gross errors over 30
seconds. These sanples turned out to be due to a defect in the

ti mest anpi ng procedure inplenmented in the W DEBAND/ El SN gat eway code
whi ch caused gross errors in about two percent of the |ICMP Ti nestanp
Reply messages. These sanples were left in the raw data as received
in order to determne how the algorithms woul d behave in such extrene
cases. As apparent fromthe tables, both the najority-subset and
clustering algorithms effectively coped with the situation

In the statement of the clustering algorithmthe termnating
condition was specified as when only a single sanple is left in the
sanple set. However, it is not necessary to proceed that far. For
instance, it is known fromthe design of the experinment and the
reference cl ocks that accuracies better than about ten nmilliseconds
are probably unrealistic. A rough idea of the accuracy of the nmean
is evident fromthe deviation, computed as the square root of the
variance. Thus, attenpts to continue the algorithm beyond the point
where the variance drops bel ow 100 or so are probably m sgui ded.
Thi s occurs when between 500 and 900 sanples remain in the sanple
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set, dependi ng upon the particular experiment. Note that in any case
bet ween 300 and 700 sanples fall within ten mlliseconds of the fina
estimate, dependi ng on experinment.

Conparing the majority-subset and clustering algorithms on the basis
of variance reveals the interesting observation that the result of
the C(5,3) majority-subset algorithmis equivalent to the clustering
al gori t hm when between roughly 900 and 950 sanples remain in the
sanple set. This together with the noderately high variance in the
I SI - MCON- GW and LL- GW (b) cases suggests a C(6,4) or even C(7,4)

al gorithm m ght yield greater accuracies.

5. Summary and Concl usi ons

The principles of maxi mumlikelihood estimation are well known and
wi dely applied in comunication electronics. In this note two

al gorithms using these principles are proposed, one based on

maj ority-subset techniques appropriate for cases involving snal
nunbers of sanples and the other based on clustering techni ques
appropriate for cases involving | arge nunmbers of sanples.

The al gorithns were tested on raw data collected with Internet hosts
and gateways over ARPANET pat hs for the purpose of setting a |oca
host clock with respect to a renpte reference while naintaining
accuracies in the order of ten mlliseconds. The results denpnstrate
the effectiveness of these algorithnms in detecting and di scardi ng
glitches due to hardware or software failure or operator nistakes.
They al so denpnstrate that time synchronizati on can be mai ntained
across the ARPANET in the order of ten mlliseconds in spite of
glitches many times the mean roundtrip del ay.

The results point to the need for an inproved tine-synchronization
protocol conbining the best features of the | CVMP Ti nestanp nessage
[6] and UDP Tine protocol [7]. Anobng the features suggested for this
protocol are the foll ow ng:

1. The protocol should be based on UDP, which provides the
flexibility to handl e sinultaneous, multiplexed queries and
responses.

2. The nessage format should be based on the | CVP Ti nest anp
nmessage format, which provides the arrival and departure tinmes
at the server and allows the client to calculate the roundtrip
del ay and offset accurately.
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3. The data format should be based on the UDP Tine format, which
specifies 32-bit tine in seconds since 1 January 1900, but
ext ended additional bits for the fractional part of a second.

4. Provisions to specify the expected accuracy shoul d be included
along with information about the reference clock or
synchroni zi ng nechani sm as well as the expected drift rate
and the last tine the clock was set or synchronized.

The next step should be fornulating an appropriate protocol with the
above features, together with inplenentation and test in the Internet
environnent. Future devel opnent should result in a distributed,
symetric protocol, simlar perhaps to those described in [1], for
distributing highly reliable tinmkeeping information using a

hi erarchical set of trusted cl ocks.
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Appendi x A.
Experimental Determ nation of Internet Host C ock Accuracies

Following is a summary of the results of three experinents designed
to reveal the accuracies of various Internet host clocks. The first
experiment uses the UDP Time protocol, which is limted in precision
to one second, while the second uses the |CMP Ti mestanp message,

whi ch extends the precision to one mllisecond. |In the third
experiment the results indicated by UDP and | CVWP are conpared. In
the UDP Tinme protocol tine is indicated as a 32-bit field in seconds
past 0000 UT on 1 January 1900, while in the | CVP Ti nestanp nessage
time is indicated as a 32-bit field in mlliseconds past 0000 UT of
each day.

Al'l experinments described herein were conducted from I nternet host
DCN6. ARPA, which is normally synchronized to a WA radio clock. In
order to inprove accuracy during the experinents, the DCN6. ARPA host
was resynchronized to a WWB radio clock. As the result of severa
experiments with other hosts equi pped with WWB and WA radi o cl ocks
and GOES satellite clocks, it is estimated that the maxi mum
nmeasurenent error in the follow ng experinents is | ess than about 30
nsec relative to standard NBS tine determ ned at the Boul der/ Fort
Collins transmtting sites.

Al. UDP Tine Protocol Experinent

In the first experinent four UDP Time protocol requests were sent
at about three-second intervals to each of the 1775 hosts |isted
inthe NIC Internet host table. A total of 555 sanples were
recei ved from 163 hosts and conpared with a | ocal reference based
on a WAWB radi o clock, which is known to be accurate to within a
few mlliseconds. Not all of these hosts were |listed as
supporting the UDP Tinme protocol in the NIC Internet host table,
while sone that were |listed as supporting this protocol either
failed to respond or responded with various error nessages.
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In the follow ng table "Host"

and

represent the tinme offset,

| oc
and

whi [ e "Mean"

"Count" the nunber of

in seconds,
al (reference) clock to agree with the host cited.
"M n" represent the naxi mum and m ni nrum of these offsets,

rounded to the nearest second.

is the canonica
replies received

Sep

nane of

t enber 1985

t he host

The remai ni ng data

necessary to correct the

The " Max"

represents the nean value and "Var" the variance, al

BBN- CLXX. ARPA
BBN- KI W . ARPA

BBN- META. ARPA

BBNA. ARPA

BBNG. ARPA

BELLCORE- CS- GW ARPA
BLAYS. PURDUE. EDU
CMJ- CC- TE. ARPA
CMJ- CS- C. ARPA

CMJ- CS- CAD. ARPA
CMJ- CS- CFS. ARPA
CMJ- CS- G ARPA

CMJ- CS- GANDALF. ARPA
CMJ- CS- H. ARPA

CMJ- CS- | US. ARPA
CMJ- CS- 1 US2. ARPA
CMJ- CS- K. ARPA

CMJ- CS- SAM ARPA
CMJ- CS- SPEECH. ARPA
CMUJ- CS- SPEECH2. ARPA
CMJ- CS- SPI CE. ARPA
CMJ- CS- THEORY. ARPA
CMJ- CS- UNH. ARPA
CMJ- CS- VLSI . ARPA
CMJ- Rl - ARM ARPA
CMJ- RI - Cl VE. ARPA
CMJ- Rl - FAS. ARPA
CMJ RI -1 SL1. ARPA
CMJ- RI -1 SL3. ARPA
CMJ- Rl - LEG ARPA
CMJ- RI - ML. ARPA

CMJ- RI - ROVER. ARPA
CMJ- RI - SENSCR. ARPA
CMJ RI - VI . ARPA
COLUMBI A. ARPA

CU- ARPA. CS. CORNELL. EDU
CYPRESS. ARPA

PrPRPRPWONPROVORARPRPOVWORARRRDERDDPPWWLWWRPRWWWRARWEARNWRAREAEARMD

[eNeololololoNololololololoNololololololololololololololoNoNoNololoNoNoNoNo)
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DCNL. ARPA
DCN5. ARPA
DCN6. ARPA
DCN7. ARPA
DCN9. ARPA

DEVWAX. TN. CORNELL. EDU

ENEEVAX. ARPA
FORD- WDL1. ARPA
FORD1. ARPA

GUENEVERE. PURDUE. EDU

GVAX. CS. CORNELL. EDU
| MAU. ARPA

| PTO- FAX. ARPA

KANKI N. ARPA

MERLI N. PURDUE. EDU
M T- ACHI LLES. ARPA

M T- AGAMEMNON. ARPA
T- ANDROVACHE. ARPA
- APHRODI TE. ARPA
- APCLLO. ARPA

- ARES. ARPA

- ARTEM S. ARPA

- ATHENA. ARPA

- ATLAS. ARPA

- CASTOR. ARPA

- DAFFY- DUCK. ARPA
- DEMETER. ARPA

- GOLDI LOCKS. ARPA
- HECTOR. ARPA

- HELEN. ARPA

- HERA. ARPA

- HERACLES. ARPA

- JASON. ARPA

- MENELAUS. ARPA

- MULTI CS. ARPA

- CDYSSEUS. ARPA

- ORPHEUS. ARPA

- PARI S. ARPA

- POSEI DON. ARPA

- PRI AM ARPA

- REAGAN. ARPA

- THESEUS. ARPA

- TRI LLI AN. ARPA

- TWEETY- Pl E. ARPA
- ZERVATT. ARPA

- ZEUS. ARPA

MOL. ARPA

I
A4 44444444444 44444 A4 A4 —

NPARWRARARRARMAAEMMPORARDDDEARADRLPANDARADDAEARADEAANDAEARAMDOARDNADRMDAEDS

115

106
-75
-37
-3

N eloNo)

-3
3658

- 60

115

105
-76
-39
-3

Sept enber 1985

[eNeoNoNe)

3658

115

105
-75
-38
-3

eNeolololoNolololololololoNololololololololololololololololoNolololoNololoNololoNoNoloNoNo o N o)
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MUNGO. THI NK. COM
NETWOLF. ARPA

ORBI T. ARPA

OSLO- VAX. ARPA
PATCH. ARPA

RADC- MULTI CS. ARPA
Rl CE- ZETA. ARPA

RI CE. ARPA
RCCHESTER. ARPA
ROCK. THI NK. COM
SCRC- QUABBI N. ARPA
SCRC- RI VERSI DE. ARPA

SCRC- STONY- BROCK. ARPA

SCRC- VALLECI TO. ARPA
SCRC- YUKON. ARPA
SEBASTI AN. THI NK. COM
SElI SMO. CSS. GOV

SRI - Bl SHOP. ARPA

SRI - DARW N. ARPA

SRI - HUXLEY. ARPA

SRI - KI OMA. ARPA

SRI - LASSEN. ARPA

SRI - MENDEL. ARPA

SRI - PI NCUSHI ON. ARPA
SRI - RI TTER. ARPA

SRI - TI OGA. ARPA

SRI - UNI CORN. ARPA

SRI - WHI TNEY. ARPA

SRI - YOSEM TE. ARPA
SU- Al WAX. ARPA

SU- COYOTE. ARPA

SU- CSLI . ARPA

SU- PSYCH. ARPA

SU- SAFE. ARPA

SU- SI ERRA. ARPA

SU- SUSHI . ARPA

SU- VHI TNEY. ARPA

TESLA. EE. CORNELL. EDU

THORLAC. THI NK. COM
TRANTCOR. ARPA

TZEC. ARPA

UBALDO. THI NK. COM
UCl - Cl P. ARPA

UCI - CI P2. ARPA

UCI - CI P3. ARPA

UCl - Cl P4. ARPA

UcCl - Cl P5. ARPA

NNNNNRAARDRMDMWONDRARRPRPRARERPNRRAERERMDMEAPMNOMAANDNDPORADDERAMDDPRARPPRPRARPOWOEADS

-57
-65
-14
-1
-40
-29
-28
-29
-11
74
-50
-23
127
- 38486
-24
- 26
-54
14
-1
-52
-60
-53
- 105
-14
-2
-20
4

-6
-13
-566
-175
-89
-51
- 26

-1
157
-5
3727
18
-15
-31
7
-18
2
-100
-128
- 100
- 57
- 65
-15
-1
-41
-30
-29
-30
-12
73
-51
-24
127
- 38486
-24
-27
-55
14
-1
-52
- 60
-53
- 106
-14
-3
-20
3

-7
-13
- 567
-175
-90
-51
-28

Septe

-1
157
-4
3728
18
-14
-31
7
-18
2
-100
-128
-100
.57
- 65
- 14
0

- 40
-29
- 28
-29
-11
73
-50
-23
127
- 38486
.24
- 26
-54
14
-1
-52
- 60
-53
-105
-14
-2

- 20
3

-6
-13
- 566
-175
-89
-51
- 27

nber 1985

SleleololoNololoNolololoJolololololoNolololoNoloNoNololoNololololololoNoNololoNolololol NoNoNe]
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UCI - | CSA. ARPA
UCI - | CSC. ARPA
UCI - | CSD. ARPA
UCl - | CSE. ARPA
UDEL - DEVEY. ARPA
UDEL- M CRO. ARPA
U UC. ARPA

Ul UCDCSB. ARPA
UMDL. ARPA

UM CHL. ARPA

UO. ARPA
USC- 1 SI . ARPA
USC-| SI C. ARPA
USC- | SI D. ARPA
USC-| SI E. ARPA
USC- | SI F. ARPA

USGS2- MULTI CS. ARPA

UT- ALAMD. ARPA
UT- BARKLEY. ARPA
UT- EM L. ARPA
UT- GOTTLOB. ARPA
UT- HASKELL. ARPA
UT- JACQUES. ARPA
UT- SALLY. ARPA

VALENTI NE. THI NK. COM
VENCESLAS. THI NK. COM

XAVI ER. THI NK. COM
XEROX. ARPA
YAXKI N. ARPA
YON. THI NK. COM
ZAPHOD. PURDUE. EDU
ZOTZ. ARPA

ArRAPPOPREARRPORADRDAEARRPORADDEARADDAEADRMADNNRERPEREDN

-24 -24
0 0
-24 -24
-10 -10
88 88
64 64
105 103
65 65
0 0
-1 -1
-2 -3
-45 -45
28 26
26 25
-53 -54
-29 -29
75 74
22 22
57 56
29 28
42 41
6 6
21 20
1 0
-10 -11
-2 -3
-14 -14
0 0
-4 -5
-11 -12
- 230 -23
17 16

Se

-24
0
.24
- 10
88
64
104
65
0
0
-2
- 45
27
25
-53
- 29
74
22
56
28
41
6
20
0
- 10
-2
- 14
0
-4
-11

1 -23
16

pt enber 1985

0

cNeoNeoloNololololoNololololololoNololololololoNolololoNoNoNoNoNe)

Table Al. UDP Host Clock O fsets for Various |Internet Hosts

The above |ist includes severa

synchroni zed to various radio clocks,
DCN6. ARPA (WW) and FORDL. ARPA ( GCES) .
recei ving conditions these hosts should be accurate to well within
a second relative to NBS standard time. Certa
are synchroni zed to one of these hosts using protocols described
in RFC-891, including DCN5. ARPA, DCN7. ARPA and UMD1. ARPA
(synchroni zed to DCNL. ARPA) and UM CH1. ARPA (synchronized to

but not confirmed,

FORD1. ARPA). It is highly likely,
other hosts with | ow of fsets derive |oca

hosts or from ot her

radi o cl ocks.

host cl ocks known to be

i ncl udi ng DCN1. ARPA ( WAVB) ,

Under

normal r

i n other

adi o

host cl ocks

t hat severa

time fromone of these
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The raw statistics computed fromthe weighted data indicate a nean
of -261 sec, together with a maxi num of 3729 sec and a m ni num of
-38486 sec. noviously, setting a local clock on the basis of
these statistics alone would result in a gross error

A closer ook at the distribution of the data reveals sone
interesting features. Table A2 is a histogramshow ng the
distribution within a few seconds of reference tine. In this and
following tables, "Ofset" is in seconds and indicates the

| ower -val ued corner of the histogrambin, which extends to the
next hi gher value, while "Count" indicates the nunber of sanples
falling in that bin.

3 (conti nued)
-1 3
-2
-3
-4
-5
-6
-7
-8
-9
<-9

VOONOUIARWNEO

©
WORRRNRNRRRE

o
OCORFRPEFEPNONWW

5
Table A2. Offset Distribution < 9 sec

A total of 16 of the 163 host clocks are within a second in
accuracy, while a total of 125 are off nore than ten seconds. It
is considered highly likely that nost of the 16 host clocks within
a second in offset are synchronized directly or indirectly to a
radi o clock. Table A3 is a histogram showi ng the distribution over
a larger scale.
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O fset Count O fset Count
0 sec 35 (conti nued)
30 3 - 30 50
60 8 - 60 42
90 3 -90 8
120 1 -120 4
150 1 - 150 2
180 0 -180 1
210 0 -210 0
240 0 - 240 1
270 0 -270 0
> 270 2 < -270 2

Table A3. O fset Distribution < 270 sec

A total of 138 of the 163 host clocks are within a minute in
accuracy, while a total of four host clocks are off nore than 4.5

mnutes. It is considered likely that nost host clocks, with the
exception of the 16 identified above as probably synchronized to a
radi o clock, are set nmanually by an operator. Inspection of the

raw data shows sonme hosts to be very far off; for instance

SRI - UNI CORN. ARPA is off more than ten hours. Note the interesting
skew in the data, which show that nost host clocks are set slow
relative to standard tine.

| CVP Ti nest anp Messages Experi ment

The the second experinment four | CVMP Tinestanp nessages were sent
at about three-second intervals to each of the 1775 hosts and 110
gateways listed in the NIC Internet host table. A total of 1910
sampl es were received from 504 hosts and gat eways and conpared
with a |l ocal reference based on a WAWB radi o cl ock, which is known
to be accurate to within a few mlliseconds. Support for the | CW
Ti mestanp nessages is optional in the DoD Internet protocol suite,
so it is not surprising that nost hosts and gat eways do not
support it. Moreover, bugs are known to exist in several widely
di stributed i nplenentations of this feature. The situation proved
an interesting and useful robustness test for the clustering

al gorithm described in the main body of this note.

VWile the conplete table of ICMP offsets by host is too large to
reproduce here, the follow ng Tables A4 through A7 show t he
interesting characteristics of the distribution. The raw
statistics computed fromthe weighted data indicate a nean of
-2.8E+6 nsec, together with a maxi mum of 8. 6E+7 nmsec and a m ni mum
of -8.6E+7 nmsec. Setting a local clock on the basis of these
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statistics alone woul d be ridicul ous; however, as described in the
mai n body of this note, use of the clustering algorithminproves
the estimate to within 8 nsec of the correct value. The apparent

i mprovenent of about six orders in magnitude is so renarkabl e as
to require a closer look at the distributions.

The reasons for the remarkabl e success of the clustering algorithm
are apparent from cl oser exami nation of the sequence of histograns
shown in Tables A4 through A7. Table A4 shows the distribution in
the scale of hours, fromwhich it is evident that 80 percent of
the samples lie in a one-hour band either side of zero of fset;

but, strangely enough, there is a significant dispersion in
sanmpl es outside of this band, especially in the negative region.

It is alnpst certain that nost or all of the latter sanples
represent defective ICVP Tinestanp i nplenentations. Note that
invalid tinestanps and those with the high-order bit set

(i ndicati ng unknown or nonstandard tinme) have already been
excluded from these data

O fset Count O fset Count
0 hr 204 (conti nued)
1 10 -1 194
2 0 -2 0

3 0 -3 2

4 0 -4 17
5 0 -5 10
6 0 -6 1

7 0 -7 22
8 0 -8 20
9 0 -9 0

> 9 0 < -9 13

Table A4. ICVWP O fset Distribution < 9 hours

Tabl e A5 shows the distribution conpressed to the range of 4.5

m nutes. About half of the 370 sanples remmining after the
outliers beyond 4.5 mnutes are excluded lie in the band 30
seconds either side of zero offset, with a gradual tapering off to
the limts of the table. This type of distribution would be
expected in the case of host clocks set manually by an operator.
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O fset Count O fset Count
0 sec 111 (conti nued)
30 25 - 30 80
60 26 - 60 28
90 13 -90 18
120 7 -120 19
150 5 - 150 9
180 3 -180 10
210 3 -210 6
240 1 - 240 2
270 2 - 270 2

> 270 29 < -270 105

Table A5. ICVWP O fset Distribution < 270 sec

Tabl e A6 shows the distribution conpressed to the range of 27
seconds. About 29 percent of the 188 sanples renaining after the
outliers beyond 27 seconds are excluded lie in the band 3 seconds
either side of zero offset, with a gradual but |ess pronounced
tapering off to the limts of the table. This type of
distribution is consistent with a transition region in which sone
cl ocks are set nanually and sone by sone kind of protoco
interaction with a reference clock. A fair nunber of the cl ocks
showi ng offsets in the 3-27 second range have probably been set
using the UDP Time protocol at some time in the past, but have
wandered away as the result of local-oscillator drifts.

O fset Count O fset Count
0 sec 32 (conti nued)
3 15 -3 22
6 9 -6 12
9 6 -9 8
12 13 -12 8
15 5 -15 5
18 8 -18 9
21 8 -21 7
24 9 -24 3
27 6 -27 3

> 27 114 < -27 202

Table A6. ICWP OFfset Distribution < 27 sec
Finally, Table A7 shows the distribution conpressed to the range

of 0.9 second. Only 30 of the original 504 sanpl es have survived
and only 12 of these are within a band 0.1 seconds either side of
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zero offset. The latter include those clocks continuously
synchroni zed to a radio clock, such as the DCNet cl ocks, sone
FORDnet and UvDnet cl ocks and certain others.

O fset Count O fset Count

(conti nued)
-.1

OCO~NOUPR~WNE
NOPRRFRPRORFRPRORLREFPWO
1 1
' OooO~NOOThWN
NONOONOOWO®

A

> .9 08 .9 266

Table A7. ICVWP Ofset Distribution < .9 sec

The nobst inportant observation that can be nade about the above
hi stograns is the pronounced central tendency in all of them in
spite of the scale varying over six orders of magnitude. Thus, a
clustering algorithmwhich operates to discard outliers fromthe
mean will reliably converge on a maxi mum|i kel i hood estimate cl ose
to the actual val ue.

Conparison of UDP and | CVP Tine

The third experiment was designed to assess the accuracies
produced by the various host inplenentations of the UDP Time
protocol and | CVMP Ti mestanp nessages. For each of the hosts
responding to the UDP Time protocol in the first experinent a
separate test was conducted using both UDP and ICMP in the sane
test, so as to nmininmize the effect of clock drift. O the 162
hosts responding to UDP requests, 45 also responded to | CVWP
requests with apparently correct time, but the renmainder either
responded wi th unknown or nonstandard ICMP time (29) or failed to
respond to I CVWP requests at all (88).

Tabl e A8 shows both the UDP tine (seconds) and |CVP tine
(mlliseconds) returned by each of the 45 hosts responding to both
UDP and | CVP requests. The data are ordered first by indicated
UDP of fset and then by indicated | CMP offset. The seven hosts at
the top of the table are continuously synchroni zed, directly or
indirectly to a radio clock, as described earlier under the first
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bel ow showi ng di screpanci es of a second or

on occasion to one of these hosts.

MIls

but not confirnmed, that

| ess are

UMD1. ARPA

UM CHL. ARPA

FORD1. ARPA
TESLA. EE. CORNELL. EDU
SEI SMO. CSS. GOV

UT- SALLY. ARPA

CU- ARPA. CS. CORNELL. EDU
UCl - | CSE. ARPA

UCI - | CSC. ARPA

DCN9. ARPA

TRANTCOR. ARPA
CCOLUMBI A. ARPA

GVAX. CS. CORNELL. EDU
UcCl - Cl P5. ARPA
RADC- MULTI CS. ARPA
SU- VHI TNEY. ARPA

UCI - | CSD. ARPA

SU- COYOTE. ARPA

M T- MULTI CS. ARPA
BBNA. ARPA

UCI - | CSA. ARPA
RCCHESTER. ARPA

SU- Al WAX. ARPA

UCl - Cl P4. ARPA

SU- SAFE. ARPA

SU- PSYCH. ARPA
UDEL- M CRO. ARPA

Ul UCDCSB. ARPA
BELLCORE- CS- GW ARPA
USGS2- MULTI CS. ARPA
BBNG. ARPA

UDEL- DEVIEY. ARPA

UCI - Cl P3. ARPA

U UC. ARPA

UCI - CI P2. ARPA

UCl - Cl P. ARPA

OSLO- VAX. ARPA

' OO0 0000000

=

TN ~NO ! P D NN R e
P OFRPOFRPWNOOOOOOOOPRPRWOWNERP,NNERPERPEPRPEPRPON |l
8 OCO~NONN D o OO

105

-185
-576
3738

-21

31

132

174

- 240
-514

- 1896
2000

- 6610
10232
12402
-11988
-17450
- 16600
17480

- 20045
21642
28265

- 34199
- 36804
-41542
- 49575
-57060
-59212
-58421
63214
63865
71402
77018
81439
89283
-102148
105843
- 185250
-576386
3739395

Sept enber 1985

those hosts
synchroni zed
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DEVWAX. TN. CORNELL. EDU 3657 3657026
PATCH. ARPA - 86380 20411

| PTO- FAX. ARPA - 86402 - 1693
NETWOLF. ARPA 10651435 - 62164450

Tabl e A8. Conparison of UDP and | CWP Host O ock Ofsets

Al'lowi ng for various degrees of truncation and roundoff abuse in
the various inplenentations, discrepancies of up to a second coul d
be expected between UDP and ICVP tine. Wile the results for nost
hosts confirmthis, some discrepancies are far greater, which may
i ndi cate defective inplenmentations, excessive swappi ng del ays and
so forth. For instance, the ICVMP tinme indicated by UC -Cl P5. ARPA
is alnpbst 2.5 seconds |less than the UDP time.

Even t hough the UDP and I CVP tines indicated by OSLO VAX. ARPA and
DEVVAX. TN. CORNELL. EDU agree wi thin nominals, the fact that they
are within a couple of mnutes or so of exactly one hour early
(3600 seconds) | ends weight to the conclusion they were
incorrectly set, probably by an operator who confused | ocal sumer
and standard tine.

Sonething is clearly broken in the case of PATCH. ARPA,

| PTO FAX. ARPA and NETWOLF. ARPA. I nvestigation of the PATCH ARPA
and | PTO FAX. ARPA reveal s that these hosts were set by hand
accidently one day |late (-86400 seconds), but otherw se close to
the correct time-of-day. Since the ICWP tine rolls over at 2400
UT, the ICVWP offset was within nominals. No explanation is
avai | abl e for the obviously defective UDP and I CVP tines indicated
by NETWOLF. ARPA, al though it was operating within nom nals at
least in the first experinment.

MIIs [ Page 26]






