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Abst r act

The base TRILL (Transparent |nterconnection of Lots of Links)

protocol provides optimal pair-wi se data frane forwardi ng for Layer 2
intra-subnet traffic but not for Layer 3 inter-subnet traffic. A
centralized gateway solution is typically used for Layer 3 inter-
subnet traffic forwarding but has the foll ow ng issues:

1. Sub-optimmforwardi ng paths for inter-subnet traffic.

2. Acentralized gateway that nay need to support a very |arge number
of gateway interfaces in a Data Center, one per tenant per Data
Label used by that tenant, to provide interconnect functionality
for all the Layer 2 Virtual Networks in a TRILL canpus.

3. Atraffic bottleneck at the gateway.

Thi s docunent specifies an optional TRILL distributed gateway
solution that resolves these centralized gateway issues.

Status of This Menp

This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7956
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1. Introduction

The TRILL (Transparent Interconnection of Lots of Links) protoco

[ RFC6325] [ RFC7780] provides a solution for |east-cost transparent
routing in multi-hop networks with arbitrary topol ogies and |ink
technologies, using IS-IS[IS 1S [RFC7176] link-state routing and a
hop count. TRILL switches are sonetines called RBridges (Routing
Bri dges) .

The base TRILL protocol provides optinmal unicast forwarding for

Layer 2 intra-subnet traffic but not for Layer 3 inter-subnet
traffic, where "subnet” neans a different |IP address prefix and,
typically, a different Data Label (VLAN or FG. (Fi ne-Gained Label)).
Thi s docunent specifies a TRILL-based distributed Layer 3 gateway
solution that provides optinal unicast forwarding for Layer 3
inter-subnet traffic. Wth distributed gateway support, an edge

RBri dge provides routing based on the Layer 2 identity (address and
Virtual Network (VN, i.e., Data Label)) anong End Stations (ESs) that
bel ong to the same subnet and al so provides routing based on the
Layer 3 identity anong ESs that belong to different subnets of the
same routing domain. An edge RBridge supporting this feature needs
to provide routing instances and Layer 3 gateway interfaces for

| ocally connected ESs. Such routing instances provide |IP address

i sol ati on between tenants. In the TRILL distributed Layer 3 gateway
solution, inter-subnet traffic can be fully spread over edge

RBri dges, so there is no single bottleneck

1.1. Docunent Organization

Thi s docunent is organized as follows: Section 3 gives a sinplified
exanpl e and al so a nore detail ed problem statenent. Section 4 gives
the Layer 3 traffic forwarding nodel. Section 5 provides a

di stributed gateway solution overview. Section 6 gives a detailed
di stributed gateway sol ution exanple. Section 7 describes the TRILL
prot ocol extensions needed to support this distributed gateway

sol uti on.
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2. Conventions Used in This Document

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

The terns and acronyns in [ RFC6325] are used, with the follow ng
addi ti ons:

AGG Aggregation switch.

ARP: Address Resol ution Protocol [RFC826].

Canpus: The nane for a network using the TRILL protocol in the sane
sense that a "bridged LAN' is the name for a network using
bridging. In TRILL, the word "canmpus" has no academic
i mplication.

COR: Core switch.

Data Label : VLAN or FGL [RFC7172].

DC. Data Center.

Edge RBridge: An RBridge that connects to one or nore ESs without any
i nterveni ng RBridges.

ES: End Station. A Virtual Mchine or physical server, whose address
is either the destination or source of a data frame.

FG.: Fine-Grained Label [RFC7172].

Gateway interface: A Layer 3 virtual interface that term nates
Layer 2 forwarding and forwards IP traffic to the destination
using IP forwarding rules. Incomng traffic froma physical port
on a gateway will be distributed to its virtual gateway interface
based on the Data Label (VLAN or FQ).

| nner. MacDA: The i nner MAC destination address in a TRILL Data packet
[ RFC6325] .

I nner. MacSA: The i nner MAC source address in a TRILL Data packet
[ RFC6325] .

I nner.VLAN: The inner VLAN tag in a TRILL Data packet payl oad
[ RFC6325] .
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L2: Layer 2.

L3: | P Layer 3.

LSP: Link State PDU

ND: | Pv6’'s Nei ghbor Discovery [ RFC4861].
ToR: Top of Rack

VN Virtual Network. 1In a TRILL campus, a unique 12-bit VLANID or a
24-bit FG [RFC7172] identifies each VN

VRF: Virtual Routing and Forwarding. |In |P-based conputer networks,
VRF technol ogy supports nultiple instances of routing tables
existing within the sane router at the sane tine.

3. Sinmplified Exanpl e and Probl em St at enent

There is nornmally a Data Label (VLAN or FG.) associated with each IP
subnet. For traffic within a subnet -- that is, IP traffic to
another ES in the sane Data Label attached to the TRILL campus -- the
ES just ARPs for the MAC address of the destination ES s IP. It then
uses this MAC address for traffic to that destination. TRILL routes
the ingressed TRILL Data packets to the destination' s edge RBridge
based on the egress nicknane for that destination MAC address and
Data Label. This is the regular TRILL base protocol [RFC6325]

pr ocess.

If two ESs of the sane tenant are on different subnets and need to
conmuni cate with each other, their packets are typically forwarded to
an | P L3 gateway that perforns L3 routing and, if necessary, changes
the Data Label. Either a centralized L3 gateway solution or the

di stributed L3 gateway solution specified in this docunent can be
used for inter-subnet traffic forwarding

Section 3.1 gives a sinplified exanple in a TRILL canpus with and

wi thout a distributed L3 gateway using VLAN Data Labels. Section 3.2
gives a detail ed description of the issues related to using a
centralized gateway (i.e., without a distributed L3 gateway). The
remai nder of this docunment, particularly Section 5, describes the

di stributed gateway solution in detail
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3.1. Sinplified Exanple

Figure 1 depicts a TRILL DC network, where ToR switches are edge
RBri dges and the AGGs and CORs are non-edge RBridges.

| COR1| | COR2 |
| |
| AcGL | | A |
| |
| |- ERRREEEEEEEEEREE |
| | | |
| RBL | | RB2 | | RB3 | | RB4 |
| ToRL | | ToR2 | | ToR3 | | ToR4 |
| | | | | | | |
|ESl| |ES2|  |ES3| |ES4| |ESs| |ESS| |ES7| |ES8|

Figure 1: A Typical TRILL DC Network
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ES1 t hrough ES8 bel ong to one tenant network, and the tenant has
four subnets with each subnet corresponding to one VLAN (which

i ndi cates one individual L2 VN). Each ES s |IP address, VLAN, and
subnet are |isted bel ow

o o e e e e e oo Fomm e m e +
| ES | | P Address | Subnet | VLAN
T T T Sy o e e oo S +
| ES1|] 192.0.2.2 | 192.0.2.0/24 | 10

Fom e e e e e e oo - o e e e e oo - Fomm oo - +
| ES2| 198.51.100.2 | 198.51.100.0/24 | 11 |
o o e e e e e oo Fomm e m e +
| ES3] 192.0.2.3 | 192.0.2.0/24 | 10
T T T Sy o e e oo S +
| ES4] 198.51.100.3 | 198.51.100.0/24 | 11 |
Fom e e e e e e oo - o e e e e oo - Fomm oo - +
| ES5| 203.0.113.2 | 203.0.113.0/25 | 12 |
o o e e e e e oo Fomm e m e +
| ES6] 203.0.113.130 | 203.0.113.128/ 25| 13 |
T T T Sy o e e oo S +
| ES7] 203.0.113.3 | 203.0.113.0/25 | 12 |
Fom e e e e e e oo - o e e e e oo - Fomm oo - +
| ES8| 203.0.113.131 | 203.0.113.128/ 25| 13 |
o o e e e e e oo Fomm e m e +

Assunme that a centralized gateway solution is used with both CORl and
COR2 acting as centralized gateways for redundancy in Figure 1. CORl
and COR2 each have four gateway interfaces for the four subnets in
the tenant. In the centralized L3 gateway solution, all traffic
within the tenant between different VLANs nust go through the
centralized L3 gateway device of CORL or COR2, even if the traffic is
bet ween two ESs connected to the sanme edge RBridge, because only the
L3 gateway can change the VLAN | abeling of the traffic.

This is generally sub-optiml because the two ESs may be connected to
the same ToR where L3 switching could have been performed |ocally.

For exanple, in Figure 1 above, the unicast IP traffic between ES1
and ES2 has to go through a centralized gateway of CORL or COR2. It
can’t be locally routed between themon ToRl. However, if an edge
RBri dge has the distributed gateway capabilities specified in this
docunent, then it can still performoptimm L2 forwarding for
intra-subnet traffic and, in addition, optinmmlL3 forwarding for

i nter-subnet traffic, thus delivering optinumforwardi ng for unicast
packets in all inportant cases.

Wth a distributed L3 gateway, each edge RBridge acts as a default L3

gateway for |ocal connecting ESs and has IP router capabilities to
direct I P comunications to other edge RBridges. Each edge RBridge
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only needs gateway interfaces for |ocal connecting ESs, i.e., RBl1 and
RB2 need gateway interfaces only for VLAN 10 and VLAN 11 while RB3
and RB4 need gateway interfaces only for VLAN 12 and VLAN 13. No
device needs to maintain gateway interfaces for all VLANs in the
entire network. This will enhance scalability in terms of the number
of tenants and subnets per tenant.

When each ES ARPs for its L3 gateway, that is, its |IP router, the
edge RBridge to which it is connected will respond with that

RBri dge’s "gateway MAC'. Wen the ES later sends IP traffic to the
L3 gateway, which it does if the destination IP is outside of its
subnet, the edge RBridge intercepts the | P packet because the
destination MACis its gateway MAC. That RBridge routes the IP
packet using the routing instance associated with that tenant,
handling it in one of three ways:

(1) ES1 conmmunicates with ES2. The destination IP is connected to
the same edge RBridge; the RBridge of ToRl can sinply transmt
the I P packet out the right edge port in the destination VLAN

(2) If the destination IP is located in an outside network, the edge
RBri dge encapsul ates it as a TRILL Data packet and sends it to
the actual TRILL canpus edge RBridge connecting to an external |IP
router.

(3) ES1 communicates with ES4. The destination ES is connected to a
di fferent edge RBridge; the ingress RBridge ToRl uses TRILL
encapsul ation to route the I P packet to the correct egress
RBri dge ToR2, using the egress RBridge s gateway MAC and an
I nner.VLAN identifying the tenant. Finally, the egress RBridge
term nates the TRILL encapsul ation and routes the I P packet to
the destination ES based on the routing instance for that tenant.

3.2. Problem Statenment Summary

Wth FG [RFC7172], in theory, up to 16 mllion L2 VNs can be
supported in a TRILL canpus. To support inter-subnet traffic, a very
| arge nunber of L3 gateway interfaces could be needed on a
centralized gateway, if each VN corresponds to a subnet and there are

many tenants with nmany subnets per tenant. It is a big burden for
the centralized gateway to support so many interfaces. 1In addition
all inter-subnet traffic will go through a centralized gateway that

nmay beconme a traffic bottl eneck.
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The centralized gateway has the follow ng issues:

1. Sub-optimm forwardi ng paths for inter-subnet traffic can occur
due to the requirements to performIP routing and possi bly change
Data Labels at a centralized gateway.

2. The centralized gateway may need to support a very |arge nunber of
gateway interfaces -- in a DC, one per tenant per Data Label used
by that tenant -- to provide interconnect functionality for al
the L2 VNs in the TRILL canpus.

3. There may be a traffic bottleneck at the centralized gateway.

A distributed gateway on edge RBridges addresses these issues.
Through the distributed L3 gateway solution, the inter-subnet traffic
is fully dispersed and is transnmtted al ong optimal pair-w se
forwardi ng paths, inproving network efficiency.

4. Layer 3 Traffic Forwardi ng Mode

In a DC network, each tenant has one or nore L2 VNs, and, in norma
cases, each tenant corresponds to one routing domain. Normally, each
L2 VN uses a different Data Label and corresponds to one or nore |IP
subnet s.

Each L2 VN in a TRILL canpus is identified by a unique 12-bit VLAN ID
or 24-bit FA [RFC7172]. Different routing donmains may have
over | appi ng address space but need distinct and separate routes. The
ESs that belong to the same subnet communi cate through L2 forwarding;
ESs of the sane tenant that belong to different subnets conmunicate
through L3 routing.
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5.

Figure 2 depicts the nodel where there are n VRFs corresponding to
n tenants, with each tenant having up to m segnents/subnets (VNs).

e e e e e mmmeeeaaas +
| |
| SR + SR + |
| | Tenant n |--------- | VRF n |

| e + | e + |
| | +----- + | | || |
| | | VNI | | | | || |
| | +----- + | | VRF1 | | |
| | . Ho-o-- - + || |
| | +----- + | | || |
| | | VNm| | | | || |
| | +----- + | | || |
| | Tenantl | -+ | | |

| LR + | | |
| S + S +

| |
| |

Figure 2: Edge RBridge Mbdel as Distributed Gateway
Distributed Gateway Sol ution Details

Wth the TRILL distributed gateway solution, an edge RBridge
continues to performrouting based on the L2 MAC address for the ESs
that are on the sane subnet but perfornms IP routing for the ESs that
are on the different subnets of the sane tenant.

As the | P address space in different routing donmains can overlap, VRF
i nstances need to be created on each edge RBridge to isolate the IP
forwardi ng process for different routing domains present on the edge
RBri dge. A Tenant |D unique across the TRILL canpus identifies each
routing domain. The network operator MJST configure the Tenant |Ds
on each edge RBridge for each routing domain consistently so that the
same | D always refers to the sane tenant. Qherw se, data night be
delivered to the wong tenant. |If a routing domain spreads over
mul ti ple edge RBridges, routing information for the routing domain is
synchroni zed anong these edge RBridges through the |ink-state

dat abase to ensure reachability to all ESs in that routing domain

The routing information is, in effect, |labeled with the Tenant IDto
differentiate the routi ng domai ns.

From t he dat a-pl ane perspective, all edge RBridges are connected to
each other via one or nore TRILL hops; however, they are always just
a single P hop away. Wen an ingress RBridge receives inter-subnet
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5.

1

IPtraffic froma |local ES whose destination MAC is the edge

RBri dge’s gateway MAC, that RBridge will perform Ethernet header
termination. The tenant involved is determ ned by the VLAN of the
traffic and the port on which it arrives. The edge RBridge | ooks up
inits IProuting table for that tenant howto route the traffic to
the IP next hop. |If the destination ES is connected to a renote edge
RBri dge, the renpte RBridge will be the I P next hop for traffic
forwardi ng. For such inter-subnet traffic, the ingress RBridge will
rewite the original Ethernet header with the ingress RBridge s

gat eway MAC address as the Inner. MacSA and the egress RBridge' s

gat eway MAC address as the Inner. MacDA and then perform TRI LL
encapsul ation to the renote RBridge’s nickname, setting the inner
Data Label to indicate the tenant involved. TRILL then routes it to
the renote edge RBridge through the TRILL campus.

When that renote edge RBridge receives the traffic, it wll
decapsul ate the TRILL Data packet and see that the inner destination
MAC is its gateway MAC. It then term nates the inner Ethernet
encapsul ati on and | ooks up the destination IPin the RBridge's IP
forwarding table for the tenant indicated by the inner Data Label, to
route it to the destination ES.

Through this method, TRILL with distributed gateways provides optinum
pair-wi se data routing for inter-subnet traffic.

Local Routing Information

An ES can be locally connected to an edge RBridge through an L2
network (such as a point-to-point Ethernet link or a bridged LAN) or
externally connected through an L3 | P network.

If the ES is connected to an edge RBridge through an L2 network, then
the edge RBridge acts as an L3 gateway for the ES. A gateway
interface is established on the edge RBridge for the connecting ES.
Because the ESs in a subnet may be spread over nultiple edge

RBri dges, each such edge RBridge that establishes its gateway
interface for the subnet SHOULD share the sane gateway MAC and
gateway | P address configuration. Sharing the configuration and

i nsuring configuration consi stency can be done by I ocal configuration
and Network Configuration Protocol (NETCONF) / YANG nodel s.

Wth a distributed gateway, the edge RBridge to which an ESis
connected appears to be the local IP router onits link. As in any
| P network, before the ES starts to send inter-subnet traffic, it
acquires its gateway’'s MAC through the ARP/ND process. Loca
connecting edge RBridges that support this distributed gateway
feature al ways respond with the gateway MAC address when receiving
ARP/ ND requests for the gateway IP. Through the ARP/ND process, the
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edge RBridge can learn the |P and MAC correspondence of a |local ES
connected to the edge RBridge by L2 and then generate local IP
routing entries for that ES in the correspondi ng routing domain

To TRILL, an IP router connected to an edge RBridge |ooks |ike an ES.
If arouter/ESis located in an external IP network, it normally
provi des access to one or nore |P prefixes. The router/ES SHOULD run
an | P routing protocol with the connecting TRILL edge RBridge. The

edge RBridge will learn the IP prefixes behind the router/ES through
that IP routing protocol, and the RBridge will then generate local IP
routing entries in the corresponding routing domain. |If such a

routing protocol is not run with the edge RBridge, then only the IP
prefixes behind the router/ES that are explicitly configured on the
edge RBridge will be accessible.

5.2. Local Routing Information Synchronization

When a routing instance is created on an edge RBridge, the Tenant ID,
tenant Data Label (VLAN or FG), and tenant gateway MAC that
correspond to that instance are configured and MUST be gl obally
advertised (see Section 7.1). The Tenant ID uniquely identifies that
tenant throughout the canpus. The tenant Data Label identifies that
tenant at the edge RBridge. The tenant gateway MAC MAY identify that
tenant, all tenants, or sone subset of tenants at the edge RBridge.

When an ingress RBridge perfornms inter-subnet traffic TRILL
encapsul ati on, the ingress RBridge uses the Data Label advertised by
the egress RBridge as the inner VLAN or FGL and uses the tenant

gat eway MAC advertised by the egress RBridge as the Inner.MacDA.  The
egress RBridge relies on this tenant Data Label to find the | ocal VRF
instance for the I P forwardi ng process when receiving inter-subnet
traffic fromthe TRILL canpus. (The role of the tenant Data Label is
akin to an MPLS VPN Label in an MPLS I P / MPLS VPN network.) Tenant
Data Label s are independently all ocated on each edge RBridge for each
routi ng domain. An edge RBridge can use an access Data Label froma
routing domain to act as the inter-subnet Data Label, or the edge
RBri dge can use a Data Label different fromany access Data Labels to
be a tenant Data Label. It is inplenentation dependent, and there is
no restriction on this assignnent of Data Labels.

The tenant gateway MAC differentiates inter-subnet L3 traffic from
intra-subnet L2 traffic on the egress RBridge. Each tenant on an
RBri dge can use a different gateway MAC or the sane tenant gateway
MAC for inter-subnet traffic purposes. This is also inplenentation
dependent, and there is no restriction on it.
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When a local IP prefix is learned in a routing instance on an edge
RBri dge, the edge RBridge should advertise the IP prefix information
for the routing instance so that other edge RBridges will generate IP
routing entries. |If the ESs in a VN are spread over multiple

RBri dges, these RBridges MJST advertise each | ocal connecting ES' s IP
address in the VNto other RBridges. |If the ESs in a VN are only
connected to one edge RBridge, that RBridge only needs to advertise
the subnet corresponding to the VN to other RBridges using host
routes. A Tenant |ID unique across the TRILL canpus is also carried
in the advertisenment to differentiate |P prefixes between different
tenants, because the | P address space of different tenants can
overlap (see Sections 7.3 and 7.4).

If a tenant is deleted on an edge RBridge RB1, RB1 updates the |oca
tenant Data Label, tenant gateway MAC, and related IP prefix
information it is advertising to include only the rest of the

tenants. It may take sone tine for these updates to reach all other
RBri dges, so during this period of tinme there may be transient route
i nconsi stency anong the edge RBridges. |If there is traffic in flight

during this time, it will be dropped at the egress RBridge due to

| ocal tenant deletion. Wen a stable state is reached, the traffic
to the deleted tenant will be dropped by the ingress RBridge.
Therefore, the transient route inconsistency won't cause issues other
than wasting sonme network bandw dth.

If a newtenant is created and a previously used tenant Data Label is
assigned to the new tenant inmediately, this may cause a security
policy violation for the traffic in flight, because when the egress
RBri dge receives traffic fromthe old tenant, it will forward it in
the new tenant’s routing instance and deliver it to the wong
destination. So, a tenant Data Label MJST NOT be reallocated until a
reasonabl e anount of time -- for exanple, twice the IS IS

Hol ding Tinme generally in use in the TRILL canpus -- has passed to
allow any traffic in flight to be discarded.

When the ARP entry in an edge RBridge for an ES tines out, it wll
trigger an edge RBridge LSP advertisenent to other edge RBridges with
the corresponding IP routing entry deleted. If the ESis an IP
router, the edge RBridge also notifies other edge RBridges that they
must delete the routing entries corresponding to the |IP prefixes
accessi bl e through that 1P router. During the IP prefix deleting
process, if there is traffic in flight, the traffic will be discarded
at the egress RBridge because there is no local IP routing entry to
the destination.
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If an edge RBridge changes its tenant gateway MAC, it will trigger an
edge RBridge LSP advertisenent to other edge RBridges, giving the new
gateway MAC to be used as the Inner.MacDA for future traffic destined
to the edge RBridge. During the gateway MAC changi ng process, if
there is traffic in flight using the old gateway MAC as the

I nner. MacDA, the traffic will be discarded or will be forwarded as L2
intra-subnet traffic on the edge RBridge. |f the inter-subnet tenant
Data Label is a unique Data Label that is different fromany access
Dat a Label s, when the edge RBridge receives the traffic whose

I nner.MacDA is different fromthe |ocal tenant gateway MAC, the

traffic will be discarded. |If the edge RBridge uses one of the
access Data Labels as an inter-subnet tenant Data Label, the traffic
will be forwarded as L2 intra-subnet traffic unless a specia

traffic-filtering policy is enforced on the edge RBridge.

If there are nmultiple nicknames owned by an edge RBridge, the edge
RBri dge can al so specify one nicknanme as the egress nickname for

i nter-subnet traffic forwarding. A N ckFlags APPsub-TLV with the
SE flag set can be used for this purpose. |If the edge RBridge
doesn’t specify a nicknanme for this purpose, the ingress RBridge can
use any one of the nicknames owned by the egress as the egress

ni ckname for inter-subnet traffic forwarding.

TRILL Extended Level 1 Flooding Scope (E-L1FS) FS-LSP [ RFC7780]
APPsub- TLVs are used for |IP routing information synchronization in
each routing donmain anong edge RBridges. Based on the synchronized
i nformati on from ot her edge RBridges, each edge RBridge generates
routing entries in each routing domain for rempte | P addresses and
subnet s.

Through this solution, the intra-subnet forwardi ng and inter-subnet
I P routing functions are integrated, and network managenent and
depl oynment are sinplified.

5.3. Active-Active Access

TRILL active-active service provides ESs with flow | evel |oad bal ance
and resilience against link failures at the edge of TRILL canpuses,
as described in [RFC7379].

If an ES is connected to two TRILL RBridges, say RB1 and RB2, in
active-active node, RB1 and RB2 MJUST both be configured to act as a
distributed L3 gateway for the ES in order to use a distributed
gateway. RBl1 and RB2 each learn the ES' s | P address through the

ARP/ ND process, and then they announce the I P address to the TRILL
canpus independently. The renote ingress RBridge will generate an IP
routing entry corresponding to the IP address with two |IP next hops
of RB1 and RB2. When the ingress RBridge receives inter-subnet
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traffic froma local access network, the ingress RBridge selects RB1
or RB2 as the | P next hop based on least cost or, if costs are equal
the I ocal |oad-balancing algorithm The traffic will then be
transmtted to the sel ected next-hop destination RB1L or RB2 through
the TRILL canpus.

5.4. Data Traffic Forwardi ng Process

After ES1, connected by L2 in VLAN-X, acquires its gateway’'s MAC, it
can start inter-subnet data traffic transm ssion to ES2 in VLANvYy.

When the edge RBridge attached to ES1 receives inter-subnet traffic
fromES1, that RBridge perforns L2 header ternination; then, using
the |l ocal VRF corresponding to VLAN-x, it performs the |P routing
process in that VRF

If destination ES2 is attached to the same edge RBridge, the traffic
will be locally forwarded to ES2 by that RBridge. Conpared to the
centralized gateway solution, the forwarding path is optinmal, and a
traffic detour through the centralized gateway is avoi ded.

If ES2 is attached to a renpte edge RBridge, the renmpte edge RBridge
is the P next hop, and the inter-subnet traffic is forwarded to the
| P next hop through TRILL encapsulation. |If there are nmultiple
equal - cost shortest paths between the ingress RBridge and the egress
RBri dge, all these paths can be used for inter-subnet traffic
forwardi ng, so | oad-spreading can be achi eved for inter-subnet
traffic.

When the renpte RBridge receives the inter-subnet TRILL-encapsul ated
traffic, the RBridge decapsul ates these TRI LL packets and checks the
I nner. MacDA. |If that MAC address is the |local gateway MAC
corresponding to the inner label (VLAN or FA), the inner |abel wll
be used to find the corresponding |ocal VRF, the IP routing process
inthat VRF will then be perforned, and the traffic will be locally
forwarded to destination ES2.

In sunmary, this solution avoids traffic detours through a centra

gateway. Both inter-subnet and intra-subnet traffic can be forwarded
al ong pair-w se shortest paths, and network bandw dth is conserved.
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6. Distributed Layer 3 Gateway Process Exanple

This section gives a detailed description of a distributed L3 gateway
solution exanmple for IPv4 and | Pv6.

In Figure 3, RB1 and RB2 support the distribution gateway function

ES1 connects to RBl, and ES2 connects to RB2. ES1 and ES2 belong to
Tenantl but are in different subnets.

| RB3 | | RB4
e #or
# R R O b O b R I S R
B
# *
# *
# *
| RBL | | RB2 |
| |
| ES1| | ES2|

Figure 3: Distributed Gateway Scenario

For 1 Pv4, the | P address, VLAN, and subnet information of ES1 and ES2
are as foll ows:

Fom e o e e e oo o e e e oo S +
| ES | Tenant | | P Address | Subnet | VLAN |
S Fom e oo - Fom e oo - Fomm oo - +
| ES1] Tenantl | 192.0.2.2 | 192.0.2.0/24 | 10

R o e e e e e oo oo - o e e e e e oo oo - Fomm e m e +
| ES2| Tenantl | 198. 51. 100. 2 | 198.51.100.0/24 | 20 |
Fom e o e e e oo o e e e oo S +

Figure 4: I Pv4 ES Informtion
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For I Pv6, the I P address, VLAN, and subnet information of ES1 and ES2
are as foll ows:

S Fom e oo - Fom e oo - Fomm oo - +
| ES | Tenant | 1P Address | Subnet | VLAN |
R o e e e e e oo oo - o e e e e e oo oo - Fomm e m e +
| ES1| Tenantl | 2001:db8:0:1::2 |2001:db8:0:1::0/64| 10 |
. e e Focemeaaaa +
| ES2| Tenantl | 2001:db8:0:2::2 |2001:db8:0:2::0/64| 20

S Fom e oo - Fom e oo - Fomm oo - +

Figure 5: IPv6 ES Information

The ni cknanme, VRF, tenant Label, and tenant gateway MAC for Tenantl
on RB1 and RB2 are as foll ows:

TR TSR Fomm - oo oo +
| RB | N cknane| Tenant | VRF | Tenant Label | Gateway MAC

S S e S DT . . +
| RB1] nickl | Tenantl | VRF1 | 100 | MACL

LT T e Fommma - . . +
| RB2] nick2 | Tenantl | VRF2 | 100 | MAC2 |
TR TSR Fomm - oo oo +

Figure 6: RBridge Information
6.1. Control-Plane Process

RB1 advertises the following |ocal routing information to the TRILL
canmpus:

Tenant ID: 1

Tenant gateway MAC. MACL

Tenant Label for Tenantl1l: VLAN 100

| Pv4 prefix for Tenantl: 192.0.2.0/24

| Pv6 prefix for Tenantl1l: 2001:db8:0:1::0/64
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RB2 announces the following local routing infornmation to the TRILL
canpus:

Tenant ID: 1

Tenant gateway MAC. MAC2

Tenant Label for Tenantl1l: VLAN 100

| Pv4 prefix for Tenant1l: 198.51.100.0/24

| Pv6 prefix for Tenantl1l: 2001:db8:0:2::0/64

Relying on the routing information from RB2, renpte routing entries
on RB1 are generated as follows:

o e e e e e oo - S oo o m e e o +
| Prefix/Msk | I'nner.MacDA | Inner VLAN | Egress N cknane|
R . . S +
| 198.51.100.0/24 | MAC2 | 100 | ni ck2 |
. . . . +
| 2001: db8: 0: 2: : 0/ 64| MAC2 | 100 | ni ck2 |
o e e e e e oo - S oo o m e e o +

Figure 7: Tenantl Renpte Routing Table on RB1

Similarly, relying on the routing information fromRB1, renote
routing entries on RB2 are generated as foll ows:

o e e e e e oo oo - S R S +
| Prefi x/ Mask | I'nner.MacDA | Inner VLAN | Egress N ckname|
o e e e oo Fom e o e ok o +
| 192.0.2.0/24 | MACL | 100 | ni ckl |
Fom e oo - Fom e e e e oo - Fomm oo o - oo o - +
| 2001: db8: 0: 1:: 0/ 64| MACL | 100 | ni ckl |
o e e e e e oo oo - S R S +

Figure 8. Tenantl Renpte Routing Table on RB2
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6.2. Data-Plane Process

Assumi ng that ES1 sends unicast inter-subnet traffic to ES2, the
traffic forwardi ng process is as follows:

1. ES1 sends unicast inter-subnet traffic to RB1 with RB1's gateway’s
MAC as the destination MAC and the VLAN as VLAN 10.

2. Ingress RBridge (RB1) forwardi ng process:

RB1 checks the destination MAC. |If the destination MAC equals the
| ocal gateway MAC, the gateway function will termnate the L2
header and perform L3 routing.

RB1 | ooks up IP routing table information by destination IP and
Tenant 1D to get |IP next-hop information, which includes the
egress RBridge s gateway MAC (MAC2), tenant Label (VLAN 100), and
egress ni cknanme (nick2). Using this information, RBL will perform
i nner Ethernet header encapsul ati on and TRILL encapsul ati on. RB1
will use MAC2 as the Inner.MacDA, MACL (RBl's own gateway MAC) as
the I nner. MacSA, VLAN 100 as the Inner.VLAN, nick2 as the egress

ni ckname, and nickl as the ingress nicknarmre.

RB1 | ooks up TRILL forwarding information by egress ni cknane and
sends the traffic to the TRILL next hop as per [RFC6325]. The
traffic will be sent to RB3 or RB4 as a result of |oad-bal ancing.

Assuming that the traffic is forwarded to RB3, the foll ow ng occurs:
3. Transit RBridge (RB3) forwardi ng process:

RB3 | ooks up TRILL forwarding information by egress ni ckname and
forwards the traffic to RB2 as per [RFC6325].

4. Egress RBridge forwardi ng process:

As the egress nicknane is RB2's own nicknane, RB2 perforns TRILL
decapsul ation. It then checks the Inner. MacDA and, because that
MAC is equal to the local gateway MAC, perforns inner Ethernet
header term nation. Using the inner VLAN, RB2 finds the |oca
correspondi ng VRF and | ooks up the packet’s destination |IP address
inthe VRF's IProuting table. The traffic is then locally
forwarded to ES2 with VLAN 20.
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7.

7.

1

TRI LL Protocol Extensions

If an edge RBridge RB1 participates in the distributed gateway
function, it announces its tenant gateway MAC and tenant Data Labe
to the TRILL canmpus through the tenant Label and gateway NMAC
APPsub- TLV. It should announce its local IPv4 and | Pv6 prefixes
through the |1 Pv4 Prefix APPsub-TLV and the | Pv6 Prefix APPsub-TLV,
respectively. |If RB1 has nultiple nicknanes, it can announce

one ni cknanme for use by the distributed gateway, by using the

Ni ckFl ags APPsub-TLV with the SE flag set to 1

The renote ingress RBridges belonging to the sane routing donmai n use
this information to generate IP routing entries in that routing
donmain. These RBridges use the nicknane, tenant gateway MAC, and
tenant Label of RBl to performinter-subnet TRILL encapsul ati on when
they receive inter-subnet traffic froma local ES. The nicknane is
used as the egress nicknane, the tenant gateway MAC is used as the

| nner. MacDA, and the tenant Data Label is used as the |nner. Label
The foll owi ng APPsub-TLVs MJUST be included in a TRILL GENINFO TLV in
E-L1FS FS-LSPs [ RFC7780].

The Tenant Label and Gateway MAC APPsub- TLV

B i I S S A e i e
Type | (2 bytes)
e i i i i T i T S S S
Length | (2 bytes)
T i T e T sl et i e S S S I S S S T
Tenant 1D (4 bytes)
O i ik it i e e e T aoit R NI I e S S S il it SR S S e S
vl | Label 1 | (2 bytes)
B S i S S
2|
+- +-

=+

e

+ 0

&

% Label 2 | (2 bytes)
- i S I I T i i T S e T S S S S S i i

Tenant Gateway MAC (6 bytes)
e s T o i e e S S ol ik ol T R S Sl e S e e e s

+ 0+ 0 +

+

+-
|
+-
|
+-
|
+-
|
+-
|
+-
|
+-

0 Type: Set to the TENANT- GAWAC- LABEL sub-TLV type (7). 2 bytes,
because this APPsub-TLV appears in an extended TLV [ RFC7356] .

o Length: If the Labell field is used to represent a VLAN, the
val ue of the Length field is 12. |If the Labell and Label 2
fields are used to represent an FG., the value of the
Length field is 14.

o Tenant ID: This identifies a Tenant |ID unique across the TRILL
canpus.
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o0 Resvl: 4 bits that MJST be sent as zero and ignored on receipt.

0 Labell: If the value of the Length field is 12, it identifies a
tenant Label corresponding to a VLANID. |If the value of the
Length field is 14, it identifies the higher 12 bits of a tenant
Label corresponding to an FG..

0 Resv2: 4 bits that MJST be sent as zero and i gnored on receipt.
Only present if the Length field is 14.

o Label2: This field has the Iower 12 bits of the tenant Labe
corresponding to an FG. Only present if the Length field
is 14.

o Tenant Gateway MAC. This identifies the |ocal gateway MAC
corresponding to the Tenant ID. The rempte ingress RBridges use
the gateway MAC as the Inner. MacDA. The advertising TRILL
RBri dge uses the gateway MAC to differentiate L2 intra-subnet
traffic and L3 inter-subnet traffic in the egress direction

7.2. The SE Flag in the N ckFl ags APPsub- TLV

The Ni ckFl ags APPsub-TLV is specified in [RFC7780], where the IN flag
is described. The SE Flag is assigned as foll ows:

S S S S S S R R

|  Nickname |

5T 5 TS IS SR T NS

| 1N SE| RESV |

o e e e e e e e e e e e e e - e - o -
NI CKFLAG RECCRD

o SE If the SEflag is set to 1, it indicates that the advertising
RBri dge suggests that the N ckname SHOULD be used as the
I nter-Subnet Egress nicknane for inter-subnet traffic forwarding.
If the SEflag is set to 0, that N ckname SHOULD NOT be used for
that purpose. The SE flag is ignored if the N ckFl ags APPsub- TLV
is advertised by an RBridge that does not own the N cknarne.
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The | Pv4 Prefix APPsub-TLV

i s S M S
| Type | (2 bytes)
B i S S S it s ol T S S
| Total Length | (2 bytes)
I i i S R T i S
| Tenant 1D | (4 bytes)
e T S s ik i S T S S i i
| PrefixLength(1)]| (1 byte)
+-+-+- - -+ - -+ - - -+, - - - - - -+
| Prefix (1) | (variabl e)
I it I S R T i S S T =
| .. (1 byte)
T S el ik i U U S S S T S
[ | (variabl e)
+-+-+- - -+ - -+ - - -+, - - - - - -+
| PrefixLength(N)| (1 byte)
I i S S it TR S S S S T
| Prefix (N) | (variable)
T T S i ik i S o i S S i i
o Type: Set to the |PV4-PREFI X sub-TLV type (8). 2 bytes, because
this APPsub-TLV appears in an extended TLV [ RFC7356].
o Total Length: This 2-byte unsigned integer indicates the tota
[ ength of the Tenant ID, Prefix Length, and Prefix fields,
in octets. A value of 0 indicates that no | Pv4 prefix is being
adverti sed.
o Tenant ID: This identifies a Tenant |D unique across the TRILL
canpus.
o Prefix Length: The Prefix Length field indicates the |ength,
in bits, of the IPv4 address prefix. A length of 0 (i.e., the
prefix itself is 0 octets) indicates a prefix that matches al
| Pv4 addresses.
o Prefix: The Prefix field contains an | Pv4 address prefix,
foll owed by enough trailing bits to make the end of the field
fall on an octet boundary. Note that the value of the trailing
bits is irrelevant. For exanple, if the Prefix Length is 12,
indicating 12 bits, then the Prefix is 2 octets and the
| oworder 4 bits of the Prefix are irrelevant.
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7. 4.

The |1 Pv6 Prefix APPsub-TLV

bk ok ok o R S R
| Type | (2 bytes)
B i S S S it s ol T S S

| Total Length | (2 bytes)
i i T S T i SN SR SR e S SRS

| Tenant 1D | (4 bytes)
e T S s ik i S T S S i i

| PrefixLength(1)]| (1 byte)
i S S T i i T S S

| Prefix (1) | (variabl e)
i i T S T sk N SR SR e S SRS

| | (1 byte)
I S i i i DU U S S S S T S
[ | (variabl e)
i S S T i i T S S

| PrefixLength(N)| (1 byte)
R i s o i e e T S S 4

| Prefix (N) | (variable)
T T S i ik i S o i S S i i

o Type: Set to the |IPV6-PREFI X sub-TLV type (9). 2 bytes, because
this APPsub-TLV appears in an extended TLV [ RFC7356].

o Total Length: This 2-byte unsigned integer indicates the tota
[ ength of the Tenant ID, Prefix Length, and Prefix fields,
in octets. A value of 0 indicates that no | Pv6 prefix is being
adverti sed.

o Tenant ID: This identifies a Tenant |D unique across the TRILL
canpus.

o Prefix Length: The Prefix Length field indicates the |ength,
in bits, of the IPv6 address prefix. A length of 0 (i.e., the
prefix itself is 0 octets) indicates a prefix that matches al
| Pv6 addresses.

o Prefix: The Prefix field contains an | Pv6 address prefix,
foll owed by enough trailing bits to make the end of the field
fall on an octet boundary. Note that the value of the trailing
bits is irrelevant. For exanple, if the Prefix Length is 100,
i ndicating 100 bits, then the Prefix is 13 octets and the
| oworder 4 bits of the Prefix are irrelevant.
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8.

10.

Security Considerations

Correct configuration of the participating edge RBridges is inmportant
to assure that data is not delivered to the wong tenant, as such
incorrect delivery would violate security constraints. [IS-IS
security [RFC5310] can be used to secure the information advertised
by the edge RBridges in LSPs and FS-LSPs.

To avoid the mishandling of data in flight, see Section 5.2 for
constraints on the reuse of a tenant Label and on tenant gateway MAC
changes. Selecting tenant Labels and IDs in a pseudorandom fashion
[ RFC4086] can neke it nore difficult for an adversary to guess a
tenant Label or IDthat is in use.

Particularly sensitive data should be encrypted end-to-end --

that is, fromthe source ES to the destination ES. Since the TRILL
canpus is, for the nost part, transparent to ES traffic, such ESs are
free to use whatever end-to-end security protocol they would Iike.

For general TRILL security considerations, see [ RFC6325].
Management Consi derati ons

The configuration at each RBridge to support the distributed L3
gateway feature is visible, via the Iink-state database, to all other
RBri dges in the canpus. Operations, Adnministration, and Mii ntenance
(0AM facilities for TRILL are primarily specified in [ RFC7455]

and [ RFC7456] .

| ANA Consi derati ons
| ANA has assigned three APPsub-TLV type nunbers that are | ower than

255 in the "TRILL APPsub-TLV Types under |S-1S TLV 251 Application
Identifier 1" registry. The registry has been updated as foll ows:

Type Nane Ref erence
7 TENANT-GMWAG LABEL  this docunent
8 | PV4- PREFI X this docunent
9 | PV6- PREFI X t hi s document
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| ANA has assigned a flag bit in the N ckFlags APPsub-TLV as descri bed
in Section 7.2 and updated the "N ckFlags Bits" registry, created by
[ RFC7780], as foll ows:

Bi t Mhenoni ¢ Descri ption Ref er ence

1 SE I nter-Subnet Egress this docunent
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