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Abst r act

Thi s docunent presents an applicability of existing MPLS protection
nmechani sns, both |ocal and end-to-end, to the MPLS Transport Profile
(MPLS-TP) in ring topol ogies. This docurment does not propose any new
nmechani sns or protocols. Requirenents for MPLS-TP protection
especially for protection in ring topol ogies are discussed in

"Requi rements of an MPLS Transport Profile" (RFC 5654) and "MPLS
Transport Profile (MPLS-TP) Survivability Franmework" (RFC 6372).

Thi s docunent di scusses how nobst of the requirements are net by
applying linear protection as defined in RFC 6378 in a ring topol ogy.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://www. rfc-editor.org/info/rfc6974.
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1. Introduction

The MPLS Transport Profile (MPLS-TP) has been standardi zed as part of
a joint effort between the Internet Engineering Task Force (IETF) and
the International Tel econmunications Union Tel ecomuni cati ons

St andardi zati on Sector (ITU-T). These specifications are based on
the requirenents that were generated fromthis joint effort.

The MPLS-TP requirenent document [RFC5654] includes a requirenent to
support a network that may include subnetworks that constitute an
MPLS-TP ring as defined in the docunment. However, the docunent does
not identify any protection requirenents specific to a ring topol ogy.
The requirenents state that specific protection nechani sns applying
to ring topol ogies may be devel oped if these allow the network to

m nimze:

o the nunber of OAMentities needed to trigger the protection
o the nunber of elenents of recovery needed
o the nunber of |abels required

o the nunber of control- and managenent - pl ane transacti ons during a
mai nt enance operation

o the inpact of signaling and routing information exchanged during
protection, in the presence of a control plane

Thi s docunent describes how applying a set of basic MPLS-TP |inear
protection nmechani sns defined in [ RFC6378] can be used to provide
protection of the data flows that traverse an MPLS-TP ring. These
nmechani sns provide data flow protection due to any switching trigger
within a reasonable time frame and optim ze the criteria set out in
[ RFC5654], as summari zed above. This docunent does not define any
new protocol nechani sns or procedures.

Arelated topic in [ RFC5654] addresses the required support for

i nterconnected rings. This topic involves various scenarios that
require further study and will be addressed in a separate docunent,
based on the principles outlined in this document.

1.1. Problem Statenent
Ri ng topol ogies, as defined in [ RFC5654], are used in transport

networks. Wen designing a protection nechanismfor a single ring
topol ogy, there is a need to address both of the foll ow ng cases.
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1. A point-to-point transport path that originates at a ring node or
enters an MPLS-TP-capable ring at a single ingress node, and
exits the ring at a single egress node, and possibly continues
beyond the ring.

2. \Were the ring is being used as a branching point for a point-to-
nmul tipoint transport path, i.e., the transport path originates at
or enters the MPLS-TP-capable ring at the ingress node and exits
through a nunber of egress nodes, possibly continuing beyond the
ring.

In either of these two situations, there is a need to address the
followi ng different cases.

1. One of the ring links causes a fault condition. This could be
either a unidirectional or bidirectional fault, and it should be
det ected by the nei ghboring nodes.

2. One of the ring nodes causes a fault condition. This condition
is invariably a bidirectional fault (although in rare cases of
m sconfiguration, this could be detected as a unidirectiona
fault), and it should be detected by the two nei ghboring ring
nodes.

3. An operator command is issued to a specific ring node; it either
changes the operational state of a node or a link or explicitly
triggers a protection action. An operator conmand changes the
operational state of a node or a link, or specifically triggers a
protection action is issued to a specific ring node. A
description of the different operator commands is found in
Section 4.13 of [RFC4427]. Exanples of these commands i ncl ude
Manual Switch, Forced Switch, and C ear operations.

The protection domain addressed in this docunment is limted to the
traffic that traverses on the ring. Protection triggers on the
transport path prior to the ingress node of the ring or beyond the
egress nodes may be protected by sonme other nechani sm

1.2. Scope of the Docunent

Thi s docunent addresses the requirenents that appear in Section
2.5.6.1 of [RFC5654] on ring protection, based on the application of
the linear protection as defined in [RFC6378]. Requirenent RO3
regardi ng the support of interconnected rings and protection of
faults in the interconnection nodes and links is for further study.
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In addition, requirenment R105 requiring the support of |ockout of
speci fic nodes or spans is only supported to the degree that it is
supported by the linear protection nechani sm

1.3. Terminology and Notation

The term nol ogy used in this docunment is based on the tern nol ogy
defined in the MPLS-TP framework docunents:

o MPLS-TP framewor k [ RFC5921]
o MPLS-TP OAM framework [ RFC6371]
0 MPLS-TP survivability framework [ RFC6372]

The MPLS-TP framework docunment [RFC5921] defines a Sub-Path

Mai nt enance Entity (SPME) construct that can be defined between any
two Label Switching Routers (LSRs) of an MPLS-TP Label Swi tched Path
(LSP). This SPME may be configured as a co-routed bidirectional
path. The SPME is defined to all ow nanagenent and nonitoring of any
segnent of a transport path. This concept will be used extensively
t hroughout the docunent to support protection of the traffic that
traverses an MPLS-TP ri ng.

In addition, we describe the use of the |abel stack in connection
with the redirecting of data packets by the protection nechani sm
The following syntax will be used to describe the contents of the
| abel stack:

1. The label stack will be enclosed in square brackets ("[]").

2. Each level in the stack will be separated by the |’ character.
It should be noted that the |abel stack may contain additional
| evel s; however, we only present the levels that are germane to
the protection mechani sm

3. Wen applicable, the S bit (signifying that a given |abel is the
bottom of the |abel stack) will be denoted by the string '+S

within the label. [If a label is not shown with '+S | that | abel
may or may not be the bottomlabel in the stack. '+S is only
shown when it is inportant to illustrate that a given |abel is

definitely the last one in the | abel stack.
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4. The label of the LSP at the ingress node of the ring will be
denoted by the string "LI", and the | abel of the LSP that is
expected at the egress point fromthe ring will be denoted by the
string "LE'. "LSE" will denote the |abel expected at the exit
LSR of a SPME (if it is different fromthe egress point fromthe
ring, for exanple, as described in Section 2.3).

5. The label Pxi(y) in the stack denotes the | abel that LSR-x would
use to transport the packet to LSR-y over the SPME whose index is
i

For exanpl e:

o The label stack [LI] denotes the | abel stack received at the
i ngress node of the ring. There may be additional |abels after
LI, e.g., a PWIlabel; however, this is irrelevant to the
di scussion of the protection scenario.

o [PBL(G | LE] denotes a stack whose top |abel is the SPME-1 | abe
for LSR-B to transmt the data packet to LSRG and the second
| abel is the |abel that woul d be used by the egress LSR to
continue to transmt the packet on the original LSP

o If "LE" were the bottomlabel in the stack, then the | abel stack
woul d be shown as [PB1(G | LE+S].

2. Point-to-Point (P2P) Ring Protection

There are two protection architecture nechanisns -- "Wappi ng" and
"Steering" -- that have historically been applied to ring topol ogi es,
based on Synchronous Digital H erarchy (SDH) specifications [G 841],
and have been proposed in various foruns to performrecovery of a
topol ogi cal ring network. The follow ng subsections exam ne these
two mechani sms, as applied to an MPLS transport network.

2.1. Wapping

Wapping is defined as a local protection architecture. This

mechani smis local to the nodes that are neighbors to the detected
fault. Wen a fault is detected (either a link or node failure), the
nei ghbori ng node can identify that the fault would prevent forwarding
of the data along the data path. Therefore, in order to continue to
transmt the data along the path, there is a need to "wap" all data
traffic around the ring, on an alternate data path, until the arrives
at the node that is on the opposite side of the fault. Wen this
far-side node al so detects that there is a fault condition on the
wor ki ng path, it can identify that the data traffic that is arriving
on the alternate (protecting) data path is intended for the "broken"
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data path. Therefore, again nmaking a | ocal decision, the far-side
node can wrap the data back onto the normal working path until the
egress fromthe ring segnment.

W appi ng behavior is simlar to MPLS-TE Fast Reroute, as defined in

[ RFC4090], which uses either bypass or detour tunnels. Applying Fast
Reroute to MPLS, it is possible to wap all LSPs using a bypass
tunnel and a single label, or to wap the traffic of each LSP around
the failed Iinks via a detour tunnel using a different |abel for each
LSP.

_ HHHARHHH _ HHHHHARE

======>/ LSR\ ****x*x%% [ | GR\ *** XX*** [ |_ SR\

\ _B / cogoooo@ A / \_F_/

*@ #*@

*@ #*@

*@ #*@

_*@ _ #*@
/LSR\******** LSR\******** LSR\::::::>

\ _C / coggoaad D / aoaogoaaa® E /

===> connected LSP *** physical |ink

### working path @@ w apped data path
Figure 1. Wapping Protection for P2P Path

Consi der the LSP that is shown in Figure 1 that enters the ring of
LSRs at LSR-B and exits at LSR-E. The normal working path LSP
follows through LSRs B-A-F-E. If a fault is detected on the link
A<->F, then the wrapping nechani sm deci des that LSR-A would wap the
traffic around the ring, on a wapped data path A-B-CDE-F, to
arrive at LSR-F (on the far side of the failed link). LSRF would
then wap the data packets back onto the working path F->E to the
egress node. In this protection scheme, the traffic will follow the
path B-A-B-C- D E-F-E

This protection schenme is sinple in the sense that there is no need
for coordination between the different LSRs in the ring -- only the
LSRs that detect the fault nmust wap the traffic, either onto the
wr apped data path (at the near end) or back to the working path (at
the far end). However, coordination of the switchover to the
protection path would be needed to nmaintain the traffic on a co-
routed bidirectional LSP even in cases of a unidirectional fault
condi ti on.
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The foll owi ng considerations should be taken into account when
consi deri ng use of wapping protection

o Detection of ms-connectivity or loss of continuity should be
performed at the link |evel and/or per LSR when using node-I|eve
protection. Configuration of the protection being perforned
(i.e., link protection or node protection) needs to be perforned a
priori, since the configuration of the proper protection path is
dependent upon this decision

o There is a need to define a data path that traverses the alternate
path around the ring to connect between the two nei ghbors of the
detected fault. |[If protecting both the links and the nodes of an
LSP, then, for a ring with N nodes, there is a need for Q(2N)
al ternate paths.

o Wen wapping, the data is transmtted over some of the |inks
twice, once in each direction. For exanple, in the figure above
the traffic is transmtted both B->A and then A->B, and later it
is transnmtted E->F and F->E. This neans that there is additiona
bandwi dt h needed for this protection

o If a double-fault situation occurs in the ring, then wapping wll
not be able to deliver any packets except between the ingress and
the first fault |ocation encountered on the working path. This is
based on the need for wapping to connect between the nei ghbors of
the fault location, and this is not possible in the segnented
ring.

o The resource pre-allocation for all of the alternate paths coul d
be probl ematic (causi ng massi ve over subscription of the available
resources). However, since nost of these alternate paths will not
be used sinultaneously, there is the possibility of allocating
zero resources and dependi ng on the Network Managenent System
(NVB) to allocate the proper resources around the ring, based on
actual traffic usage.

o Wapping also involves a small increase in traffic latency in
delivering the packets, as a result of traversing the entire ring,
during protection.

2.2. Steering

The second comon schene for ring protection, steering, takes

advant age of the ring topol ogy by defining two paths fromthe ingress
node of the ring to the egress point going in opposite directions
around the ring. This is illustrated in Figure 2, where if we assune
that the traffic needs to enter the ring fromnode B and exit through
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node F, we could define a primary path through nodes B-A-F, and an
alternate path through the nodes B-C-D-E-F. |In steering, the
switching is always performed by the ingress node (node B in

Figure 2). |If a fault condition is detected anywhere on the working
path (B-A-F), then the traffic would be redirected by B to the
alternate path (i.e., BBCDE-F).

======>/ LSR\ ********/ﬁ\ *xkkkx k%[ | SR ======>
\ B/ #HH I _A | R _F
*@ @
@ @
*@ @
@ __ @_
/LSR\******** LSR\**** LS
\ _C / Gogegaae D / Gofaagad E /
===> connected LSP *** physical |ink
### working path @a pr ot ecti on path

Figure 2: Steering Protection in an MPLS-TP Ri ng

Thi s mechani sm bears simlarities to linear 1:1 protection [RFC6372].
The two paths around the ring act as the working and protection
paths. This requires that the ingress node be inforned of the need
to switch over to the protection path, and al so that the ingress and
egress nodes coordinate the switchover. There is need to communicate
to the ingress node the need to switch over to the protection path
and there is a need to coordinate the sw tchover between the two
endpoi nts of the protected domain

The foll owi ng considerations nust be taken into account regarding the
steering architecture:

0o Steering relies on a failure detection method that is able to
notify the ingress node of the fault condition. This may involve
OAM functionality described in [ RFC6371], e.g., Renote Defect
I ndi cation, alarmreporting.

o The process of notifying the ingress node adds to the | atency of
the protection-sw tching process, after the detection of the fault
condi ti on.

o Wile there is no need for doubl e bandwi dth for the data path,

there is the necessity for the ring to maintain enough capacity
for all of the data in both directions around the ring.
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2.3. SPME for P2P Protection of a Ring Topol ogy

The SPME concept was introduced by [ RFC5921] to support nanagenent
and nonitoring an arbitrary segment of a transport. However, an SPME
is essentially a valid LSP that may be used to aggregate all LSP
traffic that traverses the sub-path delineated by the SPME. An SPME
may be nonitored using the OAM nechani sns as described in the MPLS-TP
OAM franmewor k docunent [ RFC6371].

VWhen defining an MPLS-TP ring as a protection domain, there is a need
to design a protection mechanismthat protects all the LSPs that
cross the MPLS-TP ring. For this purpose, we associate a (working)
SPME with the segnent of the transport path that traverses the ring.
In addition, we configure an alternate (protecting) SPME that
traverses the ring in the opposite direction around the ring. The
exact selection of the SPMEs is dependent on the types of transport
path and protection that are being inplemented. This will be
detailed in the foll ow ng subsecti ons.

Based on this architectural configuration for protection of ring
topologies, it is possible to lint the nunber of alternate paths
needed to protect the data traversing the ring. In addition, since
we will performall of the OAM functionality on the SPME confi gured
for the traffic, we can minimze the nunber of OAM sessions needed to
nonitor the data traffic of the ring, rather than nonitoring each

i ndi vidual LSP

In all of the foll ow ng subsections, we use 1:1 |linear protection

[ RFC6372] [ RFC6378] to perform protection switching and coordi nation
when a signal fault is detected. The actual configuration of the
SPMES used may change dependi ng upon the choi ce of nethodol ogy, and
this will be detailed in the follow ng sections. However, in all of
these configurations, the mechanismwll be to transnt the data
traffic on the primary SPME, while applying OAM functionality over
both the primary and the secondary SPME to detect signal fault
conditions on either path. If a signal fault is detected on the
primary SPME, then the nechani sm described in [ RFC6378] shall be used
to coordinate a switchover of data traffic to the secondary SPME

Assumi ng that the SPME is inplenmented as an hierarchical LSP, packets
that arrive at LSR-B with a |abel stack [LI] will have the SPME | abe
pushed at LSR-B, and the LSP | abel will be swapped for the |abel that
is expected by the egress LSR (i.e., the packet will arrive at LSR-A
with a | abel stack of [PAL(B) | LE] and arrive at LSR-F with [PEL(F)

| LE]). The SPME | abel will be popped by LSR-F, and the LSP | abe
will be treated appropriately at LSR-F and forwarded al ong the LSP
outside the ring. This scenario is true for all LSPs that are
aggregated by this primry SPME
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2.3.1. Path SPME for Steering

A P2P SPME that traverses part of a ring has two Maintenance Entity
Group End Points (MEPs), each one acts as the ingress and egress in
one direction of the bidirectional SPME. Since the SPME is
traversing a ring, we can take advantage of another characteristic of
aring -- there is always an alternative path between the two MePs,
i.e., traversing the ring in the opposite direction. This
alternative SPME can be defined as the protection path for the

wor ki ng path that is configured as part of the LSP and defined as a
SPME

For each pair of SPMEs that are defined in this way, it is possible
to verify the connectivity and continuity by applying the MPLS-TP OAM
functionality to both the working and protection SPME. |If a

di scontinuity or m s-connectivity is detected, then the MEPS will
become aware of this condition and could performa protection switch
of all LSPs to the alternate, protection SPME

The followi ng figure shows an MPLS-TP ring that is part of a |arger
MPLS- TP network. The ring could be used as a network segnent that
may be traversed by numerous LSPs. In particular, the figure shows
that for all LSPs that connect to the ring at LSR-B and exit the ring
fromLSR-F, we configure two SPMEs through the ring (the first SPME
traverses B-A-F, and the second SPME traverses B-CDE-F).

/

Q@

********/ﬁ\********/LS
_C /| cooogaa® D_/ coaaoaad E /

===> connected LSP *** physical |ink
### primary SPME @ao secondary SPMVE

Figure 3: An MPLS-TP Ring

This protection nmechanismis identical to the application of 1:1
linear protection [ RFC6372] [RFC6378] to the pair of SPMES. Under
normal conditions, all LSP data traffic will be transmtted on the
working SPME. |If the linear protection is triggered by the OAM

i ndi cation, another fault indication trigger, or an operator comrand,
then the MEPs will select the protection SPME to transmt all LSP
dat a packets.
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The protection SPME will continue to transmit the data packets unti
the stable recovery of the fault condition. Upon recovery, i.e., the
fault condition has cleared and the network is stabilized, the
ingress LSR could switch traffic back to the working SPMVE, if the
protection domain is configured for revertive behavi or

The control of the protection switching, especially for cases of
operator comuands, woul d be covered by the protocol defined in
[ RFC6378] .

2.3.2. Wapping Link Protection with Segnent-Based SPVMVE

It is possible to use the SPME nechanismto perform segnent-based
protection. For each link in the ring, we define two SPMEsS -- the
first is a SPME between the two LSRs that are connected by the |ink
and the second SPME is between those same two LSRs but traverses the
entire ring (except the link that connects the LSRs). |In Figure 4,
we show the primary SPME that connects LSR-A and LSR-F over a segnent
connection, and the secondary SPME that connects these sanme LSRs by
traversing the ring in the opposite direction

J LSR\ * * % * % % % * @\********/@\
\ B / GOCOOQOIRY A | #e##### F |
*@ *@
*@ *@
*@ *@
*@ *@
/ESR\******** @\******** ESR\
\ _C / @aagaagd D |/ EJ
*** physical |ink
### primary SPME @dao secondary SPNVE

Figure 4: Segnent SPMES

By applying OAM nonitoring of these two SPVMES (at each LSR), it is
possible to effect a wapping protection nechanismfor the LSP
traffic that traverses the ring. The LSR on either side of the
segnment would identify that there is a fault condition on the link
and redirect all LSP traffic to the secondary SPME. The traffic
woul d traverse the ring until arriving at the neighboring (relative
to the segnment) LSR At this point, the LSP traffic would be
redirected onto the original LSP, quite likely over the neighboring
SPME
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Fol | owi ng the progression of the |abel stack through this switching
operation (for a LSP that enters the ring at LSR-B and exits the ring
at LSR-E):

1. The data packet arrives at LSR-A with | abel stack [L1+S] (i.e.,
the top |abel fromthe LSP and bottom of -stack indicator)

2. In the nornmal case (no protection switching), LSR-A forwards the
packet with | abel stack [PAL(F) | LSE+S] (i.e., swaps the |abel
for the LSP, to be acceptable to the SPME egress, and pushes the
| abel for the primary SPME fromLSR-A to LSR-F).

3. Wen protection switching is in effect, LSR-A forwards the packet
with [ abel stack [PA2(B) | LSE+S] (i.e., LSR A pushes the |abel
for the secondary SPME fromLSR-A to LSR-F, after swapping the
| abel of the lower-level LSP). This will be transmitted al ong
the secondary SPME until LSR-E forwards it to LSR-F with | abel
stack [PE2(F) | LSE+S].

4. \Wen the packet arrives at LSRF, it pops the SPME | abel, process
the LSP | abel, and forwards the packet to the next point,
possi bly pushing a SPME | abel if the next segment is |ikew se
pr ot ect ed.

2.3.3. Wapping Node Protection

| npl enentati on of protection at the node | evel would be simlar to
the mechani sm described in the previous subsection. The difference
woul d be in the SPMEs that are used. For node protection, the
primary SPME woul d be configured between the two LSRs that are
connected to the node that is being protected (see the SPME bet ween
LSR-A and LSR-E through LSR-F in Figure 5), and the secondary SPME
woul d be configured between these same nodes, going around the ring
(see the secondary SPME in Figure 5).
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/LSR\******** KR\********/KR\
\ B/ A | B F
*@ *#
*@ *#
*@ *#
*@ *#
/[SR\******** LSR\******** LSR\
\ _C / cogogoo® D /| cooaadd® E |/
*** physical |ink
### primary SPVE @am secondary SPMVE

Fi gure 5: Node-Protection SPMEs

The protection mechanismwould work simlarly -- it would be based on
1:1 linear protection [RFC6372] and be triggered by OAM functi ons on
both SPMEs. It would wap the data packets onto the secondary SPMVE
at the ingress MEP (e.g., LSRAin the figure) of the SPME and back
onto the continuation of the LSP at the egress MEP (e.g., LSRE in
the figure) of the SPME

2.3.4. Wapping for Link and Node Protection

In the different types of wapping presented in Section 2.3.2 and
Section 2.3.3, there is a limtation that the protecti on nmechani sm
must a priori decide whether it is protecting against |ink or node
failure. |In addition, the neighboring LSR, that detects the fault,
cannot readily differentiate between a link failure or a node
failure.

It woul d be possible to configure extra SPMES to protect both for
link and node failures, arriving at a configuration of the ring that
is shown in Figure 6. Here, there are three protection SPMES

confi gured:

o Secondary node#l woul d be used to divert traffic as a result of an
indication that LSR-F is not available; it redirects the traffic
to the path between LSR-A and LSR-E

0 Secondary node#2 would be used to divert traffic as a result of an
indication that LSR-A is not available; it redirects the traffic
to the path between LSR-F and LSR-B

0o Secondary segnment would be used to divert traffic as a result of
an indication that the segment between LSR-A and LSR-F i s not
available; it redirects the traffic to the path between LSR-A and
LSR-F on the long circuit of the ring.
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However, choosing the SPME to use for the wapping would then invol ve
consi derable effort and could result in the protected traffic not

sharing the sane protection path in both directions.

++++t+++
/ER\********/ER\********/ER\
\ B / cogoooald A | ########\ F /

$+ @ +*$
$+ @ +*$
$+* @ 3
$+* @ ++++++++ ++++++++ +*$

/LSR\ ********/ER\********/LSR\

\ C/ oooooo® D / coaoooo® E /

QAL QAL

RERLRRRY BRI

*** physical |ink

### primary SPMVE @@ secondary node#1 SPME
$$$ secondary node#2 SPME  +++ secondary segnent SPME

Figure 6: SPMEs for Protecting Segnents and Node

2.4. Analysis of P2P Protection

Anal yzi ng steering SPME protection (Section 2.3.1) and wrappi ng based

on SPME (Sections 2.3.2 or 2.3.3), we can nake the follow ng

observations (based on a ring with N nodes, where N is not nore than

16):

o Nunmber of SPMEs that need to be configured

For steering: Q2N'2). There are two SPMEs from each ingress

LSR to each of the other nodes in the ring.

For wapping: Q(2N). (However, the operator must decide a

priori whether to protect for link failures or
each point.)

o Nunmber of OAM sessions at each node
For steering: Q(2N)

For wrapping: 3
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o0 Bandwi dth requirenents
For steering: single bandwi dth at each |ink

For wr appi ng: double bandwi dth at |inks that are between
i ngress and w appi ng node and between second w appi ng node and
egress.

o Special considerations

For steering: |latency of OAM detection of fault condition by
ingress MEP. (Using alarmreporting could optinize over using
CC-V only.)

For wrapping: each node must decide a priori whether it is
protecting for link or node failures. To protect for both node
and link failures would increase the conmplexity of deciding

whi ch protection path to use, as well as violate the co-

rout edness of the protected traffic.

Based on this analysis, using steering as described in Section 2.3.1
woul d be the recomrended protection mechanismdue to its sinmplicity.
It should be pointed out that the nunmber of SPMES involved in this
protection could be reduced by elimnating each SPME between a pair
of LSRs that is not used as an ingress and egress pair

2.4.1. Reconmmendations for Protection of P2P Paths Traversing a Ring

Based on the analysis presented, while applying linear protection to
ef fect wrapping protection in a ring topology is possible as
denonstrated, there are certain limtations in addressing sone of the
requi red behavior. The limtations include:

o the need to configure a priori whether |ink or node protection
wi Il be provided

o the higher nunber of SPMEs that need to be defined

o the difficulty in addressing cases of nultiple failures in the
ring

Application of linear protection, based on the use of SPMES within
the ring, to inplenent a steering nethodology to protect a ring
topology is rather straightforward, overcones the limtations |listed
above, and scales very well. For this and other reasons |isted
previously, the authors recomend the use of steering to provide
protection of P2P paths that traverse a ring topol ogy.
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3. Point-to-Miltipoint Protection

[ RFC5654] requires that ring protection nust provide protection for
uni directional point-to-multipoint paths through the ring. Ring
topol ogi es provide a ready platformfor supporting such data paths.
A point-to-nultipoint (P2MP) LSP in an MPLS-TP ring woul d be
characterized by a single ingress LSR and nmultiple egress LSRs. The
foll owi ng subsections will present nethods to address the protection
of the ring-based sections of these LSPs.

3.1. Wapping for P2MP LSPs

When protecting a P2MP ring data path using the w apping
architecture, the basic operation is simlar to the description
given, as the traffic has been wapped back onto the nornmal working
path on the far side of the detected fault and will continue to be
transported to all of the egress points.

It is possible to optimze the perfornmance of the w appi ng nmechani sm
when applied to P2MP LSPs by exploiting the topology of ring
net wor ks.

Thi s inproved nechani sm which we call Ring Optim zed Ml tipoint

W appi ng (ROM W appi ng), behaves nuch the sanme as cl assical w apping.
However, ROM W apping configures a protection P2MP LSP, relative to
each node that is considered a failure risk. The protection P2MP LSP
will be routed between the failure risk node’s upstream nei ghbor to
all of the egress nodes (for the particular LSP) that are downstream
of the failure risk node.

Referring to Figure 7, it is possible to identify the protected
(working) LSP (A-B-{C-{D}-E-{F}) and one possi bl e backup
(protection) LSP. (Note: the egress nodes are indicated by the curly
braces.) This protection LSP will be used to wap the data back
around the ring to protect against a failure on link B-C. This
protection LSP is also a P2MP LSP that is configured with egress
points (at nodes F, D, and C) conplenentary to the broken working
dat a path.
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V Ingress

8
npReeee,
I\E*****I\E

*** working LSP @a pr ot ecti on LSP
Fi gure 7: P2MP ROM W appi ng
Using this mechanism there is a need to configure a particul ar
protection LSP for each node on the working LSP. 1In the table bel ow,
"X s Backup" is the backup path activated by node X as a consequence
of a failure affecting node Y (downstream node with respect to X) or
link X-Y. (Note: Braces in the path indicate egress nodes.)
Protected LSP: A->B->{C}->{D}->E->{F}

-- LI NK/ NODE PROTECTI ON - -

A's Backup: A->{F}->E->{D}->{ G

B' s Backup: B- >A- >{ F}->E->{ D} - >{ C}
C s Backup: C >B- >A- >{ F} - >E- >{ D}
D' s Backup: D >C >B- >A- >{ F}

E' s Backup: E->D >C >B- >A- >{ F}

It should be noted that ROM Wapping is an LSP-based protection
mechani sm as opposed to the SPME-based protection mechani sms that
are presented in other sections of this docunent. VWhile this may
seemto be limted in scope, the mechanismnay be very efficient for
nmany applications that are based on P2MP distribution schenmes. Wile
ROM W appi ng can be applied to any network topology, it is
particularly efficient for interconnected ring topol ogies.
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3.1.1. Conparison of Wappi ng and RO\ W appi ng

It is possible to conpare the wappi ng and the ROV W appi ng
mechani sns i n various aspects and show sone i nprovenents offered by
ROM W appi ng.

When configuring the protection LSP for wapping, it is necessary to
configure for a specific failure: link protection or node protection.
If the protection nmethod is configured to protect against node
failures, but the actual failure affects a link, this could result in
failing to deliver traffic to the node, when it should be possible to
do so.

ROM W appi ng, however, does not have this linitation because there is
no di stinction between node and |ink protection. Wether |ink B-C or
node C fails, the rerouting will attenpt to reach C. If the failure

is onthe link, the traffic will be delivered to C, if the failure is
at node C, the traffic will be rerouted correctly until node D, and
will be blocked at this point. However, all egress nodes up to the
failure will be able to deliver the traffic properly.

A second aspect is the number of hops needed to properly deliver the
traffic. Referring to the exanmple shown in Figure 7, where a failure
is detected on link B-C, the following table lists the set of nodes
traversed by the data in the protection:

Basi ¢ W appi ng:

A-B B-A-F-E-D-C {G-{D-E-{F}
"Upstreant segnent backup path "Downst r eant segnent
with respect to the with respect to the
failure failure

ROM W appi ng:
A-B B-A-{F}-E-{D}-{C

"Upst reant segnent backup path
with respect to the
failure

Conparing the two lists of nodes, it is possible to see that in this
particul ar case the nunber of hops crossed when basic wapping is
used is significantly higher than the nunber of hops crossed by the
traffic when ROM Wapping is used. Cenerally, the nunber of hops for
basi ¢ wapping is always greater than or equal to that for ROM
Wapping. This inmplies a certain waste of bandwi dth on all |inks
that are crossed in both directions.
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3.

1

Considering the ring network in Figure 7, it is possible to consider
the bandwi dth utilization. The protected LSP is set up fromAto F
cl ockwi se and an M Mops bandwi dth is reserved along the path. All
the protection LSPs are pre-provisioned countercl ockw se, each of
them may al so have reserved bandwidth M These LSPs share the sane
bandwi dth in a SE (Shared Explicit) style, as described in [ RFC2205].

The bandw dth reserved countercl ockwi se is not used when the
protected LSP is properly working and, in theory, could be used for
extra traffic [ RFC4427]. However, it should be noted that [RFC5654]
does not require support of such extra traffic.

The two recovery nechani sns require different protection bandw dths.
In the case of wapping, the bandwi dth used is Min both directions
on many of the links. Wile in the case of ROM W apping, only the
links fromthe ingress node to the node performng the actual
wrapping utilize Mbandwi dth in both directions, while all other
links utilize Mbandwidth only in the countercl ockw se direction.

Consi der the case of a failure detected on link B-C as shown in
Figure 7. The following table lists the bandwidth utilization on
each link (in units equal to M, for each recovery nechani smand for
each direction (CWcl ockwi se, CCW:ecount ercl ockwi se).

o ea o ea o +
| | Wapping | ROV W apping |
N N N +
| Link AB| CWMCCW | CWCCW |
| Link A-F | ccw | cow |
| Link FE| CWCCW | CCW |
| Link EED| CWCCW | CCW |
| Link DC| OCWCCW | CCW |
N N N +

.2. Miltiple Failures Comparison

A further conparison of wrapping and ROV W appi hg can be done with
respect to their ability to react to multiple failures. The w apping
recovery mechani sm does not have the ability to recover frommultiple
failures on a ring network, while ROMWapping is able to recover
fromsonme multiple failures.

Consi der, for exanple, a double link failure affecting |links B-C and
C-D shown in Figure 7. The wapping nmechanismis not able to recover
fromthe failure because B, upon detecting the failure, has no
alternative paths to reach C. Al the P2WMP traffic is lost. The
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ROM W appi ng nechanismis able to partially recover fromthe failure,
because the backup P2MP LSP to F and Dis correctly set up and
continues delivering traffic.

3.2. Steering for P2MP Pat hs

When protecting P2MP traffic that uses an MPLS-TP ring as its
branching point (i.e., the traffic enters the ring at a head-end node
and exits the ring at nmultiple nodes), we can enploy a steering
mechani sm based on 1+1 |inear protection [ RFC6372]. W can configure
two P2MP unidirectional SPMEs from each node on the ring; they
traverse the ring in both directions. These SPMEs will be configured
with an egress at each ring node. 1In order to be able to direct the
LSP traffic to the proper egress point for that particular LSP, we
need to enpl oy context |abeling as defined in [RFC5331]. The nethod
for using these | abels is expanded upon in Section 3.2. 1.

For every LSP that enters the ring at a given node, the traffic wll
be sent through both of these SPMEs, each with its own context |abe
and the context-specific |abel for the particular LSP. The egress
nodes should select the traffic that is arriving on the working SPME
VWen a failure condition is identified, the egress nodes shoul d
select the traffic fromwhichever of the two SPMES whose traffic
arrives at that node, i.e., since one of the two (presunmably the
working SPME) will be blocked by the failure. In this way, al

egress nodes are able to receive the data traffic. Wiile each node
detects that there is connectivity fromthe ingress node of the ring,
it continues to select the data that is comng fromthe working SPME
If a particular node stops receiving the connectivity nmessages from
the working SPME, it identifies that it must select to read the data
packets fromthe protecti on SPME

3.2.1. Context Labels

Figure 8 shows the two unidirectional P2MP SPMES that are configured
fromLSR-A with egress points at all of the nodes on the ring. The
cl ockwi se SPME (i.e., A-B-CDE-F) is configured as the working SPME
that will aggregate all traffic for P2MP LSPs that enter the ring at
LSR-A and nust be sent out of the ring at any subset of the ring
nodes. The counter-clockwi se SPME (i.e., A-F-E-D-C-B) is configured
as the protection SPMVE
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N N

\ _A_/ ========\ _B_/ ========\ _C_/
+* <ttt
+ + |
+ +] |
+ +] |
+* +Ht++tt+4 |
JLSR\ ***x%%%x | | QR\ ***x***x%| | SR\
\ F /| <=======\ _E_/ ========\ D/
| | |
\% \% \%
---> connected LSP *** physical |ink
=== wor ki ng SPME +++ protecti on SPME

Fi gure 8. P2MP SPMEs

[ RFC5331] defines the concept of context |abels. A context-
identifying |l abel defines a context |abel space that is used to
interpret the context-specific |abels (found directly bel ow the
context-identifying |abel) for a specific tunnel. The SPME | abel is
a context-identifying label. This nmeans that at each hop the node
that receives the SPME | abel uses it to point not directly to a
forwarding table, but to a Label Information Base (LIB). As a node
receives an SPME | abel, it examines it, discovers that it is a
context |abel, pops off the SPME | abel, and | ooks up the next | abe
down in the stack in the LIB indicated by the context | abel

The | abel below this context-identifying | abel should be used by the
forwardi ng function of the node to decide the actions to take for
this packet. |In MPLS-TP protection of ring topologies, there are two
context LIBs. One is the context LIB for the working SPVE, and the
other is the context LIB for the protection SPME. Al context LIBs
have a behavi or defined for the end-to-end LSP | abel, but the
behavi or at each node nmay be different in the context of each SPME

For exanple, using the ring that is shown in Figure 8, the working
SPME is configured to have a context-identifying | abel of CWat each
node on the ring, and the protection SPME is configured to have a
context-identifying | abel of CP at each node. For the specific LSP
we will designate the context-specific |abel used on the working SPME
as W.(x-y), where it’'s the | abel used as node-x forwards the packet
to node-y. Simlarly, a context-specific |abel on the protection
SPME woul d be designated PL(x-y). An explicit exanple of |abe

val ues appears in the next subsection
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Assune we are applying 1+1 linear protection, as outlined above, for
a P2MP LSP that enters the ring at LSR-A and has egress points from
the ring at LSR-C and LSR-E using the two SPMEs shown in Figure 8. A
packet that arrives at LSR-A with a | abel stack [LI+S] will be
forwarded on the working SPME with a | abel stack [CW| W/(A-B)]. The
packet should then be forwarded to LSR-C arriving with a | abel [CW|
W.(B-C], where W.(B-C) should instruct the forwardi ng function to
egress the packet with [LE(C)] and forward a copy to LSR-D with | abel
stack [CW| W/(CD].

If a fault condition is detected (for exanple, on the link GD), then
the nodes that are beyond the fault point (in this exanple, nodes
LSR-D, LSR-E, and LSR-F), will cease to receive the data packets from
the cl ockwi se (working) SPME. Each of these LSRs should then begin
to switch its "selector bridge" and accept the data packets fromthe
protection (counter-clockw se) SPME. At the ingress point (LSR-A),
all data packets will have been transmtted on both the working SPME
and the protection SPME. Continuing the exanple, LSR-Awll transmt
one copy of the data to LSR-B with stack [CW| W, (A-B)] and one copy
to LSR-F with stack [CP | PL(A-F)]. The packet will arrive at LSR-C
fromthe working SPME and egress fromthe ring. LSR-E will receive
the packet fromthe protection SPME with stack [CP | PL(F-E)], and
the context-sensitive |abel PL(F-E) will instruct the forwarding
function to send a copy out of the ring with | abel LE(E) and a second
copy to LSR-Dwith stack [CP| PL(E-D)]. In this way, each of the
egress points receives the packet fromthe SPME that is avail able at
that point.

This architecture has the added advantages that there is no need for
the ingress node to identify the existence of the m s-connectivity,
and there is no need for a return path fromthe egress points to the
i ngress.

3.2.2. Wl k-Through Usi ng Context Labels

In order to better denonstrate the use of the context |abels, we
present a wal k-through of an exanple application of the P2MP
protection presented in this section. Referring to Figure 9, there
is a P2MP LSP that traverses the ring, entering the ring at LSR-B and
branching off at LSR-D, LSR-E, and LSR-H, and it does not continue
beyond LSR-H.  For purposes of protection, two P2MP unidirectional
SPMEs are configured on the ring starting fromLSR-B. One of the
SPMVES, the working SPME, is configured with egress points at each of
the LSRs -- C, DL E, F, G H J, K, A The second SPME, the
protection SPMVE, is configured with egress points at each of the LSRs
-- A K J, H G F E D C
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N N N N
N N N N

XXXXXXXXX_F_ XXXXXXXXX X+ XXXXXXXXXXF XXXXXXXX_+_
XXXXX>/ LSM ********/LSM ********/LSM *******/LSM *******/LS
F

\ _B_/ ========\ _C_/ ========\ _D_/ =======\ _E_/ =======\ _ _/
* 4 <ttt e+t FhttHE | | X
* 4 +*| | x
* 4 +*| | x
* 4 +*] | x
R e I = I N e
JLSR\ *****kx% | | QR\ ***x*kx*kx || QR\ ***k**k** [ | GR\ ***x*x* [ | SR\
\ A /<=======\ K [========\ J [=======\ H [=======\_ G/
+ + + FXXXXXXXXXX  +
Vv Vv Vv Vv Vv
Vv Vv \ Vv Vv
xxx P2MP LSP (X LSP egress) *** physical |ink
=== wor ki ng SPME +++ protection SPME

+>> protection SPME egress
Figure 9: P2MP SPMEs

For this exanple, we suppose that the LSP traffic enters the ring at
LSR-B with the | abel stack [99], and | eaves the ring:

o at LSR-D with stack [199]

0o at LSR-E with stack [299]

o at LSRRH with stack [399]

Wiile it is possible for the context-identifying |abel for the SPME
to be configured as a different value at each LSR for the sake of
this exanple, we will suppose a configuration of 200 as the context-
identifying |label for the working SPME at each of the LSRs in the

ring, and 400 as the context-identifying |abel for the protection
SPME at each LSR
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For the specific connected LSP, we configure the follow ng context-
speci fic | abel s:

Fomm e o - o m e e e e e e eemao - o m e e e e e e a e +
| node | Wcontext (200) | P-context (400) |
S R, o e m e e e e e e e oo o e m e e e e e e e e +
| A | 65 {drop packet} | 165 {fwd w [400 | 190]}

| C | 90 {fwd w [200 | 80]} | 190 {drop packet} |
| D | 80 {fwd w [200 | 75] + | 180 {egress w [199]} |
| | egress w [199]} | |
| E | 75 {fwd w [200 | 65] + | 175 {fwd w [400 | 180] +

| | egress w [299]} | egress w [299]} |
| F | 65 {fwd w [200 | 55]} | 165 {fwd w [400 | 175]}

| G | 55 {fwd w [200 | 45]} | 155 {fwd w [400 | 165]}

| H | 45 {egress w [399]} | 145 {fwd w [400 | 155] +

| | | egress w [399]} |
| J | 65 {drop packet} | 165 {fwd w [400 | 145]}

| K | 65 {drop packet} | 190 {fwd w [400 | 165]}

Fomm o Fom e e e e e i e aao o m e e e e e e ie e aaa +

When a packet arrives on the LSP to LSR-B with stack [99], the
forwarding function determines that it is necessary to forward the
packet to both the working SPME with stack [200 | 90] and the
protection SPME with stack [400 | 165]. Each LSR on the SPME wi ||
identify the top label, i.e., 200 or 400, to be the context-
identifying | abel and use the next |label in the stack to select the
forwardi ng action fromthe specific context table.

Therefore, at LSR-C, the packet on the working SPME will arrive with
stack [200 | 90], and the 200 will point to the middle colum of the
tabl e above. After popping the 200, the next label, i.e., 90, wll
sel ect the forwarding action "fwd w [200 | 80]", and the packet wll
be forwarded to LSR-D with stack [200 | 80]. |In this manner, the
packet will be forwarded al ong both SPMEs according to the configured
behavior in the context tables. However, the egress points at LSR-D
LSR-E, and LSR-H will each be configured with a sel ector bridge so
they will use only the input fromthe working SPME. |f any of these
egress points identifies that there is a connection fault on the
wor ki ng SPME, then the selector bridge will cause the LSRto read the
i nput fromthe protection SPME
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4. Coordination Protoco

The survivability framework [RFC6372] indicates that there is a need
to coordinate protection switching between the endpoints of a
protected bidirectional domain. The coordination is necessary for
particular cases, in order to maintain the co-routed nature of the
bi directional transport path. The particular cases where this
beconmes necessary include when unidirectional fault detection or
operator conmands are used.

By using the sane nechani sns defined in [RFC6378] for |inear
protection to protect a single ring topology, we are able to gain a
consi stent solution for this coordination between the endpoints of
the protection donmain. The Protection State Coordi nati on Protoco
that is specified in [ RFC6378] provides coverage for all the

coordi nati on cases, including support for operator comands, e.g.
Forced Swi tch.

5. Concl usi ons and Recomendati ons

Ri ng topol ogies are prevalent in traditional transport networks and
will continue to be used for various reasons. Protection for
transport paths that traverse a ring within an MPLS network can be
provi ded by applying an appropriate instance of |inear protection, as
defined in [RFC6372]. This docunent has shown that for each of the
traditional ring-protection architectures there is an application of
linear protection that provides efficient coverage, based on the use
of the Sub-Path M ntenance Entity (SPVME), defined in [RFC5921] and

[ RFC6371]. For example:

o P2P steering - Configuration of two SPVMES, fromthe ingress node
of the ring to the egress node of the ring, and 1:1 |inear
protection.

o P2P Wapping for link protection - Configuration of two SPMES, one
for the protected link and the second for the |long route between
the two nei ghboring nodes, and 1:1 |inear protection

o P2P wrapping for node protection - Configuration of two SPMES, one
bet ween the two nei ghbors of the protected node and the second
bet ween t hese two nodes on the long route, and 1:1 |inear
protection.

o P2MP wapping - it is possible to optinize the perfornmance of the

wr appi ng by configuring the proper protection path to egress the
data at the proper branching nodes.
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o P2MP steering - by conbining 1+1 |inear protection and
configuration of the SPVME based on context-sensitive |abeling of
the protection path.

Thi s docunent shows that use of the protection architecture and
nmechani sns suggested provides the optim zations needed to justify
ring-specific protection as defined in [ RFC5654].

Protection of traffic over a ring topol ogy based on the steering
architecture using basic 1:1 linear protection is a very efficient

i mpl enentation for sections of a P2P transport path that traverses a
ring. Steering should be the preferred nechani smfor P2P protection
in aring topology since it reduces the extra bandw dth required when
traffic doubl es through wapped protection, and it provides the
ability to protect both against |ink and node failures w thout
conplicating the fault detection or requiring that multiple
protection paths be configured. While this is true, it’s possible to
support either wapping or steering while depending upon the OAM
functionality (outlined in [RFC6371] and specified in various
docunents) and the coordi nation protocol specified for |inear
protection in [ RFC6378].

6. Security Considerations
Thi s docunent does not add any security risks to the network. Any
security considerations are defined in [RFC6378], and their
applicability to the information contained in this docunment follows
naturally fromthe applicability of the mechani smdefined in that
docunent .
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