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Conments on the proposed Host/I MP Protocol Change

This is a set of conmrents on Dave WAl den’s RFC 687 suggesting a set of
changes to the host--inp protocol. Dave's points are reproduced here
with ny coments underneath.

1. Expanded Leader Size. The |leader will be expanded fromtwo to five
16-bit words. This will provide space for necessary field expansions
and additions.

The existing protocols set the host header at 40 bits so that taken
together with the |l eader the length was 72 bits; a nice boundary for
both 8 bit and 36 bit machines. This suggestion would result in a
prefix of 80 + 40 = 120 bits, not so nice (unless the host header is
extended to 64 bits for a total prefix of 144 bits).

2. Expanded Address Field. The address field will be expanded to 24
bit, 16 bits of |IMP address and 8 bits of host address. This expansion
is more than adequate for any foreseeabl e ARPA Network grow h.

Just a few years ago 256 seemed |like a |ot of hosts, perhaps, a
ext ensi bl e schene m ght be nore appropriate. (I concede 16,777, 216,
is big)

3. New Message Length Field. A new field will be added which will allow
the source host to optionally specify the nessage length (in bits) to
the I MP subnetwork. The | MP subnetwork may be able to use this

i nformati on (when available) to better utilize network buffer storage.
The destination host may al so be able to use this information to better
utilize its buffer storage. This field will be 13 bits wi de.

This sound very useful, but if we every want to have | onger messages
than now the field should be wi der, say 16 bits.

4. Expanded Handling Type Field. The handling type field which nowis
used to distinguish between priority and non-priority nmessage streans,
etc., will be expanded to eight bits. This expanded field will provide
for the possibility of a nunber of parallel message streans having

di fferent handling characteristics between pairs of hosts; e.g.

priority, non-priority, varying nunbers of packets per nessage (see

bel ow), unordered nessages (i.e. the present type-3 nessages), a nessage
stream requiring guaranteed capacity, etc, Note that only sonme of these
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facilities will be available in the near term
This sounds |ike a good extension

5. Source Host Control of Packets per Message. The possibility wll
exi st for the source host to specify a nmessage streamwhich will use a
gi ven nunber of packets per nulti-packet nessage (e.g. two packets per
nessage or five packets per nessage). Since the IMP network will not
have to use eight packet-buffers for reassenbly purposes, as at present,
this may result in better services for such messages. This will help
users who need both | ow del ay and hi gh throughput.

Thi s seems strange, why not use the nessage |length (as provided in 3
above) to deternine the nunber of packets needed for this nessage.

6. Unordered (type-3) Message Change. Unordered nessages wll be

i ndi cated by a handling type rather than by a nessage type as at
present. This is conpatible with the need to check the host access
control capabilities of all nessages. This will provide a slight
backward inconpatibility for the three or so hosts which presently use
type-3 nmessages in their research

CGood, a current special case becones a general facility.

7. Change in Format of Fake Host Addresses. The For/From I MP bit wll
be elimnated. The fake host addresses will be the four highest host
nunbers (e.g. | MP Teletype will be host 252).

Anot her change for the better.

8. Addition of a Paranmeter to the IMP to Host NOP. The |IMP to host NOP
will have added to it a paraneter specifying the address (I MP and host
nunber) of the host.

Ah, a clever touch, very handy.

9. Backward Conpatibility. The old and new formats will be supported in
parallel in the IMPs for the foreseeable future to all ow gradual
phaseover of host software. A host will be able to specify to its I M
whet her the old or new formats are to be used; thus, it will be possible
for the host to specify switching back and forth between the two nodes
for debuggi ng purposes. The specification of the nbde to be used wll
be possible via a proper choice of format in the host to | MP NOP
nmessage; The IMP will use the node of the Host to | MP NOP nessage the

| MP has received. Further, a host may select to use either the old or
new format w t hout needing to know nore about the other format nessage
than to discard them should they arrive. The IMP will initialize by
sendi ng several NOP nessages of each type to give the hosts its choice.
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Al t hough a host not inplenenting the new format will not be able to
address hosts on IMPs with | MP-nunber greater than 63, the I MPs will

wher ever possible do the conversion necessary to permt hosts using the
old format to comunicate with hosts using the new fornmat and the
reverse. Finally, it will be possible to convert the | eader format from
old to new or the reverse w thout know edge of the nessage type.

This sounds difficult to inplenent, but it is all in the inp, so
fine. O course, something along these lines is crucial in an
operating environnent. But | am beginning to get concerned about
changes to host--host protocol and network control prograns.

[ What happened to 107?]

11. Non- bl ocking Host Interface. A nechanismw || be provided which
allows the IMP to refuse a nmessage froma host w thout blocking the host

interface. This mechanismw || permt the | MP to gather the necessary
resources to send the refused nessage and then ask the host to resend
the nessage. Finally, the host will be permtted to ask to be able to

send a message and be notified when it is possible w thout requiring the
nmessage to actually be sent and refused.

This i s anot her wel cone addition.

12. Maxi mrum Message Length. The maxi mum nunber of bits of data in a
nessage nmay be reduced by a few bits.

| don’t see why, but it doesn’'t matter nuch.

On the whole a fine set of suggestion, though |I am concerned about
changes to host--host protocol inplied here or nmade nore desirabl e by
these suggestions. A rough guess is that there is easily a couple of
per son-nont hs of system programmer tinme for each operating systemon the
net inplied here. Say 24 systens tines 2 person-nonths each equal s 48
per son-nmont hs equal s 4 person-years. And this may be the | ower bound.

[ This RFC was put into nachine readable formfor entry ]
[ into the online RFC archives by Al ex MKenzie with ]
[ support from GIE, fornerly BBN Corp. 11/99 ]
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