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1. Introduction

The dramatic growmh of the Mbile Internet is accelerating the
exhaustion of the available IPv4 addresses. It is wi dely accepted
that IPv6 is necessary for the continued operation and growth of the
Internet in general and of the Mbile Internet in particular. Wile
| Pv6 brings many benefits, certain unique challenges arise when
deploying it in nobile networks. This docunent describes such
chal | enges and outlines the applicability of the existing |Pv6

depl oyment solutions. As such, it can be a useful reference docunent
for service providers as well as network designers. This docunent
does not propose any new protocols or suggest new protoco

speci fication work.

The primary considerations that we address in this document on | Pv6
depl oyment in nobil e networks are:

o Public and Private |Pv4 address exhaustion and inplications to
nobi | e network depl oyment architecture;
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o Placenent of Network Address Translation (NAT) functionality and
its inplications;

o |Pv6-only depl oynment considerations and roam ng inplications; and
o Fixed-Mbile Convergence and inplications to overall architecture.
In the follow ng sections, we discuss each of these in detail
For the nbst part, we assune the Third Generation Partnership Project
(3GPP) 3G and 4G network architectures specified in [3GPP.3G and
[3GPP. 4G . However, the considerations are general enough for other
nobi |l e network architectures as well [3GPP2. EHRPD] .

2. Reference Architecture and Termni nol ogy

The following is a reference architecture of a nobile network.
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Figure 1: Mbile Network Architecture

A Mobil e Node (MN) connects to the nmobile network either via its Home
Network or via a Visited Network when the user is roam ng outside of
the Home Network. |In the 3GPP network architecture, an MN accesses
the network by connecting to an Access Point Nane (APN), which nmaps
to a nobile gateway. Roughly speaking, an APNis simlar to a
Service Set Identifier (SSID) in wireless LAN. An APN is a |ogica
concept that can be used to specify what kinds of services, such as

I nternet access, high-definition video stream ng, content-rich

gam ng, and so on, that an MNis entitled to. Each APN can specify
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what type of I P connectivity (i.e., IPv4, 1Pv6, |IPv4v6) is enabled on
that particular APN

VWiile an APN directs an MN to an appropri ate gateway, the MN needs an
end-to-end "link" to that gateway. In the Long-Term Evol ution (LTE)
networks, this link is realized through an Evol ved Packet System
(EPS) bearer. 1In the 3G Universal Mbbile Tel ecomruni cati ons System
(UMTS) networks, such a link is realized through a Packet Data
Protocol (PDP) context. The end-to-end link traverses nultiple
nodes, which are defined bel ow

0 Base Station (BS): The radi o Base Station provides wirel ess
connectivity to the MN

0 Access Network Gateway (ANG : The ANG forwards | P packets to and
fromthe MN\. Typically, this is not the MN's default router, and
the ANG does not perform | P address allocati on and nmanagenent for
the nmobile nodes. The ANG is |located either in the Home Network
or in the Visited Network.

o The Mbile Network Gateway (MNG: The MNGis the MN' s default
router, which provides | P address managenent. The MG performs
functions such as offering Quality of Service (QS), applying
subscri ber-specific policy, and enabling billing and accounti ng;
these functions are sonetines collectively referred to as
"subscri ber - managenent” operations. The nobile network
architecture, as shown in Figure 1, defines the necessary protoco
interfaces to enabl e subscri ber-managenment operations. The MNGis
typically located in the Home NetworKk.

0o Border Router (BR): As the name inplies, a BR borders the Internet
for the nobile network. The BR does not perform subscriber
managenment for the nobile network.

o Authentication, Authorization, and Accounting (AAA): The genera
functionality of AAA is used for subscriber authentication and
aut horization for services as well as for generating billing and
accounting information.

In 3GPP network environments, the subscriber authentication and
the subsequent authorization for connectivity and services is
provi ded using the "Hone Location Register" (HLR) / "Hone
Subscri ber Server" (HSS) functionality.

o Policy and Charging Rule Function (PCRF): The PCRF enabl es
appl ying policy and charging rules at the MNG
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In the rest of this docunent, we use the terns "operator"”, "service
provider", and "provider" interchangeably.

3. | Pv6 Consi derations
3.1. |Pv4 Address Exhaustion

It is generally agreed that the pool of public |Pv4 addresses is
nearing its exhaustion. The | ANA has exhausted the available '/8

bl ocks for allocation to the Regional Internet Registries (R Rs).
The RIRs thensel ves have either "run out” of their blocks or are
projected to exhaust themin the near future. This has led to a
hei ght ened awar eness anong service providers to consider introducing
technol ogies to keep the Internet operational. For providers, there
are two sinmultaneous approaches to addressing the run-out problem
del ayi ng the | Pv4 address pool exhaustion (i.e., conserving their

exi sting pool) and introducing IPv6 in operational networks. W
consider both in the follow ng.

Del ayi ng public |1 Pv4 address exhaustion for providers involves
assigning private |IPv4 addressing for end-users or extending an |Pv4
address with the use of port ranges, which requires tunneling and
addi ti onal signaling. A nechanism such as the Network Address
Translator (NAT) is used at the provider premi ses (as opposed to
custonmer prem ses) to nanage the private |IP address assignment and
access to the Internet. |In the following, we primarily focus on
transl ati on- based mechani sms such as NAT44 (i.e., translation from
public IPv4 to private | Pv4 and vice versa) and NAT64 (i.e.
translation frompublic I1Pv6 to public IPv4 and vice versa). W do
this because the 3GPP architecture already defines a tunneling
infrastructure with the General Packet Radi o Service (GPRS) Tunneling
Protocol (GTP), and the architecture allows for dual -stack and

| Pv6-only depl oynents.

In a nobile network, the | Pv4 address assignnent for an MNis
performed by the MNG In the 3GPP network architecture, this
assignment is perforned in conjunction with the Packet Data Network
(PDN) connectivity establishment. A PDN connection inplies an end-
end link (i.e., an EPS bearer in 4G LTE or a PDP context in 3G UMIS)
fromthe MNto the MNG There can be one or nore PDN connections
active at any given tine for each M\. A PDN connecti on may support
both 1Pv4 and I Pv6 traffic (as in a dual-stack PDN in 4G LTE
networks), or it may support only one of the two traffic types (as in
the existing 3G UMIS networks). The |IPv4 address is assigned at the
time of PDN connectivity establishnent or is assigned using DHCP
after the PDN connectivity is established. 1In order to delay the
exhaustion of public I Pv4 addresses, this |IP address needs to be a
private I Pv4 address that is translated into a shared public |IPv4
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address. Hence, there is a need for a private-public |IPv4
transl ati on nmechanismin the nobile network.

In the Long-Term Evolution (LTE) 4G network, there is a requirenent
for an al ways-on PDN connection in order to reliably reach a nobile

user in the All-1P network. This requirenent is due to the need for
supporting Voice over |IP service in LTE, which does not have circuit-
based i nfrastructure. |If this PDN connection were to use |Pv4

addressing, a private IPv4 address is needed for every M that
attaches to the network. This could significantly affect the

avail ability and usage of private |IPv4 addresses. One way to address
this is by naking the always-on PDN (that requires voice service) to
be IPv6. The IPv4 PDN is only established when the user needs it.

The 3GPP standards al so specify a deferred | Pv4 address allocation on
a dual -stack |1 Pv4v6 PDN at the tine of connection establishnent.

This has the advantage of a single PDN for IPv6 and IPv4 along with
deferring I Pv4 address allocation until an application needs it. The
deferred address allocation requires support for a dynamc
configuration protocol such as DHCP as well as appropriate triggers
to invoke the protocol. Such a support does not exist today in
nobi | e phones. The newer iterations of smartphones coul d provide
such support. Also, the tethering of smartphones to | aptops (which
typically support DHCP) could use deferred allocation dependi ng on
when a | aptop attaches to the smartphone. Until appropriate triggers
and host stack support is available, the applicability of the
address-deferring option nay be linmted.

On the other hand, in the existing 3G UMIS networks, there is no
requi rement for an al ways-on connection even though nmany smart phones
sel domrelinquish an established PDP context. The existing so-called
pre- Rel ease-8 depl oynents do not support the dual -stack PDP
connection. Hence, two separate PDP connections are necessary to
support IPv4 and I1Pv6 traffic. Even though sone M\s, especially the
smart phones, in use today may have | Pv6 stack, there are two
remai ni ng considerations. First, there is little operationa

experi ence and conpliance testing with these existing stacks. Hence,
it is expected that their use in |arge deploynments may uncover
software errors and interoperability problens that inhibit providing
services based on I Pv6 for such hosts. Second, only a fraction of
current phones in use have such a stack. As a result, providers need
to test, deploy, and operationalize |IPv6 as they introduce new
handsets, which also continue to need access to the predom nantly

| Pv4 I nternet.

The considerations fromthe preceedi ng paragraphs lead to the

foll owi ng observations. First, there is an increasing need to
support private |IPv4 addressing in nobile networks because of the
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public I Pv4 address run-out problem Correspondingly, there is a
greater need for private-public IPv4 translation in nobile networks.
Second, there is support for IPv6 in both 3G and 4G LTE net works
already in the formof PDP context and PDN connections. To begin
with, operators can introduce |IPv6 for their own applications and
services. In other words, the |ETF s recommended nodel of dual -stack
| Pv6 and | Pv4 networks is readily applicable to nobile networks with
the support for distinct APNs and the ability to carry IPv6 traffic
on PDP/ PDN connections. The | ETF dual -stack nodel can be applied
using a single | Pvdv6e PDN connection in Rel ease-8 and onwards but
requires separate PDP contexts in the earlier releases. Finally,
operators can make | Pv6 the default for always-on nobile connections
using either the IPvdv6 PDN or the | Pv6 PDN and use | Pv4 PDNs as
necessary.

3.2. NAT Placenent in Mbile Networks

In the previous section, we observed that NAT44 functionality is
needed in order to conserve the avail abl e pool and delay public |Pv4
address exhaustion. However, the available private |IPv4 pool itself
is not abundant for |arge networks such as nobile networks. For

i nstance, the so-called NET10 bl ock [ RFC1918] has approxi mately 16.7
mllion private | Pv4 addresses starting with 10.0.0.0. A large
nobi | e service provider network can easily have nore than 16.7
mllion subscribers attached to the network at a given tine. Hence,
the private | Pv4 address pool managerment and the placenment of NAT44
functionality becones inportant.

In addition to the devel opnents cited above, NAT placenent is

i nportant for other reasons as well. Access networks generally need
to produce network and service usage records for billing and
accounting. This is true also for nobile networks where "subscri ber
managenent " features (i.e., QS, Policy, and Billing and Accounting)
can be fairly detailed. Since a NAT introduces a binding between two
addresses, the bindings thensel ves becone necessary information for
subscri ber managenent. For instance, the offered QS on private |Pv4
address and the (shared) public | Pv4 address nmay need to be

correl ated for accounting purposes. As another exanple, the
Application Servers within the provider network may need to treat
traffic based on policy provided by the PCRF. If the |IP address seen
by these Application Servers is not unique, the PCRF needs to be able
to inspect the NAT binding to di sanbi guate anong the individual MNs.
The subscri ber session nmanagenent information and the service usage

i nformation also need to be correlated in order to produce harnonized
records. Furthernore, there may be | egal requirenents for storing
the NAT binding records. Indeed, these problens disappear with the
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transition to IPv6. For now, it suffices to assert that NAT
i ntroduces state, which needs to be correlated and possibly stored
with other routine subscriber information.

Mobi | e network deploynents vary in their allocation of |IP address
pools. Sone network depl oynents use the "centralized nodel" where
the pool is managed by a common node, such as the PDN' s BR, and the
pool shared by nultiple MNGs all attached to the same BR  This node

has served well in the pre-3G depl oynents where the nunber of
subscri bers accessing the Mbile Internet at any given time has not
exceeded the avail abl e address pool. However, with the advent of 3G

networ ks and t he subsequent dramatic growh in the nunber of users on
the Mobile Internet, service providers are increasingly forced to
consi der their existing network design and choices. Specifically,
providers are forced to address private | Pv4d pool exhaustion as well
as scal abl e NAT sol uti ons.

In order to tackle the private |Pv4 exhaustion in the centralized
nodel , there would be a need to support overl apped private |Pv4
addresses in the conmon NAT functionality as well as in each of the
gateways. |In other words, the I P addresses used by two or nore MN\s
(which may be attached to the same MNG are very likely to overlap at
the centralized NAT, which needs to be able to differentiate traffic.
Tunnel i ng nmechani sns such as Generic Routing Encapsul ati on (GRE)

[ RFC2784] [ RFC2890], MPLS [ RFC3031] VPN tunnels, or even IP-in-1P
encapsul ati on [ RFC2003] that can provide a unique identifier for a
NAT session can be used to separate overlapping private IPv4 traffic
as described in [@-DS-LITE]. An advantage of centralizing the NAT
and using the overl apped private | Pv4 addressing is conserving the
limted private I1Pv4 pool. It also enables the operator’s enterprise
network to use IPv6 fromthe MNGto the BR, this (i.e., the need for
an | Pv6-routed enterprise network) may be viewed as an additiona
requi renment by some providers. The di sadvantages include the need
for additional protocols to correlate the NAT state (at the comon
node) with subscriber session information (at each of the gateways),
subopti mal M\-MN commruni cati on, absence of subscriber-aware NAT (and
policy) function, and, of course, the need for a protocol fromthe
MNG to BRitself. Also, if the NAT function were to experience
failure, all the connected gateway service will be affected. These
drawbacks are not present in the "distributed" nodel, which we

di scuss in the foll ow ng.

In a distributed nodel, the private |Pv4 address managenent is
performed by the MNG which also perforns the NAT functionality. In
this nodel, each MNG has a block of 16.7 million unique addresses,
which is sufficient conmpared to the nunmber of nobile subscribers
active on each MNG By distributing the NAT functionality to the
edge of the network, each MNGis allowed to reuse the avail able NET10
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bl ock, which avoids the problem of overl apped private |Pv4 addressing
at the network core. In addition, since the MNGis where subscriber
managenment functions are |located, the NAT state correlation is
readily enabled. Furthernmore, an MNG al ready has existing interfaces
to functions such as AAA and PCRF, which allows it to perform

subscri ber managenent functions with the unique private |Pv4
addresses. Finally, the MNG can al so pass-through certain traffic
types without performng NAT to the Application Servers |ocated
within the service provider’s donain, which allows the servers to

al so identify subscriber sessions with unique private |Pv4 addresses.
The di sadvant ages of the "distributed nodel" include the absence of
centralized addressing and centralized management of NAT.

In addition to the two nodel s descri bed above, a hybrid nodel is to

| ocate NAT in a dedicated device other than the MNG or the BR  Such
a nodel would be simlar to the distributed nodel if the IP poo
supports unique private addressing for the nobile nodes, or it would
be simlar to the centralized nodel if it supports overl apped private
| P addresses. | n any case, the NAT device has to be able to provide
the necessary NAT session binding information to an external entity
(such as AAA or PCRF), which then needs to be able to correlate those
records with the user’s session state present at the MG

The foregoi ng di scussion can be summari zed as follows. First, the
managenent of the available private | Pv4 pool has becone inportant
given the increase in Mbile Internet users. Mechanisns that enable
reuse of the available pool are required. Second, in the context of
private |Pv4 pool nanagenment, the placenent of NAT functionality has
inmplications to the network depl oynent and operations. The
centralized nodels with a conmon NAT have the advant ages of
continuing their |egacy depl oynents and the reuse of private |Pv4
addressing. However, they need additional functions to enable
traffic differentiation and NAT state correlation with subscriber
state nanagenent at the MNG The distributed nodels al so achieve
private | Pv4 address reuse and avoi d overl apping private IPv4 traffic
in the operator’s core, but without the need for additiona

nmechani sns. Since the MNG performs (unique) |Pv4 address assi gnment
and has standard interfaces to AAA and PCRF, the distributed node

al so enables a single point for subscriber and NAT state reporting as
well as policy application. In summary, providers interested in
readily integrating NAT with other subscriber managenent functi ons,
as well as conserving and reusing their private |Pv4 pool, nmay find
the distributed nodel conpelling. On the other hand, those providers
interested in common nmanagenent of NAT nay find the centralized node
nore conpel |ing.
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3.3. | Pv6e-Only Deploynent Considerations

As we observed in the previous section, the presence of NAT
functionality in the network brings up nmultiple issues that would

ot herwi se be absent. NAT should be viewed as an interimsol ution
until 1Pv6 is widely available, i.e., IPv6 is available for nobile
users for all (or nbst) practical purposes. Wereas NATs at provider
prem ses may sl ow down the exhaustion of public |IPv4 addresses,
expedi tious and simultaneous introduction of IPv6 in the operationa
networks is necessary to keep the Internet "going and grow ng".
Towards this goal, it is inmportant to understand the considerations

i n depl oying |IPv6-only networks.

There are three dinensions to | Pv6-only deploynments: the network
itself, the nobil e nodes, and the applications, represented by the
3-tuple {nw, mm, ap}. The goal is to reach the coordinate {IPv6,

| Pv6, 1Pv6} from{IlPv4, 1Pv4, |Pv4}. However, there are multiple
paths to arrive at this goal. The classic dual-stack nodel woul d
traverse the coordi nate {IPv4v6, |Pv4v6, |Pv4v6}, where each

di mensi on supports co-existence of IPv4 and |IPv6. This appears to be
the path of |east disruption, although we are faced with the

i mplications of supporting |arge-scale NAT in the network. There is
al so the cost of supporting separate PDP contexts in the existing 3G
UMIS networks. The other intermedi ate coordinate of interest is
{IPv6, |IPv6, |Pv4}, where the network and the MN are | Pv6-only, and
the Internet applications are recognized to be predom nantly | Pv4.
This transition path would, ironically, require interworking between
| Pv6 and 1 Pv4 in order for the IPv6-only MNs to be able to access

| Pv4 services and applications on the Internet. |In other words, in
order to disengage NAT (for I1Pv4-1Pv4), we need to introduce anot her
formof NAT (i.e., IPv6-1Pv4) to expedite the adoption of |Pv6.

It is interesting to consider the preceedi ng di scussi on surroundi ng
the placement of NAT for |IPv6-1Pv4 interworking. There is no
over | apping private |Pv4 address probl em because each | Pv6 address is
uni que and there are plenty of themavailable. Hence, there is also
no requirenent for (IPv6) address reuse, which neans no protocol is
necessary in the centralized nodel to disanbi guate NAT sessions.
However, there is an additional requirenent of DNS64 [ RFC6147]
functionality for IPv6-1Pv4 translation. This DNS64 functionality
must ensure that the synthesized AAAA record correctly maps to the

| Pv6-1Pv4 transl ator.

| Pv6-only deploynments in nobile networks need to reckon with the

foll owi ng considerations. First, both the network and the MNs need
to be I Pv6 capable. Expedited network upgrades as well as rollout of
MNs with IPv6 would greatly facilitate this. Fortunately, the 3GPP
network design for LTE already requires the network nodes and the
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nobi | e nodes to support |IPv6. Even though there are no requirenents
for the transport network to be IPv6, an operational |Pv6
connectivity service can be deployed with appropriate existing
tunnel i ng mechanisms in the | Pvd-only transport network. Hence, a
service provider may choose to enforce | Pv6-only PDN and address
assignment for their own subscribers in their Home Networks (see
Figure 1). This is feasible for the newer MNs when the nobile
network is able to provide | Pv6-only PDN support and | Pv6-1Pv4
interworking for Internet access. For the existing M\s, however, the
provider still needs to be able to support |Pv4-only PDP/ PDN
connectivity.

M gration of applications to IPv6 in MNs with | Pv6-only PDN
connectivity brings challenges. The applications and services

of fered by the provider obviously need to be |Pv6-capable. However,
an MN may host other applications, which also need to be |IPv6-capabl e
in IPv6-only deployments. This can be a "long-tail"” phenonenon
however, when a few prom nent applications start offering |IPv6, there
can be a strong incentive to provide application-layer (e.g., socket
interface) upgrades to IPv6. Al so, some |Pv4-only applications may
be able to make use of alternative access such as WFi when
available. A related challenge in the mgration of applications is
the use of IPv4 literals in application |ayer protocols (such as
XMPP) or content (as in HTML or XM.). Some Internet applications
expect their clients to supply I Pv4 addresses as literals, and this

will not be possible with I Pv6-only depl oynents. Sonme of these
experiences and the rel ated considerations in deploying an | Pv6-only
network are docunmented in [ARKKO V6]. In sunmary, mgration of

applications to | Pv6 needs to be done, and such a migration is not
expected to be uniformacross all subsets of existing applications.

Voi ce over LTE (VOLTE) al so brings sone unique chall enges. The
signaling for voice is generally expected to be available for free
while the actual voice call itself is typically charged on its
duration. Such a separation of signaling and the payload is unique
to voice, whereas an Internet connection is accounted w thout
specifically considering application signaling and payl oad traffic.
This nodel is expected to be supported even during roam ng
Furthernmore, providers and users generally require voice service
regardl ess of roam ng, whereas Internet usage is subject to

subscri ber preferences and roam ng agreenents. This requirenment to
ubi qui tously support voice service while providing the flexibility
for Internet usage exacerbates the addressing problem and nay hasten
provi si oning of VOLTE using the |IPv6-only PDN

As seen earlier, roamng is unique to mobile networks, and it

i ntroduces new chal |l enges. Service providers can control their own
networ k design but not their peers’ networks, which they rely on for
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roam ng. Users expect uniformty in experience even when they are
roam ng. This inposes a constraint on providers interested in

| Pv6-only depl oynents to al so support |Pv4 addressing when their own
(out bound) subscribers roamto networks that do not offer IPv6. For
i nstance, when an LTE depl oynent is IPv6-only, a roaned 3G network
may not offer | Pv6 PDN connectivity. Since a PDN connection involves
the radi o base station, the ANG and the MNG (see Figure 1), it would
not be possible to enable | Pv6 PDN connectivity w thout roaned
network support. These considerations also apply when the visited
network is used for offering services such as VOLTE in the so-called
Local Breakout nodel; the roamng M\N's capability as well as the
roamed network capability to support VOLTE using |Pv6 determ ne

whet her fallback to | Pv4 would be necessary. Simlarly, there are

i nbound roamers to an | Pv6-ready provider network whose MNs are not
capabl e of I Pv6. The IPv6-ready provider network has to be able to
support | Pv4 PDN connectivity for such inbound roamers. There are
encour agi ng signs that the existing depl oyed network nodes in the
3GPP architecture already provide support for |IPv6 PDP context. It
woul d be necessary to scale this support for a (very) |arge nunber of
nobil e users and offer it as a ubiquitous service that can be
accounted for.

In summary, |Pv6-only depl oynments shoul d be encouraged al ongsi de the
dual - stack nodel, which is the recommended | ETF approach. This is
relatively straightforward for an operator’s own servi ces and
applications, provisioned through an appropriate APN and the
correspondi ng | Pv6-only PDP or EPS bearer. Sone providers nay

consi der | Pv6-only depl oynent for Internet access as well, and this
woul d require 1 Pv6-1Pv4 interworking. Wen the IPv6-1Pv4 translation
nmechani sns are used in | Pv6-only deploynents, the protocols and the
associ ated considerations specified in [ RFC6146] and [ RFC6145] apply.
Finally, such |IPv6-only depl oynments can be phased-in for newer nobile
nodes, while the existing ones continue to demand | Pv4-only
connectivity.

Roam ng is inportant in nobile networks, and roam ng introduces
diversity in network deployments. Until |IPv6 connectivity is
available in all nobile networks, |Pv6-only nobile network

depl oyments need to be prepared to support |Pv4 connectivity (and
NAT44) for their own outbound roam ng users as well as for inbound
roam ng users. However, by taking the initiative to introduce |Pv6-
only for the newer MNs, the nobile networks can significantly reduce
the demand for private |Pv4 addresses.
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3.4. Fixed-Mbile Convergence

Many service providers have both fixed broadband and nobil e networks.
Access networks are generally disparate, with some conmon
characteristics but with enough differences to make it challenging to

achi eve "convergence". For instance, roaning is not a consideration
in fixed access networks. An All-I1P nobile network service provider
is required to provide voice service, whereas this is not required
for a fixed network provider. A "link" in fixed networks is
general |y capable of carrying IPv6 and 1 Pv4 traffic, whereas not al
nobi | e networks have "links" (i.e., PDP/PDN connections) capabl e of
supporting IPv6 and |1 Pv4. Indeed, roanm ng nakes this probl em worse

when a portion of the link (i.e., the Hone Network in Figure 1) is
capabl e of supporting IPv6 and the other portion of the link (i.e.
the Visited Network in Figure 1) is not. Such architectura

di fferences, as well as policy and business nodel differences nake
conver gence chal |l engi ng.

Nevert hel ess, within the sane provider’s space, sonme conmon

consi derations nay apply. For instance, |Pv4 address nanagenent is a
common concern for both of the access networks. This inplies that
the sane mechani sms di scussed earlier, i.e., delaying | Pv4d address
exhaustion and introducing |Pv6 in operational networks, apply for
the converged networks as well. However, the exact sol utions

depl oyed for each access network can vary for a variety of reasons,
such as:

o Tunneling of private |IPv4 packets within IPv6 is feasible in fixed
net wor ks where the endpoint is often a cable or DSL nodem This
is not the case in nobile networks where the endpoint is an MN
itself.

o Encapsul ati on-based nechani sns such as 6rd [ RFC5969] are usefu
where the operator is unable to provide native or direct |Pv6
connectivity and a residential gateway can become a tunne
endpoint for providing this service. In nobile networks, the
operator could provide IPv6 connectivity using the existing nobile
networ k tunneling mechani snms wi t hout introducing an additiona
 ayer of tunneling.

o A mobile network provider may have Application Servers (e.g., an
emai| server) inits network that require unique private |Pv4
addresses for MN identification, whereas a fixed network provider
may not have such a requirenment or the service itself.

These exanples illustrate that the actual solutions used in an access

network are largely determned by the requirements specific to that
access network. Neverthel ess, sone sharing between an access and
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core network may be possi bl e depending on the nature of the

requi renment and the functionality itself. For exanple, when a fixed
networ k does not require a subscriber-aware feature such as NAT, the
functionality may be provided at a core router while the nobile
access network continues to provide the NAT functionality at the
nobil e gateway. |f a provider chooses to offer common subscri ber
managenent at the MNG for both fixed and wirel ess networks, the MG
itself becomes a convergence node that needs to support the
applicable transition nechanisns for both fixed and wirel ess access
net wor ks.

D fferent access networks of a provider are nore likely to share a
conmon core network. Hence, conmmon sol utions can be nore easily
applied in the core network. For instance, configured tunnels or
MPLS VPNs from the gateways from both nobile and fixed networks can
be used to carry traffic to the core routers until the entire core
network is |IPv6-enabl ed.

There can al so be considerations due to the use of NAT in access
networks. Solutions such as Fento Networks rely on a fixed Internet
connection being available for the Fento Base Station to conmunicate
with its peer on the nobile network, typically via an | Psec tunnel
VWhen the Fento Base Station needs to use a private |IPv4 address, the
nobi |l e network access through the Fento Base Station will be subject
to NAT policy adm nistration including periodic cleanup and purge of
NAT state. Such policies affect the usability of the Femto Network
and have inplications to the nobile network provider. Using |IPv6 for
the Fento (or any other access technology) could alleviate some of
these concerns if the I Pv6 conmmuni cation coul d bypass the NAT.

In summary, there is interest in Fixed-Mbile Convergence, at |east
among sonme providers. Wiile there are benefits to harnonizing the
network as much as possible, there are al so idiosyncrasies of

di sparate access networks that influence the convergence. Perhaps
greater harnoni zation is feasible at the higher service |ayers, e.g.
interns of offering unified user experience for services and
applications. Sone harnoni zation of functions across access networks
into the core network may be feasible. A provider's core network
appears to be the place where nost convergence is feasible.

4. Sunmmary and Concl usi on
| Pv6 depl oynent in nobile networks is crucial for the Mbile
Internet. In this docunent, we discussed the considerations in

depl oying I Pv6 in nmobile networks. W sunmarize the discussion in
the foll ow ng:
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| Pv4 address exhaustion and its inplications to nobile networks:
As nobile service providers begin to deploy |IPv6, conserving their
avail abl e I Pv4 pool inplies the need for network address
translation in nobile networks. At the sane tine, providers can
make use of the 3GPP architecture constructs such as APN and PDN
connectivity to introduce I Pv6 wthout affecting the predom nantly
| Pv4 Internet access. The |IETF dual -stack nodel [RFC4213] can be
applied to the nobile networks readily.

The pl acenent of NAT functionality in nmobile networks: Both the
centralized and distributed nodels of private | Pv4 address poo
managenent have their relative nerits. By enabling each MNGto
nmanage its own NET10 pool, the distributed nodel achieves reuse of
the avail able private | Pv4 pool and avoids the probl ens associ at ed
with the non-unique private | Pv4d addresses for the M\s wi t hout
addi ti onal protocol nechanisns. The distributed nodel also
augnents the "subscriber nmanagement” functions at an MNG such as
readi |y enabling NAT session correlation with the rest of the
subscri ber session state. On the other hand, existing deploynents
that have used the centralized | P address managenent can continue
their legacy architecture by placing the NAT at a compn node.

The centralized nodel al so achieves private | Pv4 address reuse but
needs additional protocol extensions to differentiate overl apping
addresses at the commopn NAT as well as to integrate with policy
and billing infrastructure.

| Pv6-only nobil e network depl oynents: This depl oyment nodel is
feasible in the LTE architecture for an operator’s own services
and applications. The existing MNs still expect |Pv4 address
assignment. Furthernore, roam ng, which is unique to nobile
networ ks, requires that a provider support |Pv4 connectivity when
its (outbound) users roaminto a nmobile network that is not |Pv6-
enabled. Simlarly, a provider needs to support |Pv4 connectivity
for (inbound) users whose MNs are not |Pv6-capable. The |Pv6-I1Pv4
interworking is necessary for IPv6-only MNs to access the |IPv4

I nternet.

Fi xed- Mobi | e Convergence: The exanpl es discussed illustrate the
differences in the requirenents of fixed and nobil e networks.
VWi | e sone harnoni zati on of functions may be possible across the
access networks, the service provider’s core network is perhaps
better-suited for converged network architecture. Simlar gains
in convergence are feasible in the service and application |ayers.
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5.

Security Considerations
Thi s docunent does not introduce any new security vulnerabilities.
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