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Abst ract

Each Protocol |ndependent Multicast - Sparse Mode (PIMSM router in
a Pl M domain that supports Any Source Milticast (ASM naintains
Group-to-RP mappings that are used to identify a Rendezvous Poi nt

(RP) for a specific nulticast group. PIMSM has defined an al gorithm
to choose a RP fromthe G oup-to-RP mappi ngs | earned using various
mechani sns. This al gorithm does not consider the PIM npode and the
mechani sm t hrough which a G oup-to-RP mappi ng was | ear ned.

Thi s docunent defines a standard algorithmto deterministically
choose between several G oup-to-RP mappings for a specific group.
Thi s docunent first explains the requirenents to extend the G oup-to-
RP mappi ng al gorithm and then proposes the new al gorithm

Status of This Meno

This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6226.
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1. Introduction

Mul tipl e mechani snms exist today to create and distribute G oup-to-RP
mappi ngs. Each PIMSMrouter may | earn G oup-to-RP nmappings through
various nmechani sns, as described in Section 4.

It is critical that each router select the sane 'RP' for a specific
mul ticast group address; otherw se, full multicast connectivity wll
not be established. This is true even when using an Anycast RP to
provi de redundancy. This RP address may correspond to a different
physical router, but it is one |ogical RP address and nust be

consi stent across the PIMdomain. This is usually achieved by using
the sane algorithmto select the RPin all the PIMrouters in a
domai n.
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Pl M SM [ RFC4601] has defined an algorithmto select a 'RP for a
given multicast group address, but it is not flexible enough for an
administrator to apply various policies. Please refer to Section 3
for nore details.

The PI M STD-M B [ RFC5060] includes a nunber of objects to allow an
adm nistrator to set the precedence for G oup-to-RP mappings that are
| earned statically or dynamically and stored in the

" pi MG oupMappi ngTabl e’ .  The Managenent |nformation Base (M B) nodul e
al so defines an algorithmthat can be applied to the data contai ned
in the ’pinoupMappi ngTabl e’ to determ ne G oup-to-RP mappi ngs.
However, this algorithmis not conpletely deternministic, because it

i ncludes an inplenmentation-specific 'precedence’ val ue.

Net wor k managenent stations will be able to deduce which RPs will be

sel ected by applying the algorithmfromthis docunent to the list of

G oup-to-RP mappings fromthe ’pinaroupMappi ngTable’. The al gorithm
provides MB visibility into how routers will apply G oup-to-RP

mappi ngs and al so fi xes the inconsistency introduced by the way that

different vendors inplenent the selection of the G oup-to-RP mappi ngs
to create nmulticast forwarding state.

Enbedded- RP, as defined in Section 7.1 of "Enbeddi ng the Rendezvous

Point (RP) Address in an IPv6 Milticast Address" [RRFC3956], specifies

the following: "To avoid | oops and inconsistencies, for addresses in

the range ff70::/12, the Enbedded- RP nappi ng MJUST be consi dered the

| ongest possible match and higher priority than any other mechani sni
2. Term nol ogy

The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].
Thi s docunent al so uses the follow ng termns:
o PIM Mde
Pl M Mode is the node of operation for which a particular nulticast
group is used. Wierever this termis used in this document, it
refers to either Sparse Mdde or Bidirectional (BID R) Mde.
o Dynami ¢ G oup-to-RP Mappi ng Mechani sns

The term "dynam ¢ G oup-to-RP nmappi hg nechani sns" in this docunent
refers to Bootstrap Router (BSR) [ RFC5059] and Auto- RP.
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3.

o Dynanic Mappi ngs and Dynanically Learned Mappi ngs

The termnms "dynam ¢ nmappi ngs" and "dynamically | earned mappi ngs"
refer to Goup-to-RP mappi ngs that have been | earned by either BSR
or Auto-RP. G oup-to-RP mappings that have been | earned by
Enbedded-RP are referred to as Enbedded G oup-to-RP nappings.

o Filtering

Filtering is the selective discarding of dynam c G oup-to-RP
mappi ng i nformati on, based on the group address, the type of
Group-to-RP mappi ng nessage, and the interface on which the
nmappi ng nessage was received.

o Milticast Domai n and Boundari es

The term"multicast domain" used in this docunent refers to a
networ k topol ogy that has a consistent set of G oup-to-RP

mappi ngs. The interface between two or nore nulticast domains is
a multicast domai n boundary. The multicast boundaries are usually
enforced by filtering the dynam ¢ mappi ng nessages and/ or
configuring different static RP mappings.

Exi sting Al gorithm

The existing algorithmdefined in PIMSM (Section 4.7.1 of [RFC4601])
does not consider the follow ng constraints:

o It does not consider the origin of a Goup-to-RP mappi ng and
therefore will treat all of themequally.

o It does not provide the flexibility to give higher priority to a
specific PIMnmode. For exanple, an entry learned for the PIM
BIDIR Mode is treated with the sane priority as an entry | earned
for PIM SM

The al gorithm defined in this docunment updates the al gorithm defined
in PIMSM (Section 4.7.1 of [RFC4601]). The new algorithmis

backward compatible and will produce the sanme result only if the
Group-to-RP mappings are | earned froma single mapping source. The
full benefits of the new algorithmw Il not be realized until it is

wi del y depl oyed.
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4. Assunptions

Ve

o

have made the foll owi ng assunptions in defining this algorithm

A Group-to-RP mappi ng can be | earned from various nechani sns. W
assune that the following list is ordered by decreasing preference
for these mechani smns:

*  Enbedded G oup-to-RP nappi ngs
* Dynamcally | earned mappi ngs
* Static configuration

* Ot her mappi ng nethod

Enbedded G oup-to-RP mappi ngs are special and al ways have the
hi ghest priority. They cannot be overridden by static
configuration or by dynam c G oup-to-RP mappi ngs.

Dynam ¢ mappings will override a static RP configuration if they
have overl appi ng ranges. However, it is possible to override
dynam ¢ Group-to-RP mappings with static configurations, either by
filtering, or by configuring |onger static group addresses that
overri de dynam c nmappi ngs when | ongest prefix matching is applied.

A Goup-to-RP mapping |l earned for PIMBIDIR Mode is preferred to
an entry learned for PIM SM Mbde as stipulated in Section 3.3 of
[ RFC5059] .

Dynam ¢ Group-to-RP mappi ng nechanisns are filtered at donmain
boundaries or for policy enforcenent inside a domain.

5. Common Use Cases

A network operator deploying IP Miulticast will require a
determ nistic way to select the precedence for G oup-to-RP nappi ngs

in

(0]

Joshi ,

the follow ng use cases:

Default static G oup-to-RP mappings with dynamcally | earned
entries

Many network operators will have a dedicated infrastructure for
the standard nulticast group range (224/4) and so night be using
statically configured G oup-to-RP nmappings for this range. In

this case, to support sone specific applications, they m ght want
to | earn G oup-to-RP mappings dynam cally using either the BSR or
Aut o- RP nechanism |In this case, to select G oup-to-RP mappi ngs
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for these specific applications, a |onger prefix match should be
gi ven preference over statically configured G oup-to-RP mappi ngs.
For exanple, 239.100.0.0/16, an adninistratively scoped multicast
address range, could be learned for a corporate comunications
application. Network operators may change the G oup-to-RP

mappi ngs for these applications nore often, and the nappi ngs woul d
need to be | earned dynamcally. This is not an issue for |Pv6
Mul ti cast address ranges.

o Magration situations

Net wor k operators occasionally go through a mgration due to an
acquisition or a change in their network design. |In order to
facilitate this migration, there is a need to have a determnistic
behavi or of G oup-to-RP mapping selection for entries |earned

usi ng the BSR and Auto-RP nechanisns. This will help in avoiding
any unforeseen interoperability issues between different vendors’
networ k el enents.

o Use by managenent systens

A networ k managenent station can determine the RP for a specific
group in a specific router by running this algorithmon the G oup-
to-RP mappi ng table fetched using MB objects.

6. Proposed Al gorithm

The followi ng al gorithmdetermnistically chooses between sever al
Group-to-RP mappings for a specific group. It also addresses the
above-nmenti oned shortcom ngs in the existing mechani sm

1. If the multicast group address being | ooked up contains an
embedded RP, the RP address extracted fromthe group address is
sel ected as the G oup-to-RP mapping.

2. If the nmulticast group address being | ooked up is in the Source
Specific Miulticast (SSM range or is configured for Dense Mode,
no Group-to-RP mapping is selected, and this algorithm
terminates. The fact that no G oup-to-RP mappi ng has been
sel ected can be represented in the PIM STD-M B nodul e [ RFC5060]
by setting the address type of the RP to 'unknown’, as descri bed
in Section 8.

3. Fromthe set of all G oup-to-RP nmapping entries, the subset

whose group prefix contains the nulticast group that is being
| ooked up is sel ected.
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4.
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If there are no entries available, then the G oup-to-RP nmapping
i s undefined, and this algorithmterm nates.

A longest prefix match is perfornmed on the subset of G oup-to-RP
mappi ngs.

* |f there is only one entry available, then that entry is
sel ected as the G oup-to-RP mappi ng.

* |f there are multiple entries available, the algorithm
continues with this smaller set of G oup-to-RP mappings.

Fromthe remaining set of Group-to-RP mappings, we select the
subset of entries based on the preference for the PIM nodes to
whi ch the multicast group addresses are assigned. A Goup-to-RP
mappi ng entry with PIM Mbde 'BIDIR will be preferred to an
entry with PIM Mdde ' PIM SM .

* |f there is only one entry available, then that entry is
sel ected as the G oup-to-RP mappi ng.

* |f there are multiple entries available, the algorithm
continues with this smaller set of G oup-to-RP mappings.

Fromthe remaining set of Group-to-RP mappings, we select the
subset of the entries based on the origin. Goup-to-RP mappi ngs
| earned dynamically are preferred over static mappings. |If the
remai ni ng dynam ¢ G oup-to-RP mappi ngs are from BSR and Aut o- RP,
then the mappings fromBSR are preferred.

* |f there is only one entry available, then that entry is
sel ected as the G oup-to-RP mappi ng.

* |f there are multiple entries available, the algorithm
continues with this smaller set of G oup-to-RP mappings.

If the remaining Group-to-RP nappi ngs were | earned through BSR,
then the RP will be selected by conparing the RP Priority val ues
i n the Candi dat e- RP- Adverti senment nessages. The RP mapping with
the | owest value indicates the highest priority [RFC5059].

* |f nore than one RP has the sanme highest priority (i.e., the
sanme | owest value), the algorithmcontinues with those G oup-
t o- RP mappi ngs.

* |f the remaining Goup-to-RP nmappi ngs were NOT | earned from
BSR, the algorithmcontinues with the next step.
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9. I f the remaining Group-to-RP nappi ngs were | earned through BSR
and the PIM Mode of the group is "PIMSM, then the hash
function as defined in Section 4.7.2 of [RFC4601] will be used
to choose the RP. The RP with the highest resulting hash val ue
will be selected. Please see Section 10 for consideration of
hash for BID R PI M and BSR

* |f nore than one RP has the same hi ghest hash val ue, the
al gorithm continues with those G oup-to-RP nappings.

* |f the remaining Goup-to-RP mappi ngs were NOT | earned from
BSR, the algorithmcontinues with the next step.

10. Fromthe renmnining set of G oup-to-RP nappings, the RP with the
hi ghest I P address (nunerically greater) will be selected. This
will serve as a final tiebreaker.

7. Interpretation of MB hjects

As described in [ RFC5060], the Group-to-RP mapping information is
summari zed in the pi maoupMappi ngTabl e. The precedence value is
stored in the ' pi nz oupMappi ngPrecedence’ object, which covers both
the dynam cally | earned G oup-to-RP mapping information and the
static configuration. For static configurations, the

" pi mM& oupMappi ngPrecedence’ object uses the val ue of the

" pi nBt ati cRPPrecedence’ object fromthe pinStati cRPTabl e.

The al gorithm defined in this document does not use the concept of
precedence, and therefore the values configured in the

" pi mM& oupMappi ngPrecedence’ and ' pi nBt ati cRPPrecedence’ objects in
the PIM STD-M B nodul e [ RFC5060] are not applicable to the new
algorithm The objects still retain their neaning for 'l egacy’

i mpl ement ati ons, but since the algorithmdefined in this docunent is
to be used in preference to those found in PIM SM [ RFC4601] and the
Pl M STD-M B [ RFC5060], the val ues of these objects will be ignored on
i npl enentati ons that support the new al gorithm

8. Cdarification for MB hjects

An i mpl enentation of this specification can continue to be managed
using the PIM STD-M B [ RFC5060]. Group-to-RP mapping entries are
created in the pinGoupMappi ngTable for group ranges that are SSM or
Dense node. In these cases, the pinG oupMappi ngRPAddr essType obj ect
is set to unknown(0), and the PIM Mdde in the pinmG oupMappi ngPi mvbde
object is set to either ssm2) or dm5) to reflect the type of the
group range.
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Also, all the entries that are already included in the SSM Range
table in the IP Miulticast MB [RFC5132] are copied to the

pi mGr oupMappi ngTabl e.  Such entries have their type in the

pi Nz oupMappi ngOrigin object set to configSsm(3) and the RP address
type in the pi m&oupMappi ngRPAddr essType obj ect set to unknown(0), as
descri bed above.

9. Use of Dynanic G oup-to-RP Mappi ng Protocols

It is not usually necessary to run several dynam c G oup-to-RP
mappi ng nechani snms i n one adm ni strative domain. Specifically,
i nteroperation of BSR and Auto-RP is OPTI ONAL.

However, if a router does receive two overl apping sets of G oup-to-RP
mappi ngs, for exanple from Auto-RP and BSR, then some algorithmis
needed to determnistically resolve the situation. The algorithmin
this document MJST be used on all routers in the domain. This can be
i nportant at domain border routers, and is likely to avoid conflicts
caused by m sconfiguration (when routers receive overl appi ng sets of
Group-to- RP mappi ngs) and when configuration is changing.

An i mpl enentation of PIMthat supports only one mechani sm for

| ear ni ng G oup-to-RP mappi ngs MJUST al so use this algorithm The

al gorithm has been chosen so that existing standard inpl enmentations
are already conpliant.

10. Considerations for Bidirectional -PIMand BSR Hash

Bl DI R-PI M [ RFC5015] is designed to avoid any data-driven events.
This is especially true in the case of a source-only branch. The RP
mappi ng i s determ ned based on a group nask when the mapping is
recei ved through a dynam ¢ mapping protocol or statically configured.

Therefore, based on the algorithmdefined in this document, the hash
in BSRis ignored for PIMBID R RP mappings. It is RECOMVENDED t hat
network operators configure only one PIMBIDIR RP for each RP
Priority.

11. Filtering G oup-to-RP Mappings at Donai n Boundari es

An i mpl enentati on of PI M SHOULD support configuration to filter
speci fic dynam c nechanisns for a valid group prefix range. For
exanple, it should be possible to allow an adm nistratively scoped
address range, such as 239/8, for the Auto-RP protocol, but to filter
out the BSR advertisenent for the same range. Sinilarly, it should
be possible to filter out all G oup-to-RP mappings | earned from BSR
or the Auto-RP protocol.
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12.

13.

14.

Security Considerations

Thi s docunent enhances an existing algorithmto determnistically
choose between several G oup-to-RP mappings for a specific group.
Different routers may select a different G oup-to-RP mapping for the
sanme group if the Group-to-RP nappings learned in these routers are
not consistent. For exanple, let us assune that BSR is not enabled
in one of the routers, and so it does not learn any G oup-to-RP
mappi ngs from BSR.  Now the G oup-to-RP nappings learned in this
router may not be consistent with other routers in the network; it
may select a different RP or may not select any RP for a given group.
Such situations can be avoided if the nechanisns used to | earn G oup-
to- RP mappi ngs are secure and consi stent across the network. Secure
transport of the mapping protocols can be acconplished by using

aut hentication with I Psec, as described in Section 6.3 of [RFC4601].
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