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The Internet continues to grow beyond the capabilities of IPv4. An
expansion in the address space is clearly required. Wth its

i ncrease in the nunber of available prefixes and addresses in a
subnet, and inprovenents in address managenent, IPv6 is the only rea
option on the table. Yet, |Pv6 deploynent requires sone effort,
resources, and expertise. The availability of nany different

depl oyment nodels is one reason why expertise is required. This
docunent discusses the | Pv6 depl oyment nodel s and migration tools,
and it recommends ones that have been found to work well in
operational networks in many common situations.
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1. Introduction

The Internet continues to grow beyond the capabilities of IPv4. The
trenmendous success of the Internet has strained the | Pv4 address
space, which is no |onger sufficient to fuel future growmh. At the
time of this witing, August 2010, the I ANA "free pool" contains only
14 unal l ocated unicast IPv4 /8 prefixes. Credible estinates based on
past behavi or suggest that the Regional Internet Registries (R Rs)

wi || exhaust their renmaining address space by early 2012, apart from
the devel opnent of a market in |IPv4 address space. An expansion in
the address space is clearly required. Wth its increase in the
nunber of avail able prefixes and addresses in a subnet, and

i mprovenents in address managenent, IPv6 is the only real option on
the table.

John Curran, in "An Internet Transition Plan" [RFC5211], gives
estimated dates for significant points in the transition; while the
tail of the process will likely be long, it is clear that depl oynent
is a present reality and requirenent.

Accordi ngly, nmany organi zati ons have enpl oyed or are planning to
enploy IPv6 in their networks. Yet, |Pv6 deployment requires sone
effort, resources, and expertise. This is largely a natural part of
mai nt ai ni ng and evol ving a network: changing requirenents are taken
into account in normal planning, procurenent, and update cycles.
Very | arge networks have successfully adopted | Pv6 al ongsi de | Pv4,
with surprisingly little effort.

However, in order to successfully make this transition, some anopunt
of new expertise is required. Different types of experience will be
requi red: basic understanding of | Pv6 nechani sns, debuggi ng tools,
product capabilities and caveats when used with | Pv6, and so on. The
avail ability of many different | Pv6 depl oynent nodels and tools is an
addi ti onal reason why expertise is required. These nodels and tools
have been devel oped over the years at the I ETF, some for specific
circunst ances and others for nore general use. They differ greatly
in their principles of operation. Over tinme, views about the best
ways to enploy the tools have evolved. G ven the nunber of options,
networ k managers are understandably confused. They need gui dance on
recommended approaches to | Pv6 depl oynment.

The rest of this docunment is organized as follows. Section 2

i ntroduces sone term nol ogy, Section 3 discusses sone of the genera
princi pl es behi nd choosing particul ar depl oynent nodels and tools,
Section 4 goes through the recomrended depl oynment nodels for comon
situations, and Section 5 provides some concludi ng remarks about the
choi ce between these nodels.
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Many networks can foll ow one of the four scenarios described in this
document. However, variations will certainly occur in the details,
and there will be questions, such as the particul ar choice of
tunneling solution, for which there is no "one size fits all" answer.
Net wor k managers nust each take the responsibility of choosing the
best solution for their own case. This docunent does not attenpt to
provi de guidance for all possible networking situations. Also, a
systematic operational plan for the transition is required, but the
detail s depend entirely on the individual network.

2. Term nol ogy
In this docunent, the following terns are used.

| Pv4/ 1 Pv4 NAT: refers to any |Pv4-to-1Pv4 network address
translation algorithm both "Basic NAT" and "Network Address/ Port
Transl ator (NAPT)", as defined by [ RFC2663].

Dual Stack: refers to a technique for providing conplete support for
both Internet protocols -- IPv4 and IPv6 -- in hosts and routers
[ RFC4213].

Dual Stack Lite: also called "DS-Lite", refers to a technique that
enpl oys tunneling and | Pv4/ 1 Pv4d NAT to provide |IPv4 connectivity
over | Pv6 networks [DS-lite].

| Pv4-only domain: as defined in [ RFC6144], a routing domain in which
applications can only use I Pv4d to comruni cate, whether due to host
[imtations, application limtations, or network limtations.

| Pv6-only donmain: as defined in [RFC6144], a routing donmain in which
applications can only use I Pv6 to comruni cate, whether due to host
limtations, application limtations, or network limitations.

NAT-PT: refers to a specific, old design of a Network Address
Translator - Protocol Translator defined in [ RFC2766] and
deprecated due to the reasons stated in [ RFC4966] .

3. Principles

The primary goal is to facilitate the continued growh of the
net wor ki ng i ndustry and depl oynment of Internet technol ogy at
relatively | ow capital and operational expense w thout destabilizing
depl oyed servi ces or degradi ng custoner experience. This is at risk
with I Pv4 due to the address runout; economnics teaches us that a
finite resource, when stressed, beconmes expensive, either in the
actual cost of the resource or in the conplexity of the technol ogy
and processes required to manage it. It is also at risk while both
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| Pv4 and I Pv6 are deployed in parallel, as it costs nore to run two
technol ogi es than one. To this end, since IPv4d clearly will not
scale to neet our insatiable requirenments, the prinmary technica

goal s are the gl obal deployment of IPv6 both in the network, inits
service infrastructure, and by applications, resulting in the end of
the requirenent to deploy two I P versions and the obsol escence of
transitional nechanisns. Tenporary goals in support of this focus on
enabling parts of the Internet to enploy |IPv6 and disable | Pv4 before
the entire Internet has done so.

3.1. Coals

The end goal is network-wi de native | Pv6 deploynent, resulting in the
obsol escence of transitional mechani snms based on encapsul ation
tunnel s, or translation, and also resulting in the obsol escence of

| Pv4. Transition mechanisns, taken as a class, are a nmeans to an
end, to sinmplify the process for the network adm nistration

However, the goals, constraints, and opportunities for |Pv6

depl oyment differ fromone case to another. There is no single right
nodel for | Pv6 deploynent, just like there is no one and only nodel
for 1Pv4 network design. Some guidelines can be given, however.
Conmmon depl oyment nodel s that have been found to work well are

di scussed in Section 4, and the small set of standardized | ETF
mgration tools support these nodels. But first it nay be useful to
di scuss sone general principles that guide our thinking about what is
a good depl oynment nodel .

It is inportant to start the deployment process in a tinely nmanner
Most of the effort is practical -- network audit, network conponent
choi ces, network nanagenent, planning, inplenmentation -- and at the
time of this witing, reasonably easily achievable. There is no
particul ar advantage to avoiding dealing with |Pv6 as part of the
normal network planning cycle. The mgration tools already exist,
and whil e additional features continue to be developed, it is not
expected that they radically change what networks have to do. In
ot her words, there is no point in waiting for an inproved design

There are only a few exceptional networks where coexi stence with | Pv4
is not a consideration at all. These networks are typically new

depl oynments, strictly controlled by a central authority, and have no
need to deal with | egacy devices. For exanple, specialized nachine-
to-machi ne networks that communicate only to designated servers, such
as Smart Gids, can easily be deployed as | Pv6-only networks. Mobile
t el ephone network operators, especially those using 3GPP (Third
CGeneration Partnership Project), have seriously considered |Pv6-only
operation, and sone have deployed it. Research networks that can be
separated fromthe IPv4 Internet to find out what happens are also a
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candi date. In nost other networks, |IPv4 has to be considered. A
typical requirenment is that older, |IPv4-only applications, systens,
or services must be accommpdated. Mst networks that cross

adm ni strative boundaries or all ow end-user equi pnent have such
requi rements. Even in situations where the network consists of only
new, | Pv6-capable devices, it is typically required that the devices
be able to communicate with the I Pv4 Internet.

It is expected that after a period of supporting both |IPv4d and | Pv6,

| Pv4 can eventually be turned off. This should happen gradually.

For instance, a service provider network mght stop providing |Pv4
service within its own network, while still allowing its |IPv6
custonmers to access the rest of the IPv4 Internet through overl ay,
proxy, or translation services. Regardless of progress in supporting
IPv6, it is widely expected that some | egacy applications and some
networks will continue to run only over |Pv4 for many years. Al

depl oyment scenarios need to deal with this situation

3.2. Choosing a Depl oynent Mde

The first requirement is that the nodel or tool actually allow
conmuni cations to flow and services to appropriately be delivered to
customers w t hout perceived degradation. Wile this sounds too
obvious to even state, it is sonmetines not easy to ensure that a
proposed nodel does not have failure nodes related to supporting

ol der devices, for instance. A network that is not serving all of
its users is not fulfilling its task.

The ability to conmunicate is far nore inportant than fine-grained
performance differences. 1In general, it is not productive to focus
on the optimzation of a design that is intended to be tenporary,
such as a migration solution necessarily is. Consequently, existing
tools are often preferred over new ones, even if for sonme specific
circunmstance it would be possible to construct a slightly nore
efficient design.

Simlarly, mgration tools that can be disposed after a period of co-
exi stence are preferred over tools that require nore permanent
changes. Such permanent changes may incur costs even after the
transition to I Pv6 has been conpl et ed.

Looki ng back on the depl oynent of Internet technol ogy, sone of the
factors, as described in [RFC5218] and [ Baker. Shanghai], that have
been i nmportant for success include:

o The ability to offer a valuable service. |In the case of the
Internet, connectivity has been this service.
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o The ability to deploy the solution in an increnental fashion

o Sinplicity. This has been a key factor in naking it possible for
all types of devices to support the Internet protocols.

o0 Openly available inplenentations. These nmake it easier for
researchers, start-ups, and others to build on or inprove existing
conponent s.

o The ability to scale. The IPv4 Internet grew far larger than its
original designers had anticipated, and scaling limts only becane
apparent 20-30 years later.

o The design supports robust interoperability rather than nere
correctness. This is inportant in order to ensure that the
solution works in different circunstances and in an inperfectly
control | ed worl d.

Simlar factors are al so i nportant when choosing I Pv6 mgration
tools. Success factors should be evaluated in the context of a

m gration solution. For instance, incremental deployability and | ack
of dependencies to components that are under someone else’s contro
are key factors.

It is also essential that any chosen designs allow the network to be
mai nt ai ned, serviced, diagnosed, and neasured. The ability of the
network to operate under many different circunstances and surprising
conditions is a key. Any large network that enploys brittle
conponents will incur significant support costs.

Properly executed | Pv6 deploynment normally involves a step-wi se
approach where individual functions or parts of the network are
updated at different tines. For instance, |Pv6 connectivity has to
be established and tested before DNS entries with | Pv6 addresses can
be provisioned. O, specific services can be noved to support |Pv6
earlier than others. In general, nost deploynment nodels enploy a
very simlar network architecture for both IPv4 and | Pv6. The
principle of changing only the m ni num anbunt necessary is applied
here. As a result, sonme features of |IPv6, such as the ability to
have an effectively unlimted nunmber of hosts on a subnet, may not be
available in the short term

4. @uidelines for | Pv6 Depl oynent
This section presents a nunber of conmmon scenarios along with
recommended depl oynent tools for them W start fromthe nopst

obvi ous depl oynment situation where native connectivity is avail able
and both IP versions are used. Since native |Pv6 connectivity is not

Arkko & Baker I nf or mati onal [ Page 7]



RFC 6180 | Pv6 Transition Cuidelines May 2011

avail able in all networks, our second scenario | ooks at ways of
arrangi ng such connectivity over the IPv4d Internet. The third
scenario is nore advanced and | ooks at a service provider network
that runs only on IPv6 but that is still capable of providing both
| Pv6 and |1 Pv4 services. The fourth and nbst advanced scenario
focuses on translation, at the application or the network | ayer.

Note that there are many ot her possibl e depl oynent nodel s and

exi sting specifications to support such nodels. These other nodels
are not necessarily frowned upon. However, they are not expected to
be the mai nstream depl oyment nodel s, and consequently, the associated
specifications are typically not |IETF Standards Track RFCs. Network
nmanagers shoul d not adopt these non-nai nstream nodels |ightly,
however, as there is little guarantee that they work well. There are
al so nmodel s that are believed to be problematic. An ol der nodel of

| Pv6-1 Pv4 transl ation (NAT-PT) [RFC2766] suffers from a nunber of
drawbacks arising from for example, its attenpt to capture DNS
gueries on path [RFC4966]. Another exanple regarding the preference
to enploy tunneling instead of double translation will be discussed
later in this document.

4.1. Native Dual Stack

The sinpl est depl oynent nodel is dual stack: one turns on |Pv6

t hroughout one’s existing |Pv4 network and al |l ows applications using
the two protocols to operate as ships in the night. This nodel is
applicable to nost networks -- honme, enterprise, service provider, or
content provider network.

The purpose of this nodel is to support any type of device and
comuni cation, and to make it an end-to-end choice which I P version
is used between the peers. There are mninmal assunptions about the
capabilities and configuration of hosts in these networks. Native
connectivity avoi ds problenms associated with the configuration of
tunnel s and Maxi mum Transm ssion Unit (MIU) settings. As a result,
these networks are robust and reliable. Accordingly, this is the
recommended depl oynent nodel for nobst networks and is supported by
| ETF standards such as dual stack [ RFC4213] and address sel ection
[RFC3484]. Sinmilarly, while there are sonme remai ni ng chal | enges,
this nodel is also preferred by many service providers and network
managers [ RFC6036] [ Pv6-only-experience].

The chal | enges associated with this nodel are twofold. First, while
dual stack allows each individual network to deploy IPv6 on their
own, actual use still requires participation fromall parties between
the peers. For instance, the peer must be reachabl e over |Pv6, have
an | Pv6 address to itself, and advertise such an address in the

rel evant nam ng service (such as the DNS). This can create a
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situation where | Pv6 has been turned on in a network, but there is
l[ittle actual traffic. One direct way to affect this situationis to
ensure that najor destinations of traffic are prepared to receive
IPv6 traffic. Current Internet traffic is highly concentrated on

sel ected content provider networks, and naking a change in even a
smal | nunmber of these networks can have significant effects. This
was recently observed when YouTube started supporting | Pve

[ net wor kwor | d. youtube]. There are scenari os where these neans are
insufficient. The follow ng sections discuss depl oynent nodel s that
enabl e parts of the network to deploy |IPv6 faster than other parts.

The second challenge is that not all applications deal gracefully
with situations where one of the alternative destination addresses
works unreliably. For instance, if IPv6 connectivity is unreliable,
it my take a long tine for some applications to switch over to | Pv4.
As a result, many content providers are shying away from adverti si ng
| Pv6 addresses in DNS. This in turn exacerbates the first chall enge.
Long term the use of nodern application toolkits and APlIs sol ves
this problem In the short term sone content providers and user

net wor k managers have nade a nutual agreenment to resolve names to

| Pv6 addresses. Such agreenents are simlar to peering agreenents
and have been seen as necessary by many content providers. These
"whitelisting" practices have some downsi des as well, however. In
particular, they create a dependency on an external party for noving
traffic to I Pv6. Nevertheless, there are nany types of traffic in
the Internet, and only sonme of it requires such careful coordination
Popul ar peer-to-peer systens can automatically and reliably enpl oy

| Pv6 connectivity where it is available, for instance.

Despite these chal |l enges, the native dual -stack connectivity nodel

remai ns the recomrended approach. It is responsible for a |large part
of the progress on worldwi de | Pv6 depl oynent to date. The | argest

| Pv6 networks -- notably, national research and educati on networks,
Internet 11, RENATER, and others -- enploy this approach

The original intent of dual stack was to depl oy both IP versions

al ongsi de each other before |IPv4 addresses were to run out. As we
know, this never happened and depl oynent now has to take place with
l[imted | Pv4 addresses. Enploying dual stack together with a
traditional |1Pv4 address translator (IPv4/1Pv4 NAT) is a very common

configuration. |If the address translator is acceptable for the
network froma pure |Pv4 perspective, this nodel can be reconmended
froma dual -stack perspective as well. The advantage of IPv6 in this

nodel is that it allows direct addressing of specific nodes in the
network, creating a contrast to the translated |Pv4 service, as noted
in [ RFC2993] and [shared-addressing-issues]. As a result, it allows
the construction of |Pv6-based applications that offer nore
functionality.
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There may al so be situations where a traditional |Pv4 address
translator is no longer sufficient. For instance, in typica

resi dential networks, each subscriber is given one global |Pv4d
address, and the subscriber’s | Pv4/1Pv4 NAT device may use this
address with as many devices as it can handle. As |IPv4 address space
becones nore constrained and without substantial nmovement to I Pv6, it
is expected that service providers will be pressured to assign a
single global |1 Pv4 address to nultiple subscribers. Indeed, in sone
depl oyments this is already the case. The dual -stack nodel is stil
appl i cabl e even in these networks, but the |Pv4/lPv4 Network Address
Transition (NAT) functionality may need to be relocated and enhanced.
On some networks it is possible to enploy overl apping private address
space [L2-NAT] [DS-extra-lite]. Oher networks nay require a

conbi nati on of 1Pv4/1Pv4d NAT enhancenents and tunneling. These
scenarios are discussed further in Section 4.3.

4.2. Crossing | Pv4 |Islands

Native | Pv6 connectivity is not always available, but fortunately it
can be established using tunnels. Tunneling introduces sone
additional conplexity. It also increases the probability that the
Path MIU algorithmw Il be used, as nmany inplenmentations derive their
default MIU fromthe Ethernet frane size; ICVWP filtering interacts
poorly with the Path MIU algorithmin [RFC1981]. However, its
benefit is that it decoupl es addressing inside and outside the
tunnel, naking it easy to deploy |Pv6 w thout having to nodify
routers along the path. Tunneling should be used when native
connectivity cannot be established, such as when crossing anot her
adm ni strative domain or a router that cannot be easily reconfigured.

There are several types of tunneling nechanisns, including manually
configured | Pv6-over-1Pv4d tunnel s [ RFC4213], 6to4 [ RFC3056],

aut omati ¢ host-based tunnel s [ RFC4380], tunnel brokers [RFC3053],
running |1 Pv6 over MPLS with I Pv6 Provi der Edge Routers (6PE)

[ RFC4798], the use of Virtual Private Networks (VPNs) or nobility
tunnels to carry both IPv4d and | Pv6 [ RFC4301] [ RFC5454] [ RFC5555]

[ RFC5844], and nmany others. Modre advanced sol utions provide a nmesh-
based framework of tunnels [RFC5565].

On a managed network, there are no major challenges with tunneling
beyond the possible configuration and MU probl ens. Tunneling is
very widely deployed both for I Pv6 connectivity and ot her reasons,
and is well understood. In general, the |IETF recomends that
tunneling be used if it is necessary to cross a segnent of |P version
X when comunicating fromIP version Y to Y. An alternative design
woul d be to enploy protocol translation twice. However, this design
i nvol ves problens simlar to those created by |Pv4 address
translation and is largely untried technology in any |arger scale.
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On an unmanaged network, however, there have been a nunber of

problens. |n general, solutions ainmed at early adopters (such as
6t 04) have at times caused | Pv6 connectivity to appear to be
avai l abl e on a network when in fact there is no connectivity. In

turn, this has lead to the content providers needing to serve |Pv6
results for DNS queries only for trusted peers with known high-
quality connectivity.

The 1 Pv6 Rapi d Depl oyment (6RD) [ RFC5969] approach is a newer version
of the 6to4 tunneling solution wthout the above drawbacks. It

of fers systematic |1 Pv6 tunneling over |IPv4 across an | SP
correspondence between IPv4 and | Pv6 routing, and can be depl oyed
within an ISP without the need to rely on other parties.

4.3. 1Pv6-Only Core Network

An emer gi ng depl oynent nodel uses IPv6 as the dom nant protocol at a
service provider network, and tunnels IPv4 through this network in a
manner converse to the one described in the previous section. There
are several motivations for choosing this depl oyment nodel

o There may not be enough public or private |Pv4 addresses to
support network managenent functions in an end-to-end fashion
wi t hout segnenting the network into snall parts with overl apping
addr ess space.

o |Pv4 address sharing anbng subscribers may invol ve new address
transl ati on nodes within the service provider’s network. 1Pv6 can
be used to reach these nodes. Normal [Pv4 routing is insufficient
for this purpose, as the same addresses woul d be used in severa
parts of the network.

o It may be sinpler for the service provider to enploy a single-
ver si on networKk.

The recomended tool for this nodel is Dual Stack Lite [DS-lite].
Dual Stack Lite both provides relief for |Pv4 address shortage and
nmakes forward progress on | Pv6 depl oynment, by noving service provider
networks and IPv4 traffic over I1Pv6. Gven the |Pv6 connectivity
that Dual Stack Lite runs over, it becomes easy to provide |Pv6
connectivity all the way to the end users as well.

4.4. |1Pv6-Only Depl oynent
Qur final deployment nodel breaks the requirenment that all parties

must upgrade to | Pv6 before any end-to-end communicati ons use | Pv6.
Thi s nodel makes sense when the followi ng conditions are met:
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o There is a fact or requirenent that there be an | Pv4-only domain
and an | Pv6-only domain

o There is a requirement that hosts in the |IPv4-only domain access
servers or peers in the IPv6-only domain and vice versa.

Thi s depl oynent nodel would fit well, for instance, a corporate or
nmobi | e network that offers IPv6-only networking but where users stil
wi sh to access content fromthe IPv4 Internet.

VWhen we say "I Pv4-only" or "lIPv6-only", we mean that the applications
can comuni cate only using IPv4 or IPv6; this m ght be due to I ack of
capabilities in the applications, host stacks, or the network; the
effect is the sanme. The reason to switch to an |Pv6-only network may
be a desire to test such a configuration or to sinmplify the network.
It is expected that as | Pv6 depl oynent progresses, the second reason
wi |l become nore prevalent. One particular reason for considering an
| Pv6-only domain is the effect of overlapping private address space
to applications. This is inportant in networks that have exhausted
both public and private | Pv4d address space and where arrangi ng an

| Pv6-only network is easier than dealing with the overl appi ng address
space in applications.

Note that the existence of an |Pv6-only domain requires that al
devices are indeed | Pv6 capable. |In today' s m xed networking
environnents with | egacy devices, this cannot always be guarant eed.
But, it can be arranged in networks where all devices are controlled
by a central authority. For instance, newy built corporate networks
can ensure that the | atest device versions are in use. Sonme networks
can al so be engineered to support different services over an
under|yi ng network and, as such, can support |Pv6-only networKking
nore easily. For instance, a cellular network nay support |Pv4-only
connectivity for the installed base of existing devices and | Pv6-only
connectivity for increnmental growth with newer |Pv6-capabl e handsets.
Simlarly, a broadband ISP may support dual -stack connectivity for
custonmers that require both IPv4 and | Pv6, and offer |Pv6-only and
NAT64 service for others. In the case of 3GPP and DOCSIS 3.0 access
networ ks, the underlying access network architecture allows the
flexibility to run different services in parallel to suit the various
needs of the custoner and the network operator.

It is also necessary for the network operator to have sone |evel of
under st andi ng of what applications are used in the network, enabling
himto ensure that any comuni cation exchange is in fact predictable,
capabl e of using IPv6, and translatable. |In such a case, ful

i nteroperability can be expected. This has been denonstrated with
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sone nobil e devices, for instance. Note that the requirenents on
applications are simlar to those in networks enploying | Pv4 NAT
t echnol ogy.

One obvi ous | Pv6-only depl oynent approach applies to applications
that include proxies or relays. One mght position a web proxy, a
nmail server, or a SIP (Session Initiation Protocol) and nedia stream
back-t o- back user agent across the boundary between | Pv4 and | Pv6
domai ns, so that the application ternmi nates |IPv4 sessions on one side
and | Pv6 sessions on the other. Doing this preserves the end-to-end
nature of comuni cations fromthe gateway to the comuni cati ng peer
For obvi ous reasons, this solution is preferable to the

i mpl enentati on of Application Layer Gateways i n network-I|ayer
transl at ors.

The ot her approach is network-layer |Pv4/1Pv6 translation as
described in "IPv4/1Pv6 Translation" [RFC6144] [RFC6145] [ RFC6146]

[ RFC6052] [ RFC6147] [FTP64]. [|Pv4/1Pv6 translation at the network
layer is simlar to IPv4/IPv4 translation in its advantages and
di sadvantages. It allows a network to provide two types of services

to I Pv6-only hosts:

o arelatively small set of systems may be configured with |IPv4-
mapped addresses, enabling statel ess interoperation between |Pv4-
only and | Pv6-only dommi ns, each of which can use the other as
peers or servers, and

o a larger set of systens with global |1Pv6 addresses, which can
access | Pv4 servers using stateful translation but which are
i naccessi bl e as peers or servers fromthe |IPv4-only domain

The former service is used today in some university networks, and the
latter in sone corporate and nobil e networks. The stateless service
is naturally better suited for servers, and the stateful service for

| arge nunbers of client devices. The latter case occurs typically in
a public network access setting. The two services can of course al so
be used together. |In this scenario, network-layer translation
provides for straightforward services for nost applications crossing
the |1 Pvd-only/1Pv6-only boundary.

One challenge in this nodel is that as | ong as | Pv4 addresses are

still shared, issues simlar to those caused by I Pv4 NATs will stil
appear [shared-addressing-issues]. Another challenge relates to
conmuni cations involving IPv4 referrals. |Pv4-literals within

certain protocols and formats, such as HTM., will fail when passed to
| Pv6-only hosts since the host does not have an | Pv4 address to
source the I Pv4 comunications or an | Pv4 route. Measurenents on the
public Internet showthat literals appear in a tiny but nmeasurable
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part of web pages [|Pv6-only-experience], though whether this poses a
practical problemis debatable. |If this poses a particular problem
for the types of applications in use, proxy configurations could be
nodified to use a proxy for the traffic in question, hosts could be
nodi fied to understand how they can map | Pv4-literals to | Pv6
addresses, or native dual stack could be enpl oyed instead.

5. Concl usi ons

The fundanental recomrendation is to turn on IPv6. Section 4

descri bed four depl oyment nmodels to do that, presented in rough order
of occurrence in the world at the time of this witing. The first
two nodels are the nost widely deployed today. Al four nodels are
recormended by the | ETF, though, again, the first two nodels should
take priority where they are applicable.

As noted in Section 1, variations occur in details, and network
managers are ultimately in charge of choosing the best solution for
their own case. Benefits and chall enges discussed in the previous
sections shoul d be consi dered when wei ghi ng depl oynent alternatives.
The transition mechani snms that operators have depl oyed have been a

m xed bl essing; native dual -stack depl oynents are not used to their
full extent if peers have not upgraded, tunnel nechanisns that don’t
follow the routing of the underlying network have been probl ematic,
and translation has its faults as well. Neverthel ess, operators have
successfully depl oyed very |arge networks with these nodels.

Sone addi tional considerations are di scussed bel ow.

o There is a tradeoff between ability to connect as many different
types of devices as possible and the ability to nmove forward with
depl oyment as i ndependently as possible. As an exanple, native
dual stack ensures the best connectivity but requires updates in
peer systens before actual traffic flows over |Pv6. Conversely,
| Pv6-only networks are very sensitive to what kind of devices they
can support, but can be deployed wi thout any expectation of
updat es on peer systens.

o "Geenfield" networks and networks with existing | Pv4 devices and
users need to be treated differently. 1In the latter case, turning
on IPv6 in addition to I Pv4 seens the rational choice. 1In the
forner case, an | Pv6-only nodel may make sense

o The right deploynment nodel choices also vary as tinme goes by. For
i nstance, a tunneling solution that nakes sense today may becone a
native dual -stack solution as the network and devices in the
network evolve. O, an IPv6-only network becones feasible when a
sufficient fraction of client devices becone |Pv6-enabl ed.
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No matter which depl oynent nodel is chosen, nany of the inportant

i mplications of |IPv6 deploynment are el sewhere within the network:

| Pv6 needs to be taken into account in network nanagenment systens and
operations, address assignments, service agreenents, firewalls,

i ntrusi on detection systenms, and so on

6. Further Reading

Various aspects of |Pv6 depl oynment have been covered in severa
docunents. O particular interest may be the basic dual -stack
definition [ RFC4213], application aspects [RFC4038], deploynent in

I nternet service provider networks [ RFC4029] [ RFC6036], deploynment in
enterprise networks [ RFC4057] [ RFC4852], |1Pv6-only depl oynent

[1 Pv6-only-experience], and considerations in specific access
networ ks such as cellular networks [RFC3314] [RFC3574] [ RFC4215]
[v6-in-mobile] or 802.16 networks [ RFC5181].

Thi s docunent provides general guidance on | Pv6 depl oynent nodels
that have been found suitable for npbst organizations. The purpose of
this docunment is not to enunerate all special circunstances that my
warrant other types of deploynent nodels or the details of the
necessary transition tools. Many of the special cases and details
have been di scussed in the above docunents.

7. Security Considerations

Wiile there are detailed differences between the security properties
and vul nerabilities between |IPv4 and | Pv6, in general they provide a
very simlar |level of security and are subject to the same threats.
Wth both protocols, specific security issues are nore likely to be
found at the practical level than in the specifications. The
practical issues include, for instance, bugs or available security
mechani sns on a given product. \Wen deploying IPv6, it is inportant
to ensure that the necessary security capabilities exist on the
networ k conponents even when dealing with IPv6 traffic. For
instance, firewall capabilities have often been a challenge in |IPv6
depl oynent s.

Thi s docunent has no inpact on the security properties of specific
I Pv6 transition tools. The security considerations relating to the
transition tools are described in the rel evant docunments, for

i nstance, [RFC4213], [RFC6147], [DS-lite], and [ RFC6169].
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