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(DS-TE) requirenents docunent by giving a functional specification
for the Maxi mum Al'l ocation with Reservation (MAR) Bandw dth
Constraints Model. Assunptions, applicability, and exanples of the
operation of the MAR Bandw dth Constraints Mdel are presented. MAR
performance is analyzed relative to the criteria for selecting a
Bandwi dt h Constraints Moddel, in order to provide guidance to user

i mpl enentation of the nodel in their networks.
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1

| ntroducti on

Diffserv-aware MPLS traffic engineering (DS-TE) requirenments and
prot ocol extensions are specified in [DSTE-REQ DSTE-PROTQ. A
requi rement for DS-TE inplementation is the specification of
Bandwi dt h Constraints Mddels for use with DS-TE. The Bandw dth
Constraints Model provides the "rules’ to support the allocation of
bandwi dth to individual class types (CTs). CTs are groupings of
service classes in the DS-TE nodel, which are provided separate
bandwi dth all ocations, priorities, and QoS objectives. Several CTs
can share a comon bandw dth pool on an integrated, multiservice
MPLS/ Di f f serv net wor k.

Thi s docunent is intended to conpl enent the DS-TE requirenents
docunent [DSTE-REQ by giving a functional specification for the
Maxi mum Al | ocation with Reservati on (MAR) Bandwi dth Constraints
Model . Exampl es of the operation of the MAR Bandw dth Constraints
Model are presented. MAR performance is analyzed relative to the
criteria for selecting a Bandwi dth Constraints Mddel, in order to
provi de guidance to user inplenmentation of the nodel in their

net wor ks.

Two ot her Bandwi dth Constraints Mddels are being specified for use in
DS- TE:

1. Maxi mum Al | ocation Mdel (MAM [MAM - the maxi mum al | owabl e
bandwi dt h usage of each CT is explicitly specified.

2. Russian Doll Mdel (RDM [RDM - the maxi mum al | owabl e bandw dt h
usage i s done cumul atively by grouping successive CIs according to
priority classes.

MR is simlar to MMMin that a maxi mum bandwi dth allocation is given
to each CT. However, through the use of bandw dth reservati on and
protection mechani sms, CTs are allowed to exceed their bandw dth

al | ocations under conditions of no congestion but revert to their

al | ocat ed bandwi dt hs when overl oad and congestion occurs.

Al'l Bandwi dth Constraints Mdels should neet these objectives:

1. applies equally when preenption is either enabled or disabled

(when preenption is disabled, the nodel still works ’'reasonably’
wel 1),
2. bandwi dth efficiency, i.e., good bandw dth sharing anong CTs under

bot h normal and overl oad conditi ons,
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1.1.

3. bandwi dth isolation, i.e., a CT cannot hog the bandw dth of
anot her CT under overl oad conditions,

4. protection against QoS degradation, at |east of the high-priority
CTs (e.g., high-priority voice, high-priority data, etc.), and

5. reasonably sinple, i.e., does not require additional |GP
extensions and m nim zes signaling | oad processing requirenents.

In Appendi x A, nodeling analysis is presented that shows the MAR
Model mneets all of these objectives and provi des good network
performance, relative to MAM and full -sharing nodel s, under nornma
and abnornmal operating conditions. It is denponstrated that MAR
si mul t aneously achi eves bandw dth efficiency, bandwi dth isolation
and protection agai nst QoS degradati on w thout preenption.

In Section 3 we give the assunptions and applicability; in Section 4
a functional specification of the MAR Bandw dth Constrai nts Model
and in Section 5 we give exanples of its operation. In Appendix A,
MAR performance is analyzed relative to the criteria for selecting a
Bandwi dt h Constraints Mddel, in order to provide gui dance to user

i mpl enentation of the nodel in their networks. |n Appendix B
bandwi dt h prediction for path computation is discussed.

Speci fication of Requirenents

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Definitions

For readability a nunber of definitions from|[DSTE-REQ DSTE-PROTO
are repeated here:

Traffic Trunk: an aggregation of traffic flows of the sane class
(i.e., treated equivalently fromthe DS-TE
perspective), which is placed inside a Labe
Swi tched Path (LSP).

Cl ass-Type (CT): the set of Traffic Trunks crossing a link that is
governed by a specific set of bandw dth
constraints. CT is used for the purposes of link
bandwi dt h al | ocati on, constraint-based routing,
and admi ssion control. A given Traffic Trunk
bel ongs to the same CT on all |inks.
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TE- Cl ass:

MAX_RESERVABLE_BVK:

BCck:

RBW THRESK:

RESERVED_ BW¢k:

UNRESERVED BVK:

UNRESERVED BWk:
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Up to 8 CTs (MaxCT = 8) are supported. They are
referred to as CTc, 0 <= ¢ <= MaxCT-1 = 7. Each
CT is assigned either a Bandw dth Constraint, or
a set of Bandwi dth Constraints. Up to 8

Bandwi dt h Constraints (MaxBC = 8) are supported
and they are referred to as BCc, 0 <= ¢ <=
MaxBC-1 = 7.

A pair of: a) a CT, and b) a preenption priority
allowed for that CT. This means that an LSP,
transporting a Traffic Trunk fromthat CT, can
use that preenption priority as the set-up
priority, the holding priority, or both.

maxi mum r eservabl e bandwi dth on link k specifies
the maxi num bandwi dth that may be reserved; this
may be greater than the maxi num |ink bandw dt h,
in which case the |ink nay be oversubscri bed

[ OSPF- TE] .

bandwi dth constraint for CIc on link k =
al  ocated (m ni nrum guar ant eed) bandwi dth for CTc
on link k (see Section 4).

reservation bandwi dth threshold for link k (see
Section 4).

reserved bandw dt h-i n-progress on CIc on link k
(0 <= ¢ <= MaxCT-1), RESERVED BWk = total anpunt
of the bandwi dth reserved by all the established
LSPs that belong to CTc.

unreserved |ink bandwi dth on Iink k specifies the
amount of bandwi dth not yet reserved for any CT,
UNRESERVED BW = MAX_RESERVABLE BV - sum

[ RESERVED BWk (0 <= ¢ <= MaxCT-1)].

unreserved |ink bandwi dth on CTc on link k
speci fies the amount of bandw dth not yet
reserved for CTc, UNRESERVED BWk =
UNRESERVED BW - del t a0/ 1(CTck) * RBW THRESk
wher e

del t a0/ 1( CTck)
del t a0/ 1( CTck)

0 if RESERVED BWk < BCck
1 if RESERVED BWk >= BCck
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A nunber of recovery nechani sns under investigation in the | ETF take
advant age of the concept of bandw dth sharing across particul ar sets
of LSPs. "Shared Mesh Restoration” in [GWLS-RECOV] and "Facility-
based Conputati on Mddel" in [ MPLS- BACKUP] are exanpl e mechani sms that
i ncrease bandwi dth efficiency by sharing bandw dth across backup LSPs
protecting agai nst i ndependent failures. To ensure that the notion
of RESERVED BWk introduced in [DSTE-REQ is conpatible with such a
concept of bandwi dth sharing across nultiple LSPs, the wording of the
definition provided in [DSTE-REQ is generalized. Wth this
generalization, the definition is conpatible with Shared Mesh
Restoration defined in [ GWLS- RECOV], so that DS-TE and Shared Mesh
Protection can operate sinmultaneously, under the assunption that
Shared Mesh Restoration operates independently within each DS-TE

Cl ass- Type and does not operate across C ass-Types. For exanple,
backup LSPs protecting primary LSPs of CTc al so need to belong to
CTc; excess traffic LSPs that share bandwi dth with backup LSPs of CTc
al so need to belong to CTc.

Assunptions & Applicability

In general, DS-TE is a bandw dth allocation nechanismfor different
classes of traffic allocated to various CTs (e.g., voice, norma
data, best-effort data). Network operation functions such as
capacity design, bandw dth allocation, routing design, and network
pl anning are normal ly based on traffic-neasured | oad and forecast

[ ASH1] .

As such, the followi ng assunptions are made according to the
operation of MAR

1. Connection adm ssion control (CAC) all ocates bandwi dth for network
fl ows/LSPs according to the traffic |oad assigned to each CT,
based on traffic measurement and forecast.

2. CAC could allocate bandwi dth per flow, per LSP, per traffic trunk
or otherwise. That is, no specific assunption is nade about a
speci fic CAC nmethod, except that CT bandwi dth allocation is
related to the neasured/forecasted traffic |oad, as per assunption
#1.

3. CT bandwidth allocation is adjusted up or down according to
neasured/forecast traffic load. No specific tine period is
assuned for this adjustnment, it could be short term (seconds,
m nutes, hours), daily, weekly, nmonthly, or otherw se.
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4. Capacity managenent and CT bandwi dth allocation thresholds (e.g.,
BCc) are designed according to traffic |oad, and are based on
traffic neasurement and forecast. Again, no specific time period
is assuned for this adjustnent, it could be short term (hours),
daily, weekly, nonthly, or otherw se.

5. No assunption is nade on the order in which traffic is allocated
to various CTs; again traffic allocation is assuned to be based
only on traffic load as it is neasured and/or forecast.

6. If link bandwidth is exhausted on a given path for a
flow LSP/traffic trunk, alternate paths may be attenpted to
satisfy CT bandw dth all ocati on.

Note that the above assunptions are not unique to MAR, but are
generic, comon assunptions for all BC Mddels.

4. Functional Specification of the MAR Bandw dth Constrai nts Model

A DS-TE Label Switching Router (LSR) that inplenents MAR MJUST support
enforcenent of bandwi dth constraints, in conpliance with the
specifications in this section.

In the MAR Bandw dth Constraints Mdel, the bandwi dth allocation
control for each CT is based on estimated bandw dth needs, bandw dth
use, and status of links. The Label Edge Router (LER) nakes needed
bandwi dt h al |l ocati on changes, and uses [ RSVP-TE], for exanple, to
deternmine if link bandwi dth can be allocated to a CT. Bandw dth
allocated to individual CTs is protected as needed, but otherwi se it
is shared. Under normal, non-congested network conditions, all
CTs/services fully share all avail abl e bandwi dth. Wen congestion
occurs for a particular CTc, bandw dth reservation prohibits traffic
fromother CIs fromseizing the allocated capacity for CTc.

On a given link k, a small anpunt of bandwi dth RBW THRESK (the
reservation bandwi dth threshold for link k) is reserved and governs
the admi ssion control on link k. Also associated with each CTc on
link k are the allocated bandwi dth constraints BCck to govern

bandwi dt h all ocati on and protection. The reservation bandwi dth on a
link (RBWTHRESK) can be accessed when a given CIc has bandwi dt h-in-
use (RESERVED BWKk) below its allocated bandw dth constraint (BCck).
However, if RESERVED BWk exceeds its all ocated bandw dth constraint
(BCck), then the reservation bandw dth (RBW THRESk) cannot be

accessed. In this way, bandwi dth can be fully shared anong CTs if
avai l abl e, but is otherw se protected by bandw dth reservation
met hods.
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Bandwi dt h can be accessed for a bandw dth request = DBWfor CTc on a
given link k based on the follow ng rules:

Table 1: Rules for Admitting LSP Bandw dth Request = DBWon Link k
For LSP on a high priority or normal priority CTc:

I f RESERVED BWk <= BCck: admit if DBW <= UNRESERVED BV
| f RESERVED BWk > BCck: admit if DBW <= UNRESERVED BV - RBW THRESK;

or, equivalently:
| f DBW <= UNRESERVED BWKk, admit the LSP.

For LSP on a best-effort priority CTc:

al | ocat ed bandwi dth BCck = 0;

Diffserv queuing admts BE packets only if there is available |ink
bandwi dt h.

The normal semantics of setup and holding priority are applied in the
MAR Bandwi dt h Constraints Model, and cross-CT preenption is pernitted
when preenption is enabl ed.

The bandwi dth allocation rules defined in Table 1 are illustrated
with an exanple in Section 6 and simulation analysis in Appendi x A

5. Setting Bandw dth Constraints

For a normal priority CTc, the bandw dth constraints BCck on link k
are set by allocating the nmaxi mum reservabl e bandw dth
(MAX_RESERVABLE BW) in proportion to the forecast or neasured
traffic | oad bandwi dth ( TRAF_LOAD BWKk) for CTc on link k. That is:

PROPORTI ONAL_BWk = TRAF_LOAD BWek/ [ sum { TRAF_LOAD BWk, c=0, MaxCT-1}]
X MAX_RESERVABLE_BVK

For normal priority CTc:
BCck = PROPORTI ONAL_BWk

For a high priority CT, the bandwi dth constraint BCck is set to a
mul tiple of the proportional bandwi dth. That is:

For high priority CTc:
BCck = FACTOR X PROPORTI ONAL_BWk

where FACTOR is set to a multiple of the proportional bandw dth

(e.g., FACTOR = 2 or 3 is typical). This results in some ’over-
al l ocation’ of the maxi mum reservabl e bandw dth, and gives priority
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to the high priority CIs. Normally the bandwi dth allocated to high

priority CTs should be a relatively small fraction of the total |ink
bandwi dt h, with a maxi mum of 10-15 percent being a reasonable
gui del i ne.

As stated in Section 4, the bandwidth allocated to a best-effort
priority CTc should be set to zero. That is:

For best-effort priority CTc:
BCck = 0

6. Exanple of MAR Qperation

In the exanple, assune there are three class-types: CT0, CT1, CT2.
We consider a particular link with

MAX- RESERVABLE BW = 100
And with the all ocated bandwi dth constraints set as foll ows:

BCO
BC1

30
20
BC2 20

These bandwi dth constraints are based on the normal traffic |oads, as
di scussed in Section 5. Wth MAR, any of the CIs is allowed to
exceed its bandwi dth constraint (BCc) as long a there are at |east
RBW THRES (reservati on bandwi dth threshold on the Iink) units of
spare bandwi dth remaining. Let’s assune

RBW THRES = 10

So under overload, if

RESERVED BW) = 50
RESERVED BW. = 30
RESERVED BW2 = 10

Therefore, for this |oading
UNRESERVED BW = 100 - 50 - 30 - 10 = 10

CTO0 and CT1 can no longer increase their bandwi dth on the |ink
because they are above their BC values and there is only RBW THRES=10
units of spare bandwidth left on the Iink. But CT2 can take the
addi ti onal bandwidth (up to 10 units) if the demand arrives, because
it is belowits BC val ue.
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As al so discussed in Section 4, if best effort traffic is present, it
can al ways sei ze what ever spare bandwidth is available on the |ink at
the nmonent, but is subject to being lost at the queues in favor of
the higher priority traffic.

Let’s say an LSP arrives for CTO needing 5 units of bandwidth (i.e.,
DBW= 5). W need to decide, based on Table 1, whether to admit this
LSP or not. Since for CTO

RESERVED BW) > BCO (50 > 30), and
DBW > UNRESERVED BW- RBWTHRES (i.e., 5 > 10 - 10)

Table 1 says the LSP is rejected/ bl ocked.

Now let’s say an LSP arrives for CI2 needing 5 units of bandw dth
(i.e., DBW=5). W need to decide based on Table 1 whether to admt
this LSP or not. Since for CT2

RESERVED BW2 < BC2 (10 < 20), and
DBW < UNRESERVED BW (i.e., 5 < 10)

Table 1 says to admit the LSP.
Hence, in the above exanple, in the current state of the link and in
the current CT |oading, CIO and CT1 can no | onger increase their
bandwi dth on the |ink, because they are above their BCc val ues and
there is only RBWTHRES=10 units of spare bandwi dth left on the |ink.
But CT2 can take the additional bandwidth (up to 10 units) if the
demand arrives, because it is belowits BCc val ue.

7. Summary
The proposed MAR Bandwi dth Constraints Mdel includes the follow ng:
1. allocation of bandwidth to individual CTs,

2. protection of allocated bandw dth by bandw dth reservation
met hods, as needed, but otherwi se full sharing of bandw dth,

3. differentiation between high-priority, normal-priority, and best-
effort priority services, and

4. provision of adm ssion control to reject connection requests, when
needed, in order to neet perfornmance objectives.

The nodeling results presented in Appendi x A show that MAR bandwi dt h

al l ocation achieves a) greater efficiency in bandwi dth sharing while
still providing bandwi dth isolation and protection agai nst QS
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10.

degradation, and b) service differentiation for high-priority,
normal -priority, and best-effort priority services.

Security Consi derations

Security considerations related to the use of DS-TE are discussed in
[ DSTE- PROTQ . They apply independently of the Bandw dth Constraints
Model , including the MAR specified in this docunent.

| ANA Consi der ati ons

[ DSTE- PROTQ defines a new name space for "Bandw dth Constraints
Model 1d". The guidelines for allocation of values in that nane
space are detailed in Section 13.1 of [DSTE-PROTQ . In accordance
with these guidelines, the | ANA has assigned a Bandw dth Constraints
Model 1d for MAR fromthe range 0-239 (which is to be nanaged as per
the "Specification Required" policy defined in [ ANA-CONS]).

Bandwi dth Constraints Mddel Id 2 was all ocated by 1 ANA to MAR
Acknowl edgenent s

DS- TE and Bandw dt h Constrai nts Mddel s have been an active area of
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Appendi x A.  MAR Qperation & Performance Anal ysis
A. 1. MAR Qperation

In the MAR Bandw dth Constraints Mdel, the bandwi dth all ocation
control for each CT is based on estimated bandw dth needs, bandw dth
use, and status of links. The LER nmakes needed bandwi dth allocation
changes, and uses [RSVP-TE], for exanple, to deternmine if link
bandwi dth can be allocated to a CT. Bandwidth allocated to

i ndi vidual CTs is protected as needed, but otherwise it is shared.
Under normal, non-congested network conditions, all CTs/services
fully share all avail able bandw dth. Wen congestion occurs for a
particul ar CTc, bandwi dth reservation acts to prohibit traffic from
other CTs from seizing the allocated capacity for CTc. Associated
with each CT is the allocated bandw dth constraint (BCc) which
governs bandw dth allocation and protection; these parameters are
illustrated with exanples in this Appendi x.

In perform ng MAR bandwi dth all ocation for a given flow LSP, the LER
first deternmines the egress LSR address, service-identity, and CT.
The connection request is allocated an equival ent bandwi dth to be
routed on a particular CI. The LER then accesses the CT priority,
QS/traffic parameters, and routing table between the LER and egress
LSR, and sets up the connection request using the MAR bandw dth
allocation rules. The LER selects a first-choice path and determ nes
i f bandwi dth can be allocated on the path based on the MAR bandw dth
allocation rules given in Section 4. |If the first choice path has

i nsufficient bandwi dth, the LER may then try alternate paths, and
again applies the MAR bandw dth all ocation rul es now descri bed.

MAR bandwi dth all ocation is done on a per-CT basis, in which
aggregated CT bandwi dth is managed to neet the overall bandwi dth
requi renents of CT service needs. |Individual flows/LSPs are

al | ocated bandwi dth in the corresponding CT according to CT bandwi dth
availability. A fundanental principle applied in MAR bandw dth

al l ocation nmethods is the use of bandw dth reservation techni ques.

Bandwi dt h reservation gives preference to the preferred traffic by
allowing it to seize idle bandwidth on a link nore easily than the
non-preferred traffic. Burke [BUR] first anal yzed bandw dth
reservation behavior fromthe solution of the birth-death equations
for the bandwi dth reservation nodel. Burke's nodel showed the
relative lost-traffic level for preferred traffic, which is not
subj ect to bandwi dth reservation restrictions, as conpared to non-
preferred traffic, which is subject to the restrictions. Bandwi dth
reservation protection is robust to traffic variations and provides
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significant dynam c protection of particular streans of traffic. It
is widely used in |large-scale network applications [ASHL, MUM AKI,
KRU, NAK] .

Bandwi dth reservation is used in MAR bandw dth allocation to control
sharing of link bandwi dth across different CITs. On a given link, a
smal | amount of bandwi dth (RBW THRES) is reserved (perhaps 1% of the
total Iink bandwi dth), and the reservati on bandw dth can be accessed
when a given CT has reserved bandw dt h-i n-progress (RESERVED BW
below its allocated bandwidth (BC). That is, if the available Iink
bandwi dth (unreserved idle |ink bandw dt h UNRESERVED BW exceeds

RBW THRES, then any CT is free to access the avail abl e bandwi dth on
the link. However, if UNRESERVED BWis |ess than RBWTHRES, then the
CT can utilize the available bandwidth only if its current bandw dth
usage is below the allocated amount (BC). |In this way, bandw dth can
be fully shared anong CTs if available, but it is protected by

bandwi dth reservation if below the reservation |evel.

Thr ough the bandwi dth reservation mechanism MAR bandwi dth all ocation
al so gives preference to high-priority CTs, in conparison to nornal -
priority and best-effort priority CTs.

Hence, bandwi dth all ocated to each CT is protected by bandw dth
reservation nethods, as needed, but otherw se shared. Each LER
nonitors CT bandwi dth use on each CT, and determines if connection
requests can be allocated to the CT bandwi dth. For exanple, for a
bandwi dt h request of DBWon a given flow LSP, the LER determ nes the
CT priority (high, normal, or best-effort), CT bandw dth-in-use, and
CT bandwi dth al l ocation thresholds, and uses these paranmeters to
determ ne the allowed | oad state threshold to which capacity can be
allocated. In allocating bandwidth DBWto a CT on given LSP (for
exanple, A-B-E), each link in the path is checked for avail able
bandwi dth in conparison to the allowed |oad state. |If bandwidth is
unavail able on any link in path A-B-E, another LSP could be tried,
such as A-C-D-E. Hence, determination of the Iink load state is
necessary for MAR bandw dth allocation, and two link | oad states are
di stingui shed: avail able (non-reserved) bandw dth (ABW STATE), and
reserved- bandwi dt h (RBW STATE). Managenent of CT capacity uses the
link state and the allowed | oad state threshold to determine if a
bandwi dt h al |l ocati on request can be accepted on a given CI.

A.2. Analysis of MAR Performance

In this Appendi x, nmodeling analysis is presented in which MAR

bandwi dth allocation is shown to provi de good network perfornmance,
relative to full sharing nodels, under normal and abnornmal operating
conditions. A large-scale Diffserv-aware MPLS traffic engi neering
simul ati on nmodel is used, in which several CTs with different
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priority classes share the pool of bandwi dth on a nultiservice,

i ntegrated voi ce/data network. MAR nethods have al so been anal yzed
in practice for networks that use tine division multiplexing (i.e.
TDM based networks) [ASH1], and in nodeling studies for |P-based
net wor ks [ ASH2, ASH3, E. 360].

Al'l Bandwi dt h Constraints Mdels should neet these objectives:

1. applies equally when preenption is either enabled or disabled

(when preenption is disabled, the nmodel still works ’'reasonably’
wel l),
2. bandwi dth efficiency, i.e., good bandw dth sharing anong CTs under

bot h normal and overl oad conditi ons,

3. bandwidth isolation, i.e., a CT cannot hog the bandw dth of
anot her CT under overl oad conditi ons,

4. protection agai nst QoS degradation, at |east of the high-priority
CTs (e.g., high-priority voice, high-priority data, etc.), and

5. reasonably sinple, i.e., does not require additional |GP
extensions and mnimzes signaling | oad processing requirenents.

The use of any given Bandwi dth Constraints Mdel has significant

i npacts on the performance of a network, as explained |ater.
Therefore, the criteria used to select a nodel need to enable us to
eval uate how a particul ar nmodel delivers its perfornmance, relative to
ot her nodels. Lai [LAI, DSTE-PERF] has anal yzed the MAM and RDM
Model s and provi ded val uable insights into the relative perfornmance
of these nodels under various network conditions.

In environments where preenption is not used, MMAMis attractive
because a) it is good at achieving isolation, and b) it achieves
reasonabl e bandwi dth efficiency with sone QoS degradation of | ower
cl asses. Wen preenption is used, RDMis attractive because it can
achi eve bandwi dth efficiency under nornmal |oad. However, RDM cannot
provi de service isolation under high | oad or when preenption is not
used.

Qur performance anal ysis of MAR bandwi dth all ocation nmethods is based
on a full-scale, 135-node simulation nodel of a national network,
conbined with a nmultiservice traffic demand nodel to study various
scenarios and tradeoffs [ASH3, E.360]. Three levels of traffic
priority -- high, normal, and best effort -- are given across 5 CTs:
normal priority voice, high priority voice, nornmal priority data,
high priority data, and best effort data.
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The performance anal yses for overloads and failures include a) the
MAR Bandwi dth Constraints Mddel, as specified in Section 4, b) the
MAM Bandwi dt h Constraints Model, and c) the No- DSTE Bandwi dt h
Constrai nts Mbdel .

The all ocated bandwi dth constraints for MAR are described in Section

5 as:
Normal priority CTs: BCck = PROPORTI ONAL_BVK,
Hi gh priority CTs: BCck = FACTOR X PROPORTI ONAL_BVk

Best-effort priority CTs: BCck 0

In the MAM Bandwi dth Constraints Mddel, the bandw dth constraints for
each CT are set to a nmultiple of the proportional bandw dth

al I ocati on:

Normal priority CTs: BCck
H gh priority CTs: BCck
Best-effort priority CTs: BCck

FACTOR1 X PROPORTI ONAL_BVK,
FACTOR2 X PROPORTI ONAL_BW
0

Si mul ati ons show that for MAM the sum (BCc) shoul d exceed
MAX_RESERVABLE BV for better efficiency, as follows:

1. The normal priority CTs and the BCc val ues need to be over-
al l ocated to get reasonable performance. It was found that over-
all ocating by 100% (i.e., setting FACTORL = 2), gave reasonable
per f or mance.

2. The high priority CIs can be over-allocated by a larger nultiple
FACTOR2 in MAM and this gives better perfornmance.

The rather |arge anmount of over-allocation inproves efficiency, but
somewhat defeats the 'bandwi dth protection/isolation needed with a
BC Mbdel , because one CT can now i nhvade the bandwi dth allocated to
another CT. Each CT is restricted to its allocated bandw dth
constraint BCck, which is the maxi num | evel of bandw dth allocated to
each CT on each link, as in nornmal operation of MAM

In the No-DSTE Bandw dth Constraints Mdel, no reservation or
protection of CT bandwidth is applied, and bandw dth allocation
requests are admtted if bandwidth is available. Furthernore, no
queuing priority is applied to any of the CIs in the No-DSTE
Bandwi dt h Constrai nts Mdel .

Table 2 gives performance results for a six-tinmes overload on a

singl e network node at Oakbrook, Illinois. The nunmbers given in the
table are the total network percent lost (i.e., blocked) or delayed
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traffic. Note that in the focused overload scenari o studied here,
the percentage of |ost/delayed traffic on the OCakbrook node is nuch
hi gher than the network-w de average val ues given.

Table 2
Per f or mance Conparison for MAR, MAM & No- DSTE
Bandwi dt h Constraints (BC) Model s
6X Focused Overl oad on Gakbr ook
(Total Network % Lost/Del ayed Traffic)

Cl ass Type MAR BC MAM BC No- DSTE BC
Model Model Model

NORMAL PRI ORI TY VO CE 0. 00 1.97 10. 30

H GH PRICRI TY VA CE 0. 00 0. 00 7. 05

NORMAL PRI ORI TY DATA 0.00 6. 63 13. 30

H GH PRI ORI TY DATA 0. 00 0. 00 7.05

BEST EFFORT PRI ORI TY DATA 12.33 11.92 9. 65

Clearly the performance is better with MAR bandw dth all ocation, and
the results show that performance inproves when bandw dth reservation
is used. The reason for the poor performance of the No-DSTE Model,
wi t hout bandwi dth reservation, is due to the lack of protection of

al l ocated bandwidth. [If we add the bandw dth reservation mechani sm
then perfornance of the network is greatly inproved.

The sinul ati ons showed that the perfornmance of MAMis quite sensitive
to the over-allocation factors di scussed above. For exanple, if the
BCc val ues are proportionally allocated with FACTORL = 1, then the
results are nuch worse, as shown in Table 3:

Table 3
Per f ormance Conpari son for MAM Bandw dt h Constrai nts Model
with Different Over-allocation Factors
6X Focused Overl oad on Oakbr ook
(Total Network % Lost/Del ayed Traffic)

Cl ass Type (FACTORL = 1) (FACTORL = 2)
NORMAL PRI ORI TY VO CE 31. 69 1.97

H GH PRIORITY VA CE 0.00 0.00

NORMAL PRI ORI TY DATA 31.22 6. 63

H GH PRI ORI TY DATA 0.00 0.00

BEST EFFORT PRI ORI TY DATA 8.76 11.92
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Table 4 illustrates the performance of the MAR, MAM and No- DSTE
Bandwi dt h Constraints Mddels for a high-day network | oad pattern with
a 50% general overload. The nunbers given in the table are the total
network percent lost (i.e., blocked) or delayed traffic.

Tabl e 4
Per f ormance Conparison for MAR, MAM & No- DSTE
Bandwi dt h Constraints (BC) Model s
50% General Overload (Total Network % Lost/Del ayed Traffic)

Cl ass Type MAR BC MAM BC No- DSTE BC
Model Model Model

NORMAL PRI ORI TY VO CE 0.02 0.13 7.98

H GH PRICRI TY VA CE 0. 00 0. 00 8.94

NORMAL PRI ORI TY DATA 0.00 0. 26 6. 93

H GH PRI ORI TY DATA 0. 00 0. 00 8.94

BEST EFFORT PRI ORI TY DATA 10. 41 10. 39 8. 40

Agai n, we can see the performance is always better when MAR bandw dt h
al l ocation and reservation is used.

Table 5 illustrates the performance of the MAR, MAM and No- DSTE
Bandwi dt h Constraints Mddels for a single link failure scenario (3
OC-48). The nunbers given in the table are the total network percent
| ost (bl ocked) or delayed traffic.

Table 5
Per f or mance Conpari son for MAR, MAM & No- DSTE
Bandwi dt h Constraints (BC) Model s
Single Link Failure (2 OC 48)
(Total Network % Lost/Del ayed Traffic)

G ass Type MAR BC MAM BC No- DSTE BC
Model Model Model

NORMAL PRI ORI TY VA CE 0.00 0. 62 0. 63

H GH PRRORITY VA CE 0.00 0.31 0. 32

NORVAL PRI ORI TY DATA 0.00 0. 48 0.50

H GH PRI ORI TY DATA 0.00 0.31 0. 32

BEST EFFORT PRI ORI TY DATA 0.12 0.72 0.63

Again, we can see the performance is always better when MAR bandw dth
all ocation and reservation is used.
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Table 6 illustrates the perfornmance of the MAR, MAM and No- DSTE
Bandwi dth Constraints Mddels for a multiple link failure scenario (3
links with 3 OC-48, 3 OC-3, 4 OC-3 capacity, respectively). The
nunbers given in the table are the total network percent | ost

(bl ocked) or delayed traffic.

Table 6
Per f ormance Conparison for MAR, MAM & No- DSTE
Bandwi dt h Constraints (BC) Model s
Mul tiple Link Failure
(3 Links with 2 OC-48, 2 OC-12, 1 OC 12, Respectively)
(Total Network % Lost/Del ayed Traffic)

Cl ass Type MAR BC MAM BC No- DSTE BC
Model Model Model

NORMAL PRI ORI TY VA CE 0.00 0.91 0.92

H GH PRIORITY VO CE 0.00 0. 44 0. 44

NORMAL PRI ORI TY DATA 0.00 0.70 0.72

H GH PRI ORI TY DATA 0.00 0.44 0.44

BEST EFFORT PRI ORI TY DATA 0.14 1.03 1.04

Agai n, we can see the performance is always better when MAR bandw dt h
all ocation and reservation is used.

Lai’s results [LAI, DSTE-PERF] show the trade-off between bandwi dth
sharing and service protection/isolation, using an anal ytic nodel of
a single link. He shows that RDM has a hi gher degree of sharing than
MAM  Furthernore, for a single link, the overall |oss probability is
the smal |l est under full sharing and | argest under MAM w th RDM bei ng
internediate. Hence, on a single link, Lai shows that the full
sharing nodel yields the highest Iink efficiency, while MAM vyi el ds
the lowest; and that full sharing has the poorest service protection
capability.

The results of the present study show that, when considering a
network context in which there are many |inks and nultiple-link
routing paths are used, full sharing does not necessarily lead to
maxi mum networ k-wi de bandwi dth efficiency. |In fact, the results in
Tabl e 4 show that the No-DSTE Model not only degrades total network

t hroughput, but al so degrades the performance of every CT that should
be protected. Allow ng nore bandw dth sharing may inprove
performance up to a point, but it can severely degrade perfornmance if
care is not taken to protect allocated bandw dth under congestion.

Both Lai’'s study and this study show that increasing the degree of
bandwi dt h shari ng among the different CTs leads to a tighter coupling
between CTs. Under nornmal |oading conditions, there is adequate
capacity for each CT, which mnimzes the effect of such coupling.
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Under overload conditions, when there is a scarcity of capacity, such
coupling can cause severe degradati on of service, especially for the
| ower priority CTs.

Thus, the objective of maxim zing efficient bandw dth usage, as
stated in Bandwi dth Constraints Mdel objectives, needs to be
exercised with care. Due consideration also needs to be given to
achi evi ng bandwi dth isol ation under overload, in order to mnimze
the effect of interactions anong the different CIs. The proper
tradeoff of bandw dth sharing and bandw dth isol ati on needs to be
achieved in the selection of a Bandwi dth Constraints Mbodel.

Bandwi dt h reservation supports greater efficiency in bandwi dth
sharing, while still providing bandwi dth isolation and protection
agai nst QS degradati on.

In summary, the proposed MAR Bandw dth Constrai nts Moddel includes the
followi ng: a) allocation of bandwidth to individual CTs, b)
protection of allocated bandw dth by bandw dth reservati on net hods,
as needed, but otherwi se full sharing of bandw dth, c)
differentiation between high-priority, normal-priority, and best-
effort priority services, and d) provision of admi ssion control to
rej ect connection requests, when needed, in order to nmeet performance
obj ecti ves.

In the nodeling results, the MAR Bandw dth Constraints Mddel conpares
favorably with nmethods that do not use bandwi dth reservation. In
particul ar, some of the conclusions fromthe nodeling are as foll ows:

o MAR bandwi dth allocation is effective in inproving perfornmance over
met hods that |ack bandwi dth reservation; this allows nore bandw dth
shari ng under congestion.

0 MAR achi eves service differentiation for high-priority, normal-
priority, and best-effort priority services.

o Bandwi dth reservation supports greater efficiency in bandwi dth
sharing while still providing bandwi dth isolation and protection
agai nst QoS degradation, and is critical to stable and efficient
net wor k performance.

Ash Experi ment al [ Page 18]



RFC 4126 MAR Bandwi dth Constraints Mddel for DS-TE June 2005

Appendi x B. Bandwi dth Prediction for Path Conputation

As di scussed in [DSTE-PROTQ, there are potential advantages for a
Head- end when predicting the inpact of an LSP on the unreserved
bandwi dth for computing the path of the LSP. One exanple would be to
performbetter |oad-distribution of nultiple LSPs across nultiple

pat hs. Another exanple would be to avoid CAC rejection when the LSP
no longer fits on a link after establishnent.

VWere such predictions are used on Head-ends, the optional Bandwi dth
Constraints sub-TLV and the optional Maxi num Reservabl e Bandw dt h
sub- TLV MAY be advertised in the 1G. This can be used by Head-ends
to predict how an LSP affects unreserved bandw dth val ues. Such
predi ctions can be made with MAR by using the unreserved bandw dth
val ues advertised by the G, as discussed in Sections 2 and 4:

UNRESERVED BWek = MAX_RESERVABLE BWK - UNRESERVED BWK -
del t a0/ 1( CTck) * RBW THRESk

wher e

del t a0/ 1( CTck)
del t a0/ 1( CTck)

0 if RESERVED BWk < BCck
1 if RESERVED BWk >= BCck

Furthernore, the follow ng estinmate can be nmade for RBW THRESK:
RBW THRESk = RBW % * MAX_RESERVABLE BVK,

where RBW% is a locally configured variable, which could take on
different values for different |link speeds. This information could
be used in conjunction with the BC sub-TLV, MAX RESERVABLE BW sub-
TLV, and UNRESERVED BW sub-TLV to nmke predictions of avail able
bandwi dth on each link for each CT. Because admi ssion control
algorithnms are left for vendor differentiation, predictions can only
be performed effectively when the Head-end LSR predictions are based
on the sane (or a very close) adm ssion control algorithmused by

ot her LSRs.

LSPs nay occasionally be rejected when head-ends are establishing
LSPs through a common link. As an exanple, consider sone link L, and
two head-ends H1 and H2. If only Hl or only H2 is establishing LSPs
through L, then the prediction is accurate. But if both HL and H2
are establishing LSPs through L at the sane tine, the prediction

woul d not work perfectly. |In other words, the CAC will occasionally
run into a rejected LSP on a link with such 'race’ conditions. Also,
as nmentioned in Appendi x A, such a prediction is optional and outside
the scope of the docunent.
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