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Abst r act

This meno specifies, for OSPF inpl enentors and users, nechani sns
descri bi ng how t he protocol operates in ATM networks over PVC and SVC
meshes with the presence of Proxy-PAR These reconmendations require
no protocol changes and allow sinmpler, nore efficient and cost-
effective network designs. It is recommended that OSPF

i npl enent ati ons should be able to support |ogical interfaces, each
consisting of one or nore virtual circuits and used either as
nunber ed | ogical point-to-point links (one VC), |ogical NBMA networks
(more than one VC) or Point-to-MiltiPoint networks (nore than one
VC), where a solution sinulating broadcast interfaces is not
appropriate. PAR can help distribute across the ATM cl oud
configuration setup and changes of such interfaces when OSPF capabl e
routers are (re-)configured. Proxy-PAR can in turn be used to
exchange this informati on between the ATM cl oud and the routers
connected to it.

=

ntroducti on
Pr oxy- PAR and PAR have been accepted as standards by the ATM Forumin

January 1999 [1]. A nore conplete overview of Proxy-PAR than in the
section belowis given in [2].
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1.1 Introduction to Proxy-PAR

Proxy-PAR [1] is an extension that allows different ATM attached
devices (like routers) to interact with PAR-capable switches and to
qguery information about non- ATM services w t hout executing PAR
thensel ves. The Proxy-PAR client side in the ATM attached device is
much sinpler in terns of inplenmentation conplexity and nenory

requi renents than a conpl ete PAR protocol stack (which includes the
full PNNI [3] protocol stack) and should allow easy inplenentation
e.g. in existing IProuters. In addition, clients can use Proxy-PAR
to register the various non-ATM servi ces and protocols they support.
Proxy PAR has consciously been omtted as part of ILM [4] due to the
conplexity of PAR informati on passed in the protocol and the fact
that it is intended for integration of non-ATM protocols and services
only. A device that executes Proxy-PAR does not necessarily need to
execute ILM or UNI signaling, although this normally will be the
case.

The protocol in itself does not specify how the distributed service
regi stration and data delivered to the client is supposed to drive
ot her protocols. Hence OSPF routers, for instance, that find
thensel ves t hrough Proxy-PAR could use this information in a
Classical IP and ARP over ATM [5] fashion, formng a full mesh of
poi nt-to-point connections to interact with each other to sinulate
broadcast interfaces. For the same purpose, LANE [6] or MARS [7]
could be used. As a byproduct, Proxy-PAR could provide the ATM
address resolution for |IP-attached devices, but such resolution can
be achi eved by ot her protocols under specification at the | ETF as
well, e.g. [8]. Last but not least, it should be nentioned here that
the protocol coexists with and conpl enents the ongoing work in | ETF
on server detection via ILM extensions [9, 10, 11].

1.1.1 Proxy-PAR Scopes

Any information registered through Proxy-PAR is flooded only within a
defined scope that is established during registration and is

equi valent to the PNNI routing level. As no assunption can be nade
about the infornmation distributed (e.g. |P addresses bound to NSAPs
are not assumed to be aligned with themin any respect such as
encapsul ati on or functional mapping), it cannot be summarized. This
makes a careful handling of scopes necessary to preserve the
scalability. Mre details on the usage of scope can be found in [2].
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1.2 Introduction to OSPF

OSPF (Open Shortest Path First) is an Interior Gateway Protocol (IGP)
and described in [12] fromwhich nost of the foll ow ng paragraphs has
been taken alnost literally. OSPF distributes routing information

bet ween routers belonging to a single Autononbus System The OSPF
protocol is based on link-state or SPF technol ogy. It was devel oped
by the OSPF working group of the Internet Engineering Task Force. It
has been designed expressly for the TCP/IP internet environment,

i ncluding explicit support for IP subnetting, and the tagging of
external |l y-derived routing information. OSPF also utilizes IP
nmul ti cast when sendi ng/receiving the updates. In addition, much work
has been done to produce a protocol that responds quickly to topol ogy
changes, yet involves snall anounts of routing protocol traffic.

To cope with the needs of NBMA and denand-circuit-capabl e networks
such as Frane Relay or X. 25, [13] has been nade available. It

st andardi zes extensions to the protocol that allow efficient
operation over on-denand circuits.

OSPF supports three types of networks today:

+ Point-to-point networks: A network that joins a single pair of
routers. Point-to-point networks can either be nunbered or
unnunbered. In the latter case the interfaces do not have IP
addresses nor masks. Even when nunbered, both sides of the |ink
do not have to agree on the |IP subnet.

+ Broadcast networks: Networks supporting many (nore than two)
attached routers, together with the capability of addressing a
singl e physical nessage to all of the attached routers
(broadcast). Neighboring routers are discovered dynamically on
these networks using the OSPF Hello Protocol. The Hello
Protocol itself takes advantage of the broadcast capability.
The protocol makes further use of nulticast capabilities, if
they exist. An Ethernet is an exanple of a broadcast network.

+ Non- broadcast networks: Networks supporting many (nore than
two) attached routers, but having no broadcast capability.
Nei ghboring routers are maintai ned on these nets using OSPF s
Hell o Protocol. However, due to the | ack of broadcast
capability, some configuration information is necessary for the
correct operation of the Hello Protocol. On these networks,
OSPF protocol packets that are normally multicast need to be
sent to each neighboring router, in turn. An X 25 Public Data
Network (PDN) is an exanple of a non-broadcast network.
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OSPF runs in one of two nmodes over non-broadcast networks. The
first node, called non-broadcast multi-access (NBMA), simnulates
the operation of OSPF on a broadcast network. The second node,
called Point-to-MiltiPoint, treats the non-broadcast network as
a collection of point-to-point |inks. Non-broadcast networks
are referred to as NBMA networks or Point-to-MiltiPoint

net wor ks, dependi ng on OSPF' s node of operation over the

net wor k.

2 OSPF over ATM
2.1 Mode

Contrary to broadcast-simul ation-based sol uti ons such as LANE [ 6] or
Classical IP and ARP over ATM[5], this docunment el aborates on how to
handl e virtual OSPF interfaces over ATM such as NBMA, Point-to-
Mul ti Point or point-to-point and allow for their auto-configuration
in the presence of Proxy-PAR One advantage is the circumention of
server solutions that often present single points of failure or hold
| arge amobunts of configuration informtion

The other main benefit is the capability of executing OSPF on top of
NBMA and Point-to-MiltiPoint ATM networks, and still benefit fromthe
automati c di scovery of OSPF nei ghbors. As opposed to broadcast

net wor ks, broadcast-si mul ati on-based networks (such as LANE or
Classical IP and ARP over ATM, and point-to-point networks, where an
OSPF router dynamically discovers its neighbors by sending Hello
packets to the All-SPFRouters multicast address, this is not the case
on NBMA and Point-to-MiltiPoint networks. On NBMA networks, the |ist
of all other attached routers to the sane NBMA network has to be
manual |y configured or discovered by sone other neans: Proxy-PAR
allows this configuration to be automated. Al so on Point-to-
Mul ti Poi nt networks, the set of routers that are directly reachabl e
can either be manually configured or dynanically di scovered by

Proxy- PAR or nechani sns such as I nverse ATMARP. |In an ATM networKk,
(see 8.2 in [5]) Inverse ATMARP can be used to discover the IP
address of the router at the renbte end of a given PVC, whether or
not its ATM address is known. But |nverse ATMARP does not return, for
i nstance, whether the rempte router is running OSPF, unlike Proxy-
PAR.

Parallel to [14], which describes the recommended operation of OSPF
over Franme Relay networks, a simlar nodel is assumed where the
underlyi ng ATM network can be used to nodel single VCs as point-to-
point interfaces or collections of VCs as non-broadcast interfaces,
whet her in NBMA or Point-to-MiltiPoint nmode. Such a VC or collection
of VCs is called a logical interface and specified through its type
(either point-to-point, NBMA or Point-to-MiltiPoint), VPN ID (the
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Virtual Private Network to which the interface bel ongs), address and
mask. Layer 2 specific configurations such as the address resol ution
nmet hod, class and quality of service of circuits used, and others,
must al so be included. As a | ogical consequence thereof, a single,
physical interface could enconpass multiple |IP subnets or even
nmultiple VPNs. Contrary to |layer 2 and | P addressing information,
when runni ng Proxy-PAR, nobst of the OSPF infornmation needed to
operate such a logical interface does not have to be configured into
routers statically but can be provided through Proxy-PAR queri es.
This all ows much nore dynam c configuration of VC meshes in OSPF
environnents than, for example, Frame Relay sol utions do.

Pr oxy- PAR queri es can al so be issued with a subnet address set to
0.0.0.0, instead of a specific subnet address. This type of query
returns information on all OSPF routers available in all subnets
within the scope specified in the query. This can be used for

i nstance when the | P addressing informati on has not been confi gured.

2.2 Configuration of OSPF interfaces with Proxy-PAR

To achieve the goal of sinplification of VC nmesh reconfiguration
Proxy-PAR allows the router to | earn automatically nost of the
configuration that has to be provided to OSPF. Non-broadcast and
point-to-point interface informati on can be | earned across an ATM
cl oud as described in the ongoing sections. It is up to the

i mpl enentation to possibly allow for a m xture of Proxy-PAR

aut oconfi gurati on and manual configurati on of nei ghbor information.
Mor eover, manual configuration could, for instance, override or
conpl emrent information derived froma Proxy-PAR client. In addition
OSPF extensions to handle on-demand circuits [13] can be used to
all ow the graceful tearing down of VCs not carrying any OSPF traffic
over prol onged periods of time. The various interactions are
described in sections 2.2.1, 2.2.2 and 2.2.3.

Even after autoconfiguration of interfaces has been provided, the
probl em of VC setups in an ATM network is unsol ved because none of
the normal |y used nechani sns such as Classical |IP and ARP over ATM
[5] or LANE [6] are assunmed to be present. Section 2.5 describes the
behavi or of OSPF routers necessary to allow for router connectivity.

2.2.1 Autoconfiguration of Non-Broadcast Miltiple-Access (NVBA)
I nterfaces

Proxy-PAR al |l ows the autoconfiguation of the list of all routers
residing on the same | P network in the same VPN by sinply querying
the Proxy-PAR server. Each router can easily obtain the Iist of al
OSPF routers on the same subnet with their router priorities and
correspondi ng ATM addresses. This is the precondition for OSPF to
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wor k properly across such logical NBVA interfaces. Note that this
menber |ist, when | earned through Proxy-PAR queries, can dynamnically
change with PNNI (in)stability and general ATM network behavi or
Rel yi ng on an OSPF mechani smto di scover a |lack of reachability in
the overlaying logical IP network could alleviate the risk of
thrashing DR el ections and excessive information flooding. Once the
DR el ecti on has been conpleted and the router has not been el ected DR
or BDR, an inplenentation of [13] can ignore the fact that al

routers on the specific NBMA subnet are available inits
configuration because it only needs to maintain VCs to the DR and
BDR. Note that this information can serve other purposes, such as the
forwardi ng of data packets (see section 2.4).

Traditionally, router configuration for a NBMA network provides the
list of all neighboring routers to allow for proper protoco
operation. For stability purposes, the user may choose to provide a
list of neighbors through such static means but al so enable the
operation of Proxy-PAR protocol to conplete the list. It is left up
to specific router inplenentations to determ ne whether to use the
manual configuration in addition to the information provi ded by
Proxy-PAR, to use the manual configuration to filter dynamc

i nformati on, or whether a concurrent node of operation is prohibited.
In any case it should be obvious that allowing for nmore flexibility
may facilitate operation but provides nore possibilities for

m sconfiguration as well.

2.2.2 Autoconfiguration of Point-to-MiltiPoint Interfaces

Point-to-Milti Point interfaces in ATM networks only nake sense if no
VCs can be set up dynami cally because an SVC- capabl e ATM net work
normal Iy presents a NBVA cloud to OSPF. This is for exanple the case
i f OSPF executes over a network conposed of a partial PVC or SPVC
mesh or predeterm ned SVC neshes. Such a network coul d be nodel ed
using the Point-to-MiltiPoint OSPF interface and the nei ghbor
detection could be provided by Proxy-PAR or other nmeans. In the
Proxy- PAR case the router queries for all OSPF routers on the sane
network in the same VPN but it installs in the interface
configuration only routers that are already reachabl e t hrough

exi sting PVCs. The underlying assunption is that a router knows the
renote ATM address of a PVC and can conpare it with appropriate
Proxy-PAR registrations. If the renbte ATM address of the PVCis
unknown, it can be di scovered by such mechani snms as I nverse ARP [15].
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Pr oxy- PAR provi des a true OSPF nei ghbor detection nechani sm whereas
a mechanismlike Inverse ARP only returns addresses of directly
reachabl e routers (which are not necessarily running OSPF), in the
Poi nt-to-Mil ti-Point environnent.

2.2.3 Autoconfiguration of Nunbered Point-to-Point Interfaces

OSPF point-to-point |inks do not necessarily have an | P address
assigned and even if they do, the mask is undefined. As a
precondition to successfully register a service with Proxy-PAR, an IP
address and a mask are required. Therefore, if a router desires to
use Proxy-PAR to advertise the |local end of a point-to-point link to
the router with which it intends to forman adjacency, an |IP address
has to be provided as well as a netrmask set or a default of

255. 255. 255. 252 (this gives as the default case a subnet with two
routers on it) assumed. To allow the discovery of the renote end of
the interface, |IP address of the rempte side has to be provided and a
net mask set or a default of 255.255.255.252 assunmed. Cbviously the

di scovery can only be successful when both sides of the interface are
configured with the sane network mask and are within the sane IP
network. The situation where nore than two possi bl e nei ghbors are

di scovered through queries and the interface type is set to point-
to-point presents a configuration error

Sending nulticast Hell o packets on the point-to-point |inks allows
OSPF nei ghbors to be di scovered autonmatically. On the other hand,
usi ng Proxy- PAR instead avoids sending Hell o messages to routers that
are not necessarily runni ng OSPF

2.2.4 Autoconfiguration of Unnunbered Point-to-Point Interfaces

For reasons given in [14], the use of unnunbered point-to-point
interfaces with Proxy-PAR is not a very attractive alternative
because the lack of an I P address prevents efficient registration and
retrieval of configuration information. Relying on the nunbering

net hod based on M B entries generates conflicts with the dynamc
nature of creation of such entries and is beyond the scope of this
wor k.

2.3 Registration of OSPF interfaces with Proxy-PAR

To allow other routers to discover an OSPF interface automatically,
the I P address, nask, Area ID, interface type and router priority

i nformation given nust be registered with the Proxy-PAR server at an
appropriate scope. A change in any of these paranmeters has to force a
reregistration with Proxy-PAR
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It should be enphasi zed here that because the registration

i nformati on can be used by other routers to resolve |IP addresses
agai nst NSAPs as explained in section 2.4, the entire |IP address of
the router nust be registered. It is not sufficient to indicate the
subnet up to the mask length; all address bits rmust be provided.

2.3.1 Registration of Non-Broadcast Miltiple-Access Interfaces

For an NBMA interface the appropriate paraneters are avail abl e and
can be registered through Proxy-PAR wi thout further conplications.

2.3.2 Registration of Point-to-Miltipoint Interfaces

In the case of a Point-to-MiltiPoint interface the router registers
its information in the same fashion as in the NBMA case, except that
the interface type is nodified accordingly.

2.3.3 Registration of Nunbered Point-to-Point Interfaces

In the case of point-to-point nunmbered interfaces the address mask is
not specified in the OSPF configuration. If the router has to use
Proxy-PAR to advertise its capability, a mask rmust be defined or a
defaul t val ue of 255.255.255. 252 used.

2.3.4 Registration of Unnunbered Point-to-Point Interfaces

On ng to the lack of a configured IP address and difficulties
generated by this fact as described earlier, registration of
unnunber ed point-to-point interfaces is not covered in this docunent.

2.4 | P address to NSAP Resol ution Using Proxy-PAR

As a byproduct of Proxy-PAR presence, an OSPF inpl enmentation coul d
use the information in registrations for the resolution of IP
addresses to ATM NSAPs on a subnet without having to use static data
or nmechani sms such as ATMARP [5]. This again should allow a drastic
sinmplification of the nunber of nechanisns involved in operating OSPF
over ATMto provide an | P overl ay.

From a system perspective, the OSPF component, the Proxy-PAR client,
the 1P to NSAP address resolution table, and the ATM circuit manager
can be depicted as in Figure 1. Figure 1 shows an exanple of
conponent interactions triggered by a Proxy-PAR query fromthe
Proxy-PAR client.
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2.5 Connection Setup Mechani sms

This section describes the OSPF behavior in an ATM network under
various assunptions in terns of signaling capabilities and preset
connectivity.

2.5.1 OSPF in PVC Environnents

In environments where only partial PVCs (or SPVCs) meshes are
avai l abl e and nodel ed as Point-to-MiultiPoint interfaces, the routers
see reachabl e routers through autodi scovery provided by Proxy-PAR
This | eads to expected OSPF behavior. In cases where a full nesh of
PVCs is present, such a network should preferably be nodel ed as NBMA
Note that in such a case, PVCs failures will translate into not-so-
obvi ous routing failures.

| | |
| ('S =/ = | Proxy- PAR| <- - - (Proxy- PAR query)
| notify | client

nei ghbor changes |__ |

N

| o
send and | mai nt ai n Proxy- PAR

|

|

|

|

|
|
receive | entries in table
OSPF nsg |
|
|
v Vv
| ATM |
| circuit |-----------mmmmmo- >| I P to NSAP
| manager | check | table
|

| 1P to NSAP bindings | |

Figure 1: System perspective of typical conponents interactions.
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2.5.2 OSPF in SVC Environnents

+ + +

| |
+- -+ | ---| RTA - --| E + | +- -+
|HL---] e | ATM | -~ 1+l
+- -+ | | +---+ | doud | +-- -+ | +- -+

| LAN Y |---|RTB[------------- | RTC| - - -

+ | +---+ | PPAR | +---+

+ R + +

Figure 2: Sinple topology with Router B and Router C operating
across NBMA ATM interfaces with Proxy- PAR

In SVC-capabl e environments the routers can initiate VCs after having
di scovered the appropriate nei ghbors, preferably driven by the need
to send data such as Hell o packets. This can lead to race conditions
where both sides can open a VC simultaneously. It is generally
desirable to avoid wasting this valuable resource: if the router with
lower I P address (i.e., the IP address of the OSPF interface

regi stered with Proxy-PAR) detects that the VC initiated by the other
side is bidirectional, it is free to close its own VC and use the
detected one. Note that this either requires the OSPF inpl enentation
to be aware of the VCs used to send and receive Hell o nmessages, or
the conponent responsible of nanaging VCs to be aware of the usage of
particul ar VCs.

nserve that this behavior operates correctly in case OSPF over
Demand Circuits extensions are used [13] over SVC capable interfaces.

Most of the tine, it is possible to avoid the setup of redundant VCs
by del aying the sending of the first OSPF Hello fromthe router with
the I ower | P address by an anmout of time greater than the interva
bet ween the queries fromthe Proxy-PAR client to the server. Chances
are that the router with the higher |IP address opens the VC (or use
an already existing VC) and sends the OSPF Hello first if its

i nterval between queries is shorter than the Hello delay of the
router with the lower |P address. As this interval can vary dependi ng
on particular needs and inplenmentations, the race conditions

descri bed above can still be expected to happen, albeit presunmably

| ess often.

The exi stence of VCs used for OSPF exchanges is orthogonal to the
nunber and type of VCs the router chooses to use within the |ogica
interface to forward data to other routers. OSPF inplenentations are
free to use any of these VCs (in case they are aware of their

exi stence) to send packets if their end points are adequate and nust
accept Hell o packets arriving on any of the VCs belonging to the
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| ogical interface even if OSPF operating on such an interface is not
aware of their existence. An OSPF inplenentation nay ignore
connections being initiated by another router that has not been

di scovered by Proxy-PAR In any case, the OSPF inplementation wll

i gnore a nei ghbor whose Proxy-PAR registration indicates that it is
not adj acent.

As an exanpl e consider the topology in Figure 2 where router RTB and

RTC are connected to a comon ATM cl oud of feri ng Proxy-PAR servi ces.

Assumi ng that RTB's OSPF inplementation is aware of SVCs initiated on
the interface and that RTC only makes mini nmal use of Proxy-PAR

i nformation, the foll ow ng sequence coul d develop, illustrating sone
of the cases described above:

1. RTC and RTB register with ATM cl oud as Proxy-PAR capabl e and
di scover each other as adjacent OSPF routers.

2. RIB sends a Hello, which forces it to establish a SVC
connection to RTC.

3. RTC sends a Hello to RTB, but disregards the already existing
VC and establishes a new VC to RTB to deliver the packet.

4. RTB sees a new bhidirectional VC and, assuming here that RTC s
| P address is higher, closes the VC originated in step 2.

5. Host Hl sends data to H2 and RTB establishes a new data SVC
between itself and RTC.

6. RTB sends a Hello to RTC and decides to do so using the newly
establish data SVC. RTC nust accept the Hell o despite the
m ni mal i npl enent ati on.
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4 Security Considerations

Several aspects are to be considered in the context of the security
of operating OSPF over ATM and/or Proxy-PAR The security of

regi stered i nformati on handed to the ATM cl oud nust be guaranteed by
the underlying PNNI protocol. The registration itself through Proxy-
PAR is not secured, and are thus appropriate mechani snms for further
study. However, even if the security at the ATM Il ayer is not
guar ant eed, OSPF security mechani sns can be used to verify that
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det ect ed nei ghbors are authorized to interact with the entity
di scovering them
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Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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