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1 I ntroduction

Thi s docunent describes a protocol for efficiently routing to

mul ticast groups that may span wi de-area (and inter-domain)
internets. W refer to the approach as Protocol |ndependent

Mul ticast--Sparse Mbde (PIM SM because it is not dependent on any
particul ar unicast routing protocol, and because it is designed to
support sparse groups as defined in [1][2]. This docunent describes
the protocol details. For the notivation behind the design and a
description of the architecture, see [1][2]. Section 2 summarizes
Pl M SM operation. |t describes the protocol froma network
perspective, in particular, how the participating routers interact to
create and nmaintain the multicast distribution tree. Section 3
descri bes PI M SM operations fromthe perspective of a single router
i mpl ementing the protocol; this section constitutes the nmain body of
the protocol specification. It is organized according to Pl M SM
message type; for each nessage type we describe its contents, its
generation, and its processing.

Sections 3.8 and 3.9 sunmmarize the tinmers and flags referred to
t hroughout this docunment. Section 4 provides packet format details.

The npst significant functional changes since the January ’95 version
i nvol ve the Rendezvous Point-rel ated nmechani sns, several resulting
sinmplifications to the protocol, and renoval of the PIM DM protoco
details to a separate docunment [3] (for clarity).

2 PI M SM Protocol Overview

In this section we provide an overview of the architectura
conponents of PIM SM

A router receives explicit Join/Prune messages from those nei ghboring
routers that have downstream group menbers. The router then forwards
dat a packets addressed to a nulticast group, G only onto those
interfaces on which explicit joins have been received. Note that al
routers nentioned in this document are assurmed to be PIM SM capabl e,
unl ess ot herwi se specified.

A Designated Router (DR) sends periodic Join/Prune nmessages toward a
group-speci fi c Rendezvous Point (RP) for each group for which it has
active nenbers. Each router along the path toward the RP builds a

wi | dcard (any-source) state for the group and sends Joi n/ Prune
nessages on toward the RP. W use the termroute entry to refer to
the state maintained in a router to represent the distribution tree.
A route entry may include such fields as the source address, the
group address, the incomng interface fromwhich packets are
accepted, the list of outgoing interfaces to which packets are sent,
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timers, flag bits, etc. The wildcard route entry’s incomng interface
points toward the RP; the outgoing interfaces point to the

nei ghbori ng downstreamrouters that have sent Join/Prune messages
toward the RP. This state creates a shared, RP-centered, distribution
tree that reaches all group nmenmbers. Wen a data source first sends
to a group, its DR unicasts Register nessages to the RP with the
source’s data packets encapsulated within. If the data rate is high
the RP can send source-specific Join/Prune nmessages back towards the
source and the source’s data packets will follow the resulting
forwarding state and travel unencapsulated to the RP. \Whether they
arrive encapsul ated or natively, the RP forwards the source’s
decapsul at ed data packets down the RP-centered distribution tree
toward group nenbers. |f the data rate warrants it, routers with

| ocal receivers can join a source-specific, shortest path,
distribution tree, and prune this source’s packets off of the shared
RP-centered tree. For |low data rate sources, neither the RP, nor

| ast-hop routers need join a source-specific shortest path tree and
dat a packets can be delivered via the shared, RP-tree.

The foll owi ng subsections describe SMoperation in nore detail, in
particul ar, the control nessages, and the actions they trigger

2.1 Local hosts joining a group

In order to join a nulticast group, G a host conveys its nenbership
i nformati on through the Internet G oup Managenent Protocol (I1GwW), as
specified in [4][5], (see figure 1). Fromthis point on we refer to
such a host as a receiver, R (or nmenber) of the group G

Note that all figures used in this section are for illustration and
are not intended to be conplete. For conplete and detail ed protoco
action see Section 3.

[Figures are present only in the postscript version]
Fig. 1 Exanple: how a receiver joins, and sets up shared tree

When a DR (e.g., router Ain figure 1) gets a nenbership indication
fromIGW for a new group, G the DR | ooks up the associated RP. The
DR creates a wildcard multicast route entry for the group, referred
to here as a (*, G entry; if there is no nore specific match for a
particul ar source, the packet will be forwarded according to this
entry.

The RP address is included in a special field in the route entry and
is included in periodic upstream Joi n/ Prune nessages. The out goi ng
interface is set to that included in the | GW nmenbership indication
for the new nmenber. The incoming interface is set to the interface
used to send uni cast packets to the RP
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When there are no longer directly connected nenbers for the group
|GW notifies the DR |If the DR has neither |ocal nenbers nor
downstream receivers, the (*, G state is del eted.

2.2 Establishing the RP-rooted shared tree

Triggered by the (*, G state, the DR creates a Joi n/ Prune nessage
with the RP address inits join list and the the wildcard bit (W
bit) and RP-tree bit (RPT-bit) set to 1. The WCbit indicates that
any source may match and be forwarded according to this entry if
there is no longer match; the RPT-bit indicates that this joinis
bei ng sent up the shared, RP-tree. The prune list is left enpty. Wen
the RPT-bit is set to 1 it indicates that the join is associated with
the shared RP-tree and therefore the Join/Prune nessage i s propagated
along the RP-tree. When the WC-bit is set to 1 it indicates that the
address is an RP and the downstreamrecei vers expect to receive
packets fromall sources via this (shared tree) path. The term RPT-
bit is used to refer to both the RPT-bit flags associated with route
entries, and the RPT-bit included in each encoded address in a

Joi n/ Prune message.

Each upstreamrouter creates or updates its nulticast route entry for
(*, G when it receives a Join/Prune with the RPT-bit and WC-bit set.
The interface on which the Join/Prune nmessage arrived is added to the
list of outgoing interfaces (oifs) for (*,G. Based on this entry
each upstreamrouter between the receiver and the RP sends a
Joi n/ Prune nessage in which the join list includes the RP. The packet
payl oad contains Milticast-Address=G Joi n=RP, WC-bit, RPT-bit,
Prune=NULL.

2.3 Hosts sending to a group

When a host starts sending multicast data packets to a group
initially its DR rmust deliver each packet to the RP for distribution
down the RP-tree (see figure 2). The sender’s DRinitially

encapsul ates each data packet in a Register nmessage and unicasts it
to the RP for that group. The RP decapsul ates each Regi ster nessage
and forwards the encl osed data packet natively to downstream nenbers
on the shared RP-tree.

[Figures are present only in the postscript version]
Fig. 2 Exanple: a host sending to a group

If the data rate of the source warrants the use of a source-specific
shortest path tree (SPT), the RP may construct a new nulticast route
entry that is specific to the source, hereafter referred to as (S, G
state, and send periodic Join/Prune messages toward the source. Note
that over tine, the rules for when to switch can be nodified w thout
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gl obal coordination. Wen and if the RP does switch to the SPT, the
routers between the source and the RP build and nmaintain (S, G state
in response to these nessages and send (S, G nessages upstreamtoward
t he source.

The source’s DR nust stop encapsul ati ng data packets in Registers
when (and so long as) it receives Register-Stop nessages fromthe RP
The RP triggers Register-Stop nessages in response to Registers, if
the RP has no downstream receivers for the group (or for that
particul ar source), or if the RP has already joined the (S,G tree
and is receiving the data packets natively. Each source’s DR

mai ntai ns, per (S, G, a Register-Suppression-tiner. The Register-
Suppression-tinmer is started by the Register-Stop nessage; upon
expiration, the source’s DR resunes sending data packets to the RP
encapsul ated i n Regi ster nessages.

2.4 Switching fromshared tree (RP-tree) to shortest path tree
(SP-tree)}

A router with directly-connected nenbers first joins the shared RP-
tree. The router can switch to a source’s shortest path tree (SP-
tree) after receiving packets fromthat source over the shared RP-
tree. The recomrended policy is to initiate the switch to the SP-tree
after receiving a significant nunmber of data packets during a
specified time interval froma particular source. To realize this
policy the router can nonitor data packets from sources for which it
has no source-specific nulticast route entry and initiate such an
entry when the data rate exceeds the configured threshold. As shown
in figure 3, router A initiates a (S, G state.

[Figures are present only in the postscript version]
Fig. 3 Exanple: Switching fromshared tree to shortest path tree

VWen a (S, entry is activated (and periodically so |long as the
state exists), a Join/Prune nmessage is sent upstreamtowards the
source, S, with Sinthe join list. The payload contains Milticast-
Address=G, Joi n=S, Prune=NULL. When the (S,G entry is created, the
outgoing interface list is copied from(*,Q, i.e., all local shared
tree branches are replicated in the new shortest path tree. In this
way when a data packet fromS arrives and nmatches on this entry, al
receivers will continue to receive the source’s packets along this
path. (In nore conplicated scenarios, other entries in the router
have to be considered, as described in Section 3). Note that (S, QG
state nust be maintained in each | ast-hop router that is responsible
for initiating and maintaining an SP-tree. Even when (*, QG and (S, G
overl ap, both states are needed to trigger the source-specific
Joi n/ Prune nessages. (S, G state is kept alive by data packets
arriving fromthat source. Atimer, Entry-timer, is set for the (S, G
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entry and this tiner is restarted whenever data packets for (S, G are
forwarded out at |east one oif, or Registers are sent. Wen the
Entry-tiner expires, the state is deleted. The |ast-hop router is the
router that delivers the packets to their ultimte end-system
destination. This is the router that nonitors if there is group
menbership and joins or prunes the appropriate distribution trees in
response. |In general the last-hop router is the Designated Router
(DR) for the LAN. However, under various conditions described |ater,
a parallel router connected to the same LAN may take over as the

| ast-hop router in place of the DR

Only the RP and routers with local nenmbers can initiate switching to
the SP-tree; internediate routers do not. Consequently, |ast-hop
routers create (S,G state in response to data packets fromthe
source, S; whereas internediate routers only create (S, G state in
response to Joi n/ Prune nessages from downstreamthat have S in the
Join list.

The (S, G entry is initialized with the SPT-bit cleared, indicating
that the shortest path tree branch from S has not yet been setup
conpletely, and the router can still accept packets from S that
arrive on the (*,G entry’'s indicated incomng interface (iif). Each
PIMmulticast entry has an associ ated incom ng interface on which
packets are expected to arrive.

Wien a router with a (S,G entry and a cleared SPT-bit starts to
recei ve packets fromthe new source S on the iif for the (S, G entry,
and that iif differs fromthe (*,G entry's iif, the router sets the
SPT-bit, and sends a Join/Prune nmessage towards the RP, indicating
that the router no I onger wants to receive packets fromsS via the
shared RP-tree. The Join/Prune nessage sent towards the RP includes S
inthe prune list, with the RPT-bit set indicating that S s packets
must not be forwarded down this branch of the shared tree. If the
router receiving the Join/Prune message has (S, G state (with or

wi thout the route entry’'s RPT-bit flag set), it deletes the arriving
interface fromthe (S, G oif list. |If the router has only (*, QG
state, it creates an entry with the RPT-bit flag set to 1. For
brevity we refer to an (S,G entry that has the RPT-bit flag set to 1
as an (S,GQRPT-bit entry. This notational distinction is useful to
point out the different actions taken for (S, G entries dependi ng on
the setting of the RPT-bit flag. Note that a router can have no nore
than one active (S,G entry for any particular S and G at any
particular tine; whether the RPT-bit flag is set or not. In other
words, a router never has both an (S,G and an (S, G RPT-bit entry for
the sane S and G at the sane tinme. The Joi n/ Prune nessage payl oad
contains Miulticast-Address=G Joi n=NULL, Prune=S, RPT-bit.
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A new receiver may join an existing RP-tree on which source-specific
prune state has been established (e.g., because downstream receivers
have switched to SP-trees). In this case the prune state nust be

er adi cat ed upstream of the new receiver to bring all sources’ data
packets down to the new receiver. Therefore, when a (*,G Join
arrives at a router that has any (S, RPT-bit entries (i.e., entries
that cause the router to send source-specific prunes toward the RP)
these entries must be updated upstream of the router so as to bring
all sources’ packets down to the new nmenber. To acconplish this, each
router that receives a (*, G Join/Prune nmessage updates all existing
(S, RPT-bit entries. The router may also trigger a (*, @ Join/Prune
nmessage upstreamto cause the sanme updating of RPT-bit settings
upstream and pull down all active sources’ packets. If the arriving
(*, G join has sone sources included in its prune list, then the
corresponding (S, GRPT-bit entries are left unchanged (i.e., the
RPT-bit remains set and no oif is added).

2.5 Steady state maintenance of distribution tree (i.e., router state)}

In the steady state each router sends periodic Join/Prune nessages
for each active PIMroute entry; the Join/Prune nessages are sent to
the nei ghbor indicated in the corresponding entry. These nmessages are
sent periodically to capture state, topology, and nenbershi p changes.
A Join/Prune nessage is also sent on an event-triggered basis each
time a newroute entry is established for sone new source (note that
sonme danpi ng function nay be applied, e.g., a short delay to all ow
for merging of new Join information). Join/Prune nessages do not
elicit any formof explicit acknow edgnent; routers recover from|l ost
packets using the periodic refresh mechani sm

2.6 Obtaining RP information

To obtain the RP information, all routers within a PI M domain coll ect
Boot st rap nessages. Bootstrap nmessages are sent hop-by-hop within the
domai n; the domain’s bootstrap router (BSR) is responsible for
originating the Bootstrap nmessages. Bootstrap nessages are used to
carry out a dynamic BSR el ecti on when needed and to distribute RP
information in steady state.

A domain in this context is a contiguous set of routers that al

i mpl enent PIM and are configured to operate within a conmon boundary
defined by PIM Milticast Border Routers (PMBRs). PMBRs connect each
PIM domain to the rest of the internet.

Routers use a set of available RPs (called the RP-Set) distributed in
Boot strap nessages to get the proper Goup to RP nmapping. The
fol |l owi ng paragraphs summari ze the mechani sm details of the
mechani sm may be found in Sections 3.6 and Appendix 6.2. A (snall)
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set of routers, within a domain, are configured as candi date BSRs
and, through a sinple election nechanism a single BSR is sel ected
for that domain. A set of routers within a domain are also configured
as candidate RPs (C-RPs); typically these will be the sane routers
that are configured as CG-BSRs. Candidate RPs periodically unicast
Candi dat e- RP- Adverti senent nessages (C RP-Advs) to the BSR of that
domai n. C RP-Advs include the address of the advertising CRP, as
wel |l as an optional group address and a mask length field, indicating
the group prefix(es) for which the candi dacy is advertised. The BSR
then includes a set of these Candi date-RPs (the RP-Set), along with
the correspondi ng group prefixes, in Bootstrap nessages it
periodically originates. Bootstrap nessages are distributed hop-by-
hop t hroughout the domain.

Rout ers recei ve and store Bootstrap nessages originated by the BSR
VWen a DR gets a menbership indication fromIGwW for (or a data
packet fron) a directly connected host, for a group for which it has
no entry, the DR uses a hash function to map the group address to one
of the C-RPs whose Group-prefix includes the group (see Section 3.7).
The DR then sends a Join/Prune nessage towards (or unicasts Registers
to) that RP

The Bootstrap nessage indicates |iveness of the RPs included therein
If an RP is included in the nessage, then it is tagged as ‘up’ at the
routers; while RPs not included in the nessage are renoved fromthe
list of RPs over which the hash algorithmacts. Each router continues
to use the contents of the npbst recently received Bootstrap nessage
until it receives a new Bootstrap nessage.

If a PIMdonain partitions, each area separated fromthe old BSR wil |l
elect its own BSR, which will distribute an RP-Set containing RPs
that are reachable within that partition. When the partition heals,
anot her election will occur automatically and only one of the BSRs

will continue to send out Bootstrap nmessages. As is expected at the
time of a partition or healing, sone disruption in packet delivery
may occur. This tine will be on the order of the region’s round-trip

time and the bootstrap router tinmeout val ue.
2.7 Interoperation with dense node protocols such as DVMRP

In order to interoperate with networks that run dense-node, broadcast
and prune, protocols, such as DVMRP, all packets generated within a
Pl M SM regi on nust be pulled out to that region’s PIM Milticast
Border Routers (PMBRs) and injected (i.e., broadcast) into the DVVRP
network. A PMBR is a router that sits at the boundary of a PIM SM
domain and interoperates with other types of multicast routers such
as those that run DVVRP. Generally a PMBR woul d speak both protocols
and i npl enent interoperability functions not required by regular PIM
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routers. To support interoperability, a special entry type, referred
to as (*,*,RP), nust be supported by all PIMrouters. For this
reason we include details about (*,*,RP) entry handling in this
general PIM specification

A data packet will match on a (*,*, RP) entry if there is no nore
specific entry (such as (S,G or (*, Q) and the destination group
address in the packet maps to the RP listed in the (*,*, RP) entry. In
this sense, a (*,*,RP) entry represents an aggregation of all the
groups that hash to that RP. PMBRs initialize (*,*, RP) state for each
RP in the domain’s RPset. The (*,*, RP) state causes the PMBRs to send
(*,*,RP) Join/Prune nessages toward each of the active RPs in the
donmain. As a result distribution trees are built that carry all data
packets originated within the PIMdomain (and sent to the RPs) down
to the PMBRs.

PMBRs are al so responsible for delivering externally-generated
packets to routers within the PIMdomain. To do so, PMBRs initially
encapsul ate external | y-origi nated packets (i.e., received on DVMRP
interfaces) in Register nmessages and unicast themto the
corresponding RP within the PI M domai n. The Regi ster nmessage has a
bit indicating that it was originated by a border router and the RP
caches the originating PMBR s address in the route entry so that
duplicate Registers fromother PMBRs can be declined with a
Regi st er- St op nmessage.

Al PIMrouters nust be capable of supporting (*,*, RP) state and
interpreting associ ated Joi n/ Prune nmessages. W describe the handling
of (*,* RP) entries and nmessages throughout this docunent; however,
detailed PIM Milticast Border Router (PMBR) functions will be
specified in a separate interoperability docunent (see directory,
http://catarina.usc.edu/pinfinterop/).

2.8 Miulticast data packet processing

Dat a packets are processed in a manner simlar to other multicast
schenmes. A router first perfornms a | ongest match on the source and
group address in the data packet. A (S, G entry is nmatched first if
one exists; a (*, G entry is matched otherwise. If neither state
exists, then a (*,*,RP) entry match is attenpted as foll ows: the
router hashes on Gto identify the RP for group G and | ooks for a
(*,*, RP) entry that has this RP address associated with it. If none
of the above exists, then the packet is dropped. If a state is

mat ched, the router conpares the interface on which the packet
arrived to the incomng interface field in the matched route entry.
If the iif check fails the packet is dropped, otherw se the packet is
forwarded to all interfaces listed in the outgoing interface list.
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Sone special actions are needed to deliver packets continuously while
switching fromthe shared to shortest-path tree. In particular, when
a (S, G entry is matched, incom ng packets are forwarded as foll ows:

11I1f the SPT-bit is set, then:
1if the inconing interface is the same as a matching

(S, iif, the packet is forwarded to the oif-Ilist of

(S, 09

2 if the incomng interface is different than a matching
(S, G iif , the packet is discarded.

2 1f the SPT-bit is cleared, then:

1if the inconming interface is the same as a matching
(S, iif, the packet is forwarded to the oif-list of
(S,G. In addition, the SPT bit is set for that entry if
the incomng interface differs fromthe incomng interface
of the (*,@ or (*,* RP) entry.

2 if the incomng interface is different than a matching
(S,¢ iif, the incoming interface is tested against a
matching (*,Q or (*,*,RP) entry. If the iif is the sane as
one of those, the packet is forwarded to the oif-list of
the matching entry.

3 OGherwise the iif does not match any entry for G and
the packet is discarded.

Dat a packets never trigger prunes. However, data packets may trigger
actions that in turn trigger prunes. For exanple, when router B in
figure 3 decides to switch to SP-tree at step 3, it creates a (S, Q§
entry with SPT-bit set to 0. Wen data packets from S arrive at
interface 2 of B, B sets the SPT-bit to 1 since the iif for (*,Q is
different than that for (S,G. This triggers the sending of prunes
towards the RP.
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2.9 Operation over Miulti-access Networks

This section describes a few additional protocol mechani sms needed to
operate PIMover nulti-access networks: Designated Router election
Assert messages to resolve parallel paths, and the Join/Prune-
Suppressi on-Ti mer to suppress redundant Joins on nulti-access

net wor ks.

Desi gnhated router el ection

VWen there are multiple routers connected to a nulti-access network,
one of them nust be chosen to operate as the designated router (DR
at any point in time. The DR is responsible for sending triggered
Joi n/ Prune and Regi ster nessages toward the RP

A sinmpl e designated router (DR) el ection nmechanismis used for both
SM and traditional IP nulticast routing. Neighboring routers send

Hel | o nessages to each other. The sender with the | argest network

| ayer address assunes the role of DR Each router connected to the
nmul ti-access LAN sends the Hellos periodically in order to adapt to
changes in router status.

Paral l el paths to a source or the RP--Assert process:

If a router receives a multicast datagramon a nulti-access LAN from
a source whose corresponding (S, G outgoing interface |ist includes
the interface to that LAN, the packet must be a duplicate. |In this
case a single forwarder nmust be elected. Using Assert messages
addressed to ‘224.0.0.13 (ALL-PI M ROUTERS group) on the LAN
upstreamrouters can resolve which one will act as the forwarder
Downstreamrouters listen to the Asserts so they know which one was
el ected, and therefore where to send subsequent Joins. Typically this
is the same as the downstreamrouter’s RPF (Reverse Path Forwardi ng)
nei ghbor; but there are circunstances where this m ght not be the
case, e.g., when using multiple unicast routing protocols on that

LAN. The RPF nei ghbor for a particular source (or RP) is the next-hop
router to which packets are forwarded en route to that source (or

RP); and therefore is considered a good path via which to accept
packets fromthat source.

The upstreamrouter elected is the one that has the shortest distance
to the source. Therefore, when a packet is received on an outgoing
interface a router sends an Assert nessage on the multi-access LAN

i ndi cating what netric it uses to reach the source of the data
packet. The router with the smallest nunerical netric (with ties

br oken by hi ghest address) will becone the forwarder. Al other
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upstreamrouters will delete the interface fromtheir outgoing
interface list. The downstreamrouters also do the conparison in case
the forwarder is different than the RPF nei ghbor

Associated with the nmetric is a netric preference value. This is
provided to deal with the case where the upstreamrouters nmay run

di fferent unicast routing protocols. The nunerically snaller netric
preference is always preferred. The netric preference is treated as
the high-order part of an assert metric conparison. Therefore, a
metric value can be conpared with another netric val ue provided both
metric preferences are the sane. A netric preference can be assigned
per unicast routing protocol and needs to be consistent for al
routers on the multi-access network.

Asserts are al so needed for (*, G entries since an RP-Tree and an
SP-Tree for the same group may both cross the same nulti-access
networ k. When an assert is sent for a (*,QG entry, the first bit in
the nmetric preference (RPT-bit) is always set to 1 to indicate that
this path corresponds to the RP tree, and that the match nmust be done
on (*,Q if it exists. Furthernore, the RPT-bit is always cleared for
nmetric preferences that refer to SP-tree entries; this causes an SP-
tree path to always | ook better than an RP-tree path. Wen the SP-
tree and RPtree cross the same LAN, this mechanismelimnates the
duplicates that would otherwi se be carried over the LAN.

In case the packet, or the Assert nessage, matches on oif for
(*,*,RP) entry, a (*,Q entry is created, and asserts take place as
if the matching state were (*, Q.

The DR may | ose the (*, G Assert process to another router on the LAN
if there are nultiple paths to the RP through the LAN. Fromthen on
the DRis no longer the last-hop router for |ocal receivers and
renoves the LAN fromits (*, G oif list. The w nning router becones
the last-hop router and is responsible for sending (*,Q join
nmessages to the RP

Joi n/ Prune suppression:

Joi n/ Prune suppression may be used on nulti-access LANs to reduce
duplicate control message overhead; it is not required for correct
performance of the protocol. If a Join/Prune nmessage arrives and

mat ches on the incomng interface for an existing (S,6, (*, G, or
(*,*, RP) route entry, and the Holdtine included in the Join/Prune
nessage is greater than the recipient’s own [Join/Prune-Hol dti ne]
(with ties resolved in favor of the higher network | ayer address), a
timer (the Join/Prune-Suppression-timer) in the recipient’s route
entry may be started to suppress further Join/Prune nessages. After
this timer expires, the recipient triggers a Join/Prune nmessage, and
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resurmes sendi ng periodic Join/Prunes, for this entry. The
Joi n/ Prune- Suppression-tinmer should be restarted each tine a
Joi n/ Prune message is received with a hi gher Hol dti me.

2.10 Uni cast Routing Changes

When uni cast routing changes, an RPF check is done on all active
(S,Q9, (*,6 and (*,*,RP) entries, and all affected expected i ncom ng
interfaces are updated. |In particular, if the new inconm ng interface
appears in the outgoing interface list, it is deleted fromthe
outgoing interface list. The previous incomng interface may be added
to the outgoing interface list by a subsequent Join/Prune from
downstream Joi n/ Prune nessages received on the current incom ng
interface are ignored. Join/Prune nessages received on new
interfaces or existing outgoing interfaces are not ignored. Qher
outgoing interfaces are left as is until they are explicitly pruned
by downstreamrouters or are tined out due to | ack of appropriate
Joi n/ Prune nessages. If the router has a (S,G entry with the SPT-bit
set, and the updated iif(S,G does not differ fromiif(*, G or
iif(*,*, RP), then the router resets the SPT-bit.

The router nust send a Join/Prune message with Sin the Join |list out
any new incomng interfaces to informupstreamrouters that it
expects nulticast datagrans over the interface. It may also send a
Joi n/ Prune nessage with Sin the Prune list out the old incomng
interface, if the link is operational, to informupstreamrouters
that this part of the distribution tree is going away.

2.11 PIMSM for Inter-Domain Milticast
Future docunments will address the use of PIMSM as a backbone inter-
domain nulticast routing protocol. Design choices center primarily
around the distribution and usage of RP information for w de area,
i nter-domai n groups.

2.12 Security
Al PIMcontrol nessages may use |Psec [6] to address security
concerns. Security mechanisnms are likely to be enhanced in the near
future.

3 Detailed Protocol Description
Thi s section describes the protocol operations fromthe perspective

of an individual router inplenmentation. |In particular, for each
nmessage type we describe how it is generated and processed.
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3.1 Hello

Hel | o messages are sent so nei ghboring routers can discover each
ot her.

3.1.1 Sending Hellos

Hel | o nessages are sent periodically between PIM nei ghbors, every
[Hel l o-Period] seconds. This informs routers what interfaces have
Pl M nei ghbors. Hell o nmessages are multicast using address 224.0.0.13
(ALL- Pl M ROUTERS group). The packet includes a Holdtime, set to

[Hel | o-Hol dtine], for neighbors to keep the information valid. Hellos
are sent on all types of comunication |inks.

3.1.2 Receiving Hellos

VWen a router receives a Hello nessage, it stores the network |ayer
address for that neighbor, sets its Neighbor-tinmer for the Hello
sender to the Holdtime included in the Hello, and determnines the
Designated Router (DR) for that interface. The highest addressed
systemis elected DR Each Hello received causes the DR s address to
be updat ed.

When a router that is the active DR receives a Hello froma new

nei ghbor (i.e., froman address that is not yet in the DRs nei ghbor
table), the DR unicasts its nost recent RP-set information to the new
nei ghbor .

3.1.3 Timng out neighbor entries

A periodic process is run to tinme out PIM neighbors that have not
sent Hellos. If the DR has gone down, a new DR is chosen by scanning
all neighbors on the interface and selecting the new DR to be the one
with the highest network |ayer address. If an interface has gone
down, the router may optionally time out all PIM neighbors associ ated
with the interface

3.2 Joi n/ Prune

Joi n/ Prune nessages are sent to join or prune a branch off of the
mul ticast distribution tree. A single nmessage contains both a join
and prune list, either one of which may be null. Each |list contains
a set of source addresses, indicating the source-specific trees or
shared tree that the router wants to join or prune
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3.2.1 Sending Join/Prune Messages

Joi n/ Prune nessages are nerged such that a nessage sent to a
particul ar upstream nei ghbor, N, includes all of the current joined
and pruned sources that are reached via N, according to unicast
routing Join/Prune nessages are nulticast to all routers on nulti-
access networks with the target address set to the next hop router
towards S or RP. Join/Prune nessages are sent every [Join/Prune-

Period] seconds. In the future we will introduce nechanisns to rate-
l[imt this control traffic on a hop by hop basis, in order to avoid
excessi ve overhead on small links. 1In addition, certain events cause

triggered Joi n/ Prune nessages to be sent.
Periodi ¢ Joi n/ Prune Messages:

A router sends a periodic Join/Prune nessage to each distinct RPF
nei ghbor associated with each (S, G, (*,Q and (*,*,RP) entry.
Joi n/ Prune nessages are only sent if the RPF neighbor is a PIM
nei ghbor. A periodic Join/Prune nessage sent to a particul ar RPF
nei ghbor is constructed as foll ows:

1 Each router determines the RP for a (*,G entry by using
the hash function described. The RP address (with RPT and WC
bits set) is included in the join list of a periodic Join/Prune
nessage under the foll ow ng conditions:

1 The Join/Prune nmessage is being sent to the RPF
nei ghbor toward the RP for an active (*,Q or (*,*, RP)
entry, and

2 The outgoing interface list inthe (*,Q or (*,*,RP)
entry is non-NULL, or the router is the DR on the same
interface as the RPF nei ghbor

2 A particular source address, S, is included in the join
list with the RPT and WC bits cl eared under the follow ng
condi tions:

1 The Join/Prune nmessage is being sent to the RPF
nei ghbor toward S, and

2 There exists an active (S,G entry with the RPT-bit
flag cleared, and

3 The oif list in the (S,Q entry is not null
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3 A particular source address, S, is included in the prune
list with the RPT and WC bits cl eared under the follow ng
condi tions:

1 The Join/Prune nessage is being sent to the RPF
nei ghbor toward S, and

2 There exists an active (S,G entry with the RPT-bit
flag cl eared, and

3 The oif list inthe (S,G entry is null

4 A particular source address, S, is included in the prune
list with the RPT-bit set and the WC bit cleared under the
foll owi ng conditions:

1 The Join/Prune nmessage is being sent to the RPF
nei ghbor toward the RP and there exists a (S,G entry with
the RPT-bit flag set and null oif list, or

2 The Joi n/Prune nessage is being sent to the RPF
nei ghbor toward the RP, there exists a (S, G entry with the
RPT-bit flag cleared and SPT-bit set, and the incom ng
interface toward Sis different than the incomng interface
toward the RP, or

3 The Joi n/Prune nessage is being sent to the RPF
nei ghbor toward the RP, and there exists a (*, G entry and
(S,G entry for a directly connected source.

5 The RP address (with RPT and WC bits set) is included in
the prune list if:

1 The Join/Prune nmessage is being sent to the RPF
nei ghbor toward the RP and there exists a (*, G entry with
anull oif list (see Section 3.5.2).

Tri ggered Joi n/ Prune Messages:

In addition to periodic nessages, the follow ng events will
trigger Join/Prune nessages if as a result, a) a newentry is
created, or b) the oif list changes fromnull to non-null or non-
null to null. The contents of triggered nessages are the sane as
the periodic, described above.

1 Receipt of an indication from|GW that the state of

di rect | y-connect ed- menber shi p has changed (i.e., new nmenbers
have just joined ‘nenbership indication’ or all nmenbers have
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left), for a group G nmmy cause the |ast-hop router to build or
nodi fy corresponding (*, G state. Wen |IGW indicates that
there are no longer directly connected nenbers, the oif is
renoved fromthe oif list if the oif-tiner is not running. A
Joi n/ Prune nessage is triggered if and only if a) a newentry is
created, or b) the oif list changes fromnull to non-null or
non-null to null, as foll ows:

1 1f the receiving router does not have a route entry
for Gthe router creates a (*, G entry, copies the oif |ist
fromthe corresponding (*,*, RP) entry (if it exists), and
i ncludes the interface included in the | GW nenbership
indication in the oif list; as always, the router never
includes the entry’s iif in the oif list. The router sends
a Join/Prune nmessage towards the RP with the RP address and
RPT-bit and WC-bits set in the joinlist. O,

2 1f a (SSGQRPT-bit or (*,G entry already exists, the
interface included in the | GW nenbership indication is
added to the oif list (if it was not included already).

2 Receipt of a Join/Prune nmessage for (S, G, (*,G§ or
(*,*, RP) will cause building or nodifying correspondi ng state,
and subsequent triggering of upstream Joi n/ Prune nessages, in
the follow ng cases:

1 When there is no current route entry, the RP address
i ncluded in the Join/Prune message i s checked agai nst the
| ocal RP-Set information. If it matches, an entry will be
created and the new entry will in turn trigger an upstream
Joi n/ Prune nessage. If the router has no RP-Set information
it may discard the nessage, or optionally use the RP
address included in the nmessage.

2 When the outgoing interface list of an (S, G RPT-bit
entry becomes null, the triggered Join/Prune nessage will
contain Sin the prune list.

3 When there exists a (S,QRPT-bit with null oif Iist,
and an (*, G Join/Prune nessage is received, the arriving
interface is added to the oif list and a (*, G Join/Prune
nessage is triggered upstream

4 When there exists a (*,G with null oif list, and a
(*,*,RP) Join/Prune nessage is received, the receiving
interface is added to the oif list and a (*,*, RP)
Joi n/ Prune nessage is triggered upstream
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3 Receipt of a packet that matches on a (S, G entry whose
SPT-bit is cleared triggers the following if the packet arrived
on the correct incoming interface and there is a (*, @ or
(*,*, RP) entry with a different inconming interface: a) the
router sets the SPT-bit on the (S,G entry, and b) the router
sends a Joi n/ Prune nessage towards the RP with S in the prune
list and the RPT-bit set.

4 Receipt of a packet at the DR froma directly connected
source S, on the subnet containing the address S, triggers a
Joi n/ Prune nessage towards the RP with S in the prune |list and
the RPT-bit set under the follow ng conditions: a) there is no
matching (S,G state, and b) there exists a (*,G or (*,*, RP)
for which the DRis not the RP

5 When a Join/Prune nessage is received for a group G the
prune list is checked. If the prune list contains a source or RP
for which the receiving router has a corresponding active (S, G,
(*,Q or (*,*,RP) entry, and whose iif is that on which the
Joi n/ Prune was received, then a join for (S, GQ§, (*,G or
(*,*, RP) is triggered to override the prune, respectively. (This
is necessary in the case of parallel downstreamrouters
connected to a nulti-access network.)

6 Wien the RP fails, the RP will not be included in the
Boot strap nessages sent to all routers in that domain. This
triggers the DRs to send (*, @ Join/Prune nessages towards the
new RP for the group, as determned by the RP-Set and the hash
function. As described earlier, PVBRs trigger (*,*,RP) joins
towards each RP in the RP-Set.

7 When an entry’'s Join/Prune-Suppression tiner expires, a
Joi n/ Prune nessage is triggered upstream corresponding to that
entry, even if the outgoing interface has not transitioned
between null and non-null states.

8 When t he RPF nei ghbor changes (whether due to an Assert or
changes in unicast routing), the router sets a random del ay
timer (the Random Del ay-Joi n-Ti ner) whose expiration triggers
sendi ng of a Join/Prune nessage for the asserted route entry to
the Assert winner (if the Join/Prune Suppression timer has
expired.)

We do not trigger prunes onto interfaces based on data packets. Data
packets that arrive on the wong inconming interface are silently
dropped. However, on point-to-point interfaces triggered prunes may
be sent as an optim zation
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aragraphFragnentation It is possible that a Join/Prune nessage
constructed according to the preceding rules could exceed the MIU of
a network. In this case, the nmessage can undergo semantic
fragment ati on whereby i nformati on corresponding to different groups
can be sent in different nessages. However, if a Join/Prune nessage
nust be fragmented the conplete prune list corresponding to a group G
nmust be included in the sane Join/Prune nessage as the associ ated
RP-tree Join for G If such semantic fragnentation is not possible,

| P fragmentation should be used between the two nei ghbori ng hops.

3.2.2 Receiving Join/Prune Messages Wwen a router receives
Joi n/ Prune nessage, it processes it as follows.

The receiver of the Join/Prune notes the interface on which the PIM
nmessage arrived, call it |I. The receiver then checks to see if the
Joi n/ Prune nessage was addressed to the receiving router itself

(i.e., the router’s address appears in the Unicast Upstream Nei ghbor
Router field of the Join/Prune nessage). (If the router is connected
to a nmultiaccess LAN, the nessage could be intended for a different
router.) If the Join/Prune is for this router the follow ng actions
are taken.

For each group address G in the Join/Prune nessage, the associated
join list is processed as follows. W refer to each address in the
joinlist as Sj; Sj refers to the RPif the RPT-bit and WC-bit are
both set. For each § in the join list of the Join/Prune nessage:

1 If an address, Sj, in the join list of the Join/Prune
nmessage has the RPT-bit and WC-bit set, then § is the RP
address used by the downstreamrouter(s) and the follow ng
actions are taken:

11f § is not the same as the receiving router’s RP
mappi ng for G the receiving router may ignore the
Joi n/ Prune nessage with respect to that group entry. If
the router does not have any RP-Set information, it may use
the address S included in the Join/Prune nessage as the RP
for the group.

2 1f § is the sane as the receiving router’s RP mappi ng
for G the receiving router adds | to the outgoing
interface list of the (*,G route entry (if there is no
(*, G entry, the router creates one first) and sets the
Gf-timer for that interface to the Holdtine specified in
the Joi n/Prune nessage. In addition, the G f-Del etion-Delay
for that interface is set to 1/3rd the Holdti ne specified
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in the Join/Prune nessage. If a (*,*, RP) entry exists, for
the RP associated with G then the oif list of the newy
created (*, G entry is copied fromthat (*,*, RP) entry.

3 For each (Si,G entry associated with group G i) if

Si is not included in the prune list, ii) if I is not on
the sanme subnet as the address Si, and iii) if I is not the
iif, then interface | is added to the oif list and the

Gf-timer for that interface in each affected entry is

i ncreased (never decreased) to the Holdtine included in the
Joi n/ Prune nessage. |In addition, if the Qf-timer for that
interface is increased, the G f-Deletion-Delay for that
interface is set to 1/3rd the Holdtine specified in the

Joi n/ Prune message.

If the group address in the Join/Prune nessage is ‘*’ then
every (*, G and (S,G entry, whose group address hashes to
the RP indicated in the (*,*,RP) Join/Prune nessage, is
updated accordingly. A‘*’ in the group field of the
Join/Prune is represented by a group address 224.0.0.0 and
a group mask length of 4, indicating a (*,*,RP) Join.

4 1f the (Si,Q entry has its RPT-bit flag set to 1, and
its oif list is the sane as the (*, @ oif list, then the
(Si,GQRPT-bit entry is deleted,

5 The inconming interface is set to the interface used to
send uni cast packets to the RP in the (*, QG route entry,
i.e., RPF interface toward the RP.

For each address, Sj, in the join |ist whose RPT-bit and

WC-bit are not set, and for which there is no existing (S, 0
route entry, the router initiates one. The router creates a
(S, entry and copies all outgoing interfaces fromthe
(S,ORPT-bit entry, if it exists. If there is no (S, G entry,
the oif list is copied fromthe (*,G entry; and if there is no
(*,Q entry, the oif list is copied fromthe (*,* RP) entry, if
it exists. In all cases, the iif of the (S, G entry is always
excluded fromthe oif |ist.

1 The outgoing interface for (S,Q is set tol. The
incoming interface for (§,0G is set to the interface used
to send unicast packets to S (i.e., the RPF neighbor).

2 If the interface used to reach Sj, is the sane as I,

this represents an error (or a unicast routing change) and
the Joi n/ Prune nmust not be processed.
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3 For each address, Sj, inthe join list of the Join/Prune
nessage, for which there is an existing (Sj,G route entry,

1I1f the RPT-bit is not set for § listed in the
Joi n/ Prune nessage, but the RPT-bit flag is set on the
existing (S,G entry, the router clears the RPT-bit flag
on the (5,0 entry, sets the inconmng interface to point
towards S for that (Sj,3 entry, and sends a Joi n/Prune
nessage corresponding to that entry through the new
incoming interface; and

2 1f | is not the sane as the existing i ncom ng
interface, the router adds | to the |ist of outgoing
i nterfaces.

3 The G f-tinmer for | is increased (never decreased) to

the Holdtinme included in the Join/Prune nessage. In
addition, if the Of-tiner for that interface is increased,
the G f-Deletion-Delay for that interface is set to 1/3rd
the Hol dtime specified in the Join/Prune nessage.

4 The (§,0Q entry’'s SPT bit is cleared until data cones
down the shortest path tree.

For each group address G in the Join/Prune nessage, the

associ ated prune list is processed as follows. W refer to each
address in the prune list as Sp; Sp refers to the RP if the RPT-
bit and WC-bit are both set. For each Sp in the prune list of the
Joi n/ Prune nessage:

1 For each address, Sp, in the prune |ist whose RPT-bit and
WC-bit are cleared:

1I1f there is an existing (Sp,Q route entry, the router
lowers the entry’s Of-timer for | toits Gf-Deletion-
Del ay, allow ng for other downstreamrouters on a nulti-
access LAN to override the prune. However, on point-to-
point links, the oif-tiner is expired i nmediately.

2 If the router has a current (*, G, or (*,* RP), route
entry, and if the existing (Sp,G entry has its RPT-bit
flag set to 1, then this (Sp, RPT-bit entry is maintai ned
(not deleted) even if its outgoing interface list is null

2 For each address, Sp, in the prune list whose RPT-bit is
set and whose WC-bit cl eared:
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1I1f there is an existing (Sp,G route entry, the router
lowers the entry’s G f-timer for | toits G f-Deletion-
Del ay, allowi ng for other downstreamrouters on a nulti-
access LAN to override the prune. However, on point-to-
point links, the oif-tiner is expired inmediately.

2 If the router has a current (*, G, or (*,*, RP), route
entry, and if the existing (Sp,G entry has its RPT-bit
flag set to 1, then this (Sp, RPT-bit entry is not
deleted, and the Entry-tiner is restarted, even if its
outgoing interface list is null.

31f (*,Q, or corresponding (*,*, RP), state exists, but
there is no (Sp,G entry, an (Sp, RPT-bit entry is created
The outgoing interface list is copied fromthe (*, G, or
(*,*, RP), entry, with the interface, I, on which the prune
was received, is deleted. Packets fromthe pruned source,
Sp, match on this state and are not forwarded toward the
pruned receivers.

4 1f there exists a (Sp,G entry, with or without the
RPT-bit set, the oif-tiner for | is expired, and the
Entry-timer is restarted.

3 For each address, Sp, in the prune list whose RPT-bhit and
WC-bit are both set:

1I1f there is an existing (*,G entry, with Sp as the RP
for G the router lowers the entry’s Gf-timer for | toits
O f-Deletion-Delay, allowing for other downstreamrouters
on a multi-access LAN to override the prune. However, on
point-to-point links, the oif-tiner is expired i mediately.

2 If the corresponding (*,*,RP) state exists, but there
isno (*,G entry, a (*,G entry is created. The outgoi ng
interface list is copied from(*,* RP) entry, with the
interface, |, on which the prune was received, deleted.

For any new (S, G, (*,Q or (*,*, RP) entry created by an
i ncom ng Joi n/ Prune nmessage, the SPT-bit is cleared (and if a
Joi n/ Prune- Suppression timer is used, it is left off.)

If the entry has a Join/Prune-Suppression tinmer associated with it,
and if the received Join/Prune does not indicate the router as its
target, then the receiving router exanines the join and prune lists
to see if any addresses in the list ‘conpletely-match’ existing
(SS9, (*,@, or (*,*,RP) state for which the receiving router
currently schedul es Joi n/ Prune nessages. An elenment on the join or
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prune list ‘conpletely-matches’ a route entry only if both the
addresses and RPT-bit flag are the same. |If the incom ng Join/Prune
nmessage conpletely matches an existing (S, G, (*, G, or (*,* RP)
entry and the Join/Prune arrived on the iif for that entry, then the
router conpares the Holdtine included in the Join/Prune nmessage, to
its own [Join/Prune-Holdtine]. If its own [Join/Prune-Holdtine] is

| ower, the Join/Prune-Suppression-tiner is started at the

[Joi n/ Prune- Suppression-Tinmeout]. |If the [Join/Prune-Holdtine] is
equal, the tie is resolved in favor of the Join/Prune Message
originator that has the higher network | ayer address. Wen the
Join/Prune timer expires, the router triggers a Join/Prune nessage
for the corresponding entry(ies).

3.3 Regi ster and Regi ster-Stop

VWen a source first starts sending to a group its packets are
encapsul ated in Regi ster nessages and sent to the RP. If the data
rate warrants source-specific paths, the RP sets up source specific
state and starts sending (S, G Join/Prune nessages toward the source,
with Sinthe join list.

3.3.1 Sending Registers and Receiving Regi ster-Stops
Regi ster nessages are sent as follows:

1 Wen a DR receives a packet froma directly connected
source, S, on the subnet containing the address S,

11I1f there is no corresponding (S, G entry, and the
router has RP-Set information, and the DRis not the RP for
G the DR creates an (S, G entry with the Register-
Suppression-timer turned off and the RP address set
according to the hash function mapping for the
correspondi ng group. The oif list is copied from existing
(*,Q or (*,*,RP) entries, if they exist. The iif of the
(S, G entry is always excluded fromthe oif list. If there
exists a (*,G or (*,*,RP) entry, the DR sends a Joi n/ Prune
nmessage towards the RP with Sin the prune list and the
RPT-bit set.

2 1f thereis a (S,G entry in existence, the DR sinply
restarts the corresponding Entry-timer.

Wen a PMBR (e.g., a router that connects the PIM SMregion

to a dense node region running DVMRP or PIM DM receives a
packet froma source in the dense node region, the router
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treats the packet as if it were froma directly connected
source. A separate docunment will describe the details of
i nteroperability.

2 If the new or previously-existing (S,G entry’'s Register-
Suppression-tinmer is not running, the data packet is
encapsul ated in a Regi ster nmessage and unicast to the RP for
that group. The data packet is also forwarded according to (S, G
state in the DRif the oif list is not null; since a receiver
may join the SP-tree while the DRis still registering to the
RP.

3 1f the (S,G entry’'s Regi ster-Suppression-tiner is running,
the data packet is not sent in a Register nessage, it is just
forwarded according to the (S,G oif |ist.

VWen the DR receives a Register-Stop nessage, it restarts the

Regi st er-Suppression-tiner in the corresponding (S, G entry(ies) at

[ Regi st er - Suppr essi on-Ti meout] seconds. |If there is data to be

regi stered, the DR may send a null Register (a Register nessage with
a zero-length data portion in the inner packet) to the RP, [Probe-

Ti me] seconds before the Regi ster-Suppression-tiner expires, to avoid
sendi ng occasional bursts of traffic to an RP unnecessarily.

3.3.2 Receiving Register Messages and Sendi ng Regi ster-Stops

When a router (i.e., the RP) receives a Register nmessage, the router
does the follow ng:

1 Decapsul ates the data packet, and checks for a
corresponding (S, QG entry.

1I1f a (S, G entry with cleared (0) SPT bit exists, and
the received Register does not have the Null-Register-Bit
set to 1, the packet is forwarded; and the SPT bit is left
cleared (0). If the SPT bit is 1, the packet is dropped,
and Register-Stop nessages are triggered. Register-Stops
shoul d be rate-limted (in an inplementation-specific
manner) so that no nore than a few are sent per round trip
time. This prevents a high datarate stream of packets from
triggering a | arge nunber of Register-Stop messages between
the tinme that the first packet is received and the tine
when the source receives the first Register-Stop.

2 1f thereis no (S,G entry, but thereis a (*,Q§
entry, and the received Regi ster does not have the Null -
Regi ster-Bit set to 1, the packet is forwarded according to
the (*, G entry.
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3 I1f thereis a (*,*, RP) entry but no (*,G entry, and
the Register received does not have the Null-Register-Bit
set to 1, a (*,Q or (S,G entry is created and the oif
list is copied fromthe (*,*, RP) entry to the new entry.
The packet is forwarded according to the created entry.

4 If thereis no Gor (*,*, RP) entry corresponding to G
the packet is dropped, and a Register-Stop is triggered.

5 A "Border bit" bit is added to the Regi ster nessage,
to facilitate interoperability mechanisnms. PMBRs set this
bit when registering for external sources (see Section
2.7). If the "Border bit" is set in the Register,
t he RP does the foll ow ng:

1I1f there is no matching (S, G state, but there
exists (*,G or (*,*, RP) entry, the RP creates a (S, Q
entry, with a ‘PMBR field. This field holds the
source of the Register (i.e. the outer network |ayer
address of the register packet). The RP triggers a
(S, join towards the source of the data packet, and
clears the SPT bit for the (S,G entry. If the
received Register is not a ‘null Register’ the packet
is forwarded according to the created state. Else,

2 1f the “PMBR field for the corresponding (S, G
entry matches the source of the Register packet, and
the received Register is not a ‘null Register’, the
decapsul at ed packet is forwarded to the oif list of
that entry. Else

3 1f the "PMBR field for the corresponding (S, G
entry matches the source of the Register packet, the
decapsul at ed packet is forwarded to the oif list of
that entry, else

4 The packet is dropped, and a Register-stop is
triggered towards the source of the Register.

The (S, Q@ Entry-timer is restarted by Registers arriving from
that source to that group.

If the matching (S, G or (*, G state contains a null oif

list, the RP unicasts a Register-Stop nmessage to the source of
the Register nessage; in the |latter case, the source-address
field, within the Register-Stop nessage, is set to the wldcard
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value (all 0's). This nmessage is not processed by internediate
routers, hence no (S, G state is constructed between the RP and
the source.

3 If the Register nmessage arrival rate warrants it and there
is no existing (S,G entry, the RP sets up a (S, G route entry
with the outgoing interface list, excluding iif(S, G, copied
fromthe (*,Q outgoing interface list, its SPT-bit is
initialized to 0. If a (*,G entry does not exist, but there
exists a (*,*,RP) entry with the RP corresponding to G, the oif
list for (S, is copied - excluding the iif - fromthat
(*,*, RP) entry.

Atimer (Entry-timer) is set for the (S,G entry and this tiner
is restarted by recei pt of data packets for (S, G. The (S, G
entry causes the RP to send a Joi n/Prune nessage for the

i ndi cated group towards the source of the register nessage.

If the (S,G oif list becones null, Join/Prune nessages will not
be sent towards the source, S.

3.4 Multicast Data Packet Forwarding
Processing a nulticast data packet involves the follow ng steps:

1 Lookup route state based on a |l ongest match of the source
address, and an exact match of the destination address in the
data packet. If neither S, nor G find a | ongest match entry,
and the RP for the packet’s destination group address has a
corresponding (*,*,RP) entry, then the | ongest nmatch does not
require an exact match on the destination group address. In
sunmmary, the longest match is perfornmed in the follow ng order
(1) (SO, (2) (*,G. If neither is matched, then a | ookup is
performed on (*,*, RP) entries.

2 If the packet arrived on the interface found in the
mat ching-entry’'s iif field, and the oif list is not null

1 Forward the packet to the oif list for that entry,
excludi ng the subnet containing S, and restart the Entry-
timer if the matching entry is (S,G. Optionally, the
(S, G Entry-timer may be restarted by periodic checking of
the mat chi ng packet count.
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2 1f the entry is a (S,G entry with a cleared SPT-bit,
and a (*, G or associated (*,*,RP) also exists whose
incoming interface is different than that for (S, G, set
the SPT-bit for the (S,G entry and trigger an (S, G RPT-
bit prune towards the RP

3 If the source of the packet is a directly-connected
host and the router is the DR on the receiving interface,
check the Regi ster-Suppression-tiner associated with the
(S, entry. If it is not running, then the router
encapsul ates the data packet in a register nessage and
sends it to the RP

This covers the commopn case of a packet arriving on the RPF
interface to the source or RP and being forwarded to al
joined branches. It also detects when packets arrive on the
SP-tree, and triggers their pruning fromthe RP-tree. If it
is the DR for the source, it sends data packets

encapsul ated in Registers to the RPs.

3 If the packet matches to an entry but did not arrive on the
interface found in the entry’s iif field, check the SPT-bit
of the entry. If the SPT-bit is set, drop the packet. If
the SPT-bit is cleared, then | ookup the (*, @, or (*,*,RP),
entry for G |If the packet arrived on the iif found in
(*,Q, or the corresponding (*,*,RP), forward the packet to
the oif list of the matching entry. This covers the case
when a data packet matches on a (S, G entry for which the
SP-tree has not yet been conpletely established upstream

4 |f the packet does not match any entry, but the source of
the data packet is a local, directly-connected host, and
the router is the DR on a nulti-access LAN and has RP- Set
informati on, the DR uses the hash function to determ ne the
RP associated with the destination group, G The DR creates
a (S, G entry, with the Regi ster-Suppression-tiner not
runni ng, encapsul ates the data packet in a Register nessage
and unicasts it to the RP

5 1f the packet does not match to any entry, and it is not a
| ocal host or the router is not the DR, drop the packet.

3.4.1 Data triggered switch to shortest path tree (SP-tree)

Different criteria can be applied to trigger switching over fromthe
RP- based shared tree to source-specific, shortest path trees.
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One proposed exanple is to do so based on data rate. For exanple,
when a (*, G, or corresponding (*,*, RP), entry is created, a data
rate counter nmay be initiated at the |last-hop routers. The counter
is increnmented with every data packet received for directly connected
menbers of an SMgroup, if the |longest match is (*, QG or (*,*,RP). If
and when the data rate for the group exceeds a certain configured
threshold (t1), the router initiates ‘source-specific’ data rate
counters for the foll owi ng data packets. Then, each counter for a
source, is increnmented when packets matching on (*, G, or (*,*, RP),
are received fromthat source. If the data rate fromthe particul ar
source exceeds a configured threshold (t2), a (S,G entry is created
and a Joi n/Prune nessage is sent towards the source. |If the RPF
interface for (S,G is not the sane as that for (*, G -or (*,*, RP),
then the SPT-bit is cleared in the (S, G entry.

O her configured rules may be enforced to cause or prevent
establishnent of (S, G state.

3.5 Assert

Asserts are used to resolve which of the parallel routers connected
to a multi-access LAN is responsible for forwardi ng packets onto the
LAN.

3.5.1 Sending Asserts

The following Assert rules are provided when a multicast packet is
recei ved on an outgoing multi-access interface "I" of an existing
active (S,9, (*,G or (*,*,RP) entry:

1 Do unicast routing table | ookup on source address from data
packet, and send assert on interface "I" for source address in
data packet; include nmetric preference of routing protocol and
metric fromrouting table I ookup.

2 If route is not found, use netric preference of Ox7fffffff
and metric Oxffffffff.

When an assert is sent for a (*,G entry, the first bit in the netric
preference (the RPT-bit) is set to 1, indicating the data packet is
routed down the RP-tree.

Asserts should be rate-linmted in an inplenentation-specific nmanner.

Estrin, et. al. Experi ment al [ Page 28]



RFC 2362 Pl M SM June 1998

3.5.2 Receiving Asserts

When an Assert is received the router performs a |ongest match on the
source and group address in the Assert message, only active entries
-- that have packet forwarding state -- are matched. The router
checks the first bit of the netric preference (RPT-bit).

1I1f the RPT-bit is set, the router first does a match on
(*,Q, or (*,*,RP), entries; if no mtching entry is found, it
i gnores the Assert.

2 If the RPT-bit is not set in the Assert, the router first
does a natch on (S, G entries; if no matching entry i s found,
the router matches (*, @ or (*,* RP) entries.

Recei ving Asserts on an entry’s outgoing interface:

If the interface that received the Assert nessage is in the oif
list of the matched entry, then this Assert is processed by this
router as foll ows:

1 I1f the Assert’s RPT-bit is set and the matching entry is
(*,*, RP), the router creates a (*,Q entry. If the Assert’s
RPT-bit is cleared and the matching entry is (*, @, or (*,*,RP),
the router creates a (S, GRPT-bit entry. Oherw se, no new
entry is created in response to the Assert.

2 The router then conpares the netric values received in the
Assert with the netric values associated with the matched entry.
The RPT-bit and nmetric preference (in that order) are treated as
the high-order part of an Assert nmetric conparison. If the value
in the Assert is less than the router’'s value (with ties broken
by the | P address, where higher network |ayer address wi ns),
delete the interface fromthe entry. Wen the del etion occurs
for a (*,GQ or (*,*,RP) entry , the interface is also deleted
fromany associated (S, QRPT-bit or (*,G entries, respectively.
The Entry-timer for the affected entries is restarted.

3 If the router has won the election the router keeps the
interface in its outgoing interface list. It acts as the
forwarder for the LAN

The wi nning router sends an Assert nessage containing its own netric
to that outgoing interface. This will cause other routers on the LAN
to prune that interface fromtheir route entries. The w nning router
sets the RPT-bit in the Assert message if a (*, G or (S, GQRPT-bit
entry was mat ched.
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Recei ving Asserts on an entry’'s incomng interface

If the Assert arrived on the incoming interface of an existing (S, G,
(*,Q, or (*,*,RP) entry, the Assert is processed as follows. |If the
Assert message does not match the entry, exactly, it is ignored; i.e,
| ongest-match is not used in this case. If the Assert nessage does
mat ch exactly, then:

1 Downstreamrouters will select the upstreamrouter with the
smal l est netric preference and netric as their RPF nei ghbor. If
two metrics are the same, the highest network |ayer address is
chosen to break the tie. This is inportant so that downstream
routers send subsequent Joins/Prunes (in SM to the correct
nei ghbor. An Assert-tinmer is initiated when changi ng the RPF
nei ghbor to the Assert winner. Wen the tinmer expires, the
router resets its RPF nei ghbor according to its unicast routing
tables to capture network dynam cs and router failures.

2 If the downstreamrouters have downstream menbers, and if
the Assert caused the RPF neighbor to change, the downstream
routers nmust trigger a Join/Prune nessage to informthe upstream
router that packets are to be forwarded on the nulti-access
net wor k.

3.6 Candi dat e- RP- Adverti senments and Bootstrap nessages

Candi dat e- RP- Adverti senents (C RP-Advs) are periodic Pl M nessages
uni cast to the BSR by those routers that are configured as
Candi dat e- RPs ( C- RPs) .

Boot st rap nessages are periodic Pl M nessages originated by the
Bootstrap router (BSR) within a domain, and forwarded hop-by-hop to
distribute the current RP-set to all routers in that domain

The Bootstrap nessages al so support a sinple nmechani sm by which the
Candi date BSR (C-BSR) with the highest BSR-priority and address
(referred to as the preferred BSR) is elected as the BSR for the
domain. W recommend that each router configured as a CGRP al so be
configured as a CBSR Sections 3.6.2 and 3.6.3 describe the conbi ned
function of Bootstrap messages as the vehicle for BSR el ecti on and
RP- Set di stri bution.

A Finite State Machi ne description of the BSR el ecti on and RP- Set
di stribution nmechanisns is included in Appendix 11
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3.6.1 Sending Candi dat e- RP- Adverti senents

C-RPs periodically unicast CRP-Advs to the BSR for that domain. The
interval for sending these messages is subject to | ocal configuration
at the CRP

Candi dat e- RP- Adverti senents carry group address and group mask
fields. This enables the advertising router to linmt the
advertisenment to certain prefixes or scopes of groups. The
advertising router may enforce this scope acceptance when receiving
Regi sters or Join/Prune messages. C RPs should send C RP-Adv
nessages with the ‘Priority’ field set to ‘0.

3.6.2 Receiving CRP-Advs and Originating Bootstrap
Upon receiving a G RP-Adv, a router does the follow ng:

1I1f the router is not the elected BSR, it ignores the
nessage, el se

2 The BSR adds the RP address to its |local pool of candidate
RPs, according to the associated group prefix(es) in the C RP-
Adv message. The Holdtime in the G RP-Adv nessage is al so stored
with the corresponding RP, to be included later in the Bootstrap
nessage. The BSR may apply a local policy to limt the nunber of
Candi date RPs included in the Bootstrap nmessage. The BSR nmay
override the prefix indicated in a CRP-Adv unless the
‘“Priority’ field is not zero.

The BSR keeps an RP-tiner per RPin its |local RP-set. The RP-tinmer is
initialized to the Holdtime in the RPs C RP-Adv. Wen the timer
expires, the corresponding RP is renoved fromthe RP-set. The RP-
timer is restarted by the CRP-Advs fromthe correspondi ng RP

The BSR al so uses its Bootstrap-tinmer to periodically send Bootstrap
nessages. |n particular, when the Bootstrap-tiner expires, the BSR
originates a Bootstrap nessage on each of its PIMinterfaces. To
reduce the bootstrap nessage overhead during partition healing, the
BSR should set a randomtine (as a function of the priority and
address) after which the Bootstrap nessage is originated only if no
other preferred Bootstrap message is received. For details see
appendi x 6.2. The message is sent with a TTL of 1 to the ‘ALL-PI M
ROUTERS group. |In steady state, the BSR origi nates Bootstrap
nessages periodically. At startup, the Bootstrap-tiner is
initialized to [Bootstrap-Tineout], causing the first Bootstrap
nmessage to be originated only when and if the timer expires. For
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timer details, see Section 3.6.3. A DR unicasts a Bootstrap nessage
to each new PI M nei ghbor, i.e., after the DR recei ves the neighbor’s
Hell o nmessage (it does so even if the new nei ghbor beconmes the DR).

The Bootstrap nessage is subdivided into sets of group-prefix, RP-
Count , RP- addresses. For each RP-address, the correspondi ng Hol dtine
is included in the "RP-Holdtime" field. The format of the Bootstrap
nessage allows ‘senmantic fragnmentation’, if the length of the
original Bootstrap nmessage exceeds the packet naxi mum boundaries (see
Section 4). However, we reconmend agai nst configuring a | arge nunber
of routers as CG-RPs, to reduce the semantic fragnentation required.

3.6.3 Receiving and Forwardi ng Bootstrap

Each router keeps a Bootstrap-timer, initialized to [Bootstrap-
Ti meout] at startup.

When a router receives Bootstrap nmessage sent to ‘ ALL- Pl M ROUTERS
group, it perforns the foll ow ng:

1 If the message was not sent by the RPF nei ghbor towards the
BSR address included, the nessage is dropped. Else

2 If the included BSR is not preferred over, and not equa
to, the currently active BSR

1 If the Bootstrap-tiner has not yet expired, or if the
receiving router is a GBSR then the Bootstrap nessage is
dropped. El se

2 If the Bootstrap-tinmer has expired and the receiving
router is not a CGBSR the receiving router stores the RP-
Set and BSR address and priority found in the nessage, and
restarts the tiner by setting it to [Bootstrap-Ti neout].
The Bootstrap nessage is then forwarded out all PI'M
i nterfaces, excluding the one over which the nessage
arrived, to ‘ALL-PI M ROUTERS group, with a TTL of 1

3 If the Bootstrap nmessage includes a BSR address that is
preferred over, or equal to, the currently active BSR the
router restarts its Bootstrap-timer at [Bootstrap-Ti neout]
seconds. and stores the BSR address and RP-Set information.

The Bootstrap nessage is then forwarded out all PIMinterfaces,

excludi ng the one over which the nessage arrived, to 'ALL-PI M
ROUTERS group, with a TTL of 1.
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4 |f the receiving router has no current RP set information
and the Bootstrap was unicast to it froma directly connected
nei ghbor, the router stores the information as its new RP-set.
This covers the startup condition when a newly booted router
obtains the RP-Set and BSR address fromits DR

When a router receives a new RP-Set, it checks if each of the RPs
referred to by existing state (i.e., by (*,Q, (*,*,RP), or

(S, RPT-bit entries) is in the new RP-Set. If an RPis not in the
new RP-set, that RP is considered unreachable and the hash al gorithm
(see below) is re-performed for each group with locally active state
that previously hashed to that RP. This will cause those groups to be
di stributed anong the renmi ning RPs. Wien the new RP-Set contains a
new RP, the value of the new RP is cal culated for each group covered
by that CGRP's Goup-prefix. Any group for which the new RP' s val ue
is greater than the previously active RP’s value is switched over to
the new RP

3.7 Hash Function

The hash function is used by all routers within a domain, to nap a
group to one of the CGRPs fromthe RP-Set. For a particular group, G
the hash function uses only those C RPs whose G oup-prefix covers G
The al gorithmtakes as input the group address, and the addresses of
the Candidate RPs, and gives as output one RP address to be used.

The protocol requires that all routers hash to the sane RP within a
domai n (except for transients). The foll owi ng hash function nmust be
used in each router:

1 For RP addresses in the RP-Set, whose Group-prefix covers
G select the RPs with the highest priority (i.e. |owest
‘“Priority’ value), and conpute a val ue:

Val ue(G M C(i)) =
(1103515245 * ( (1103515245 * (G&M +12345) XOR C(i)) + 12345) nod 2731

where Ci is the RP address and Mis a hash-mask included in
Boot st rap nessages. The hash-mask allows a small nunber of
consecutive groups (e.g., 4) to always hash to the same RP. For

i nstance, hierarchically-encoded data can be sent on consecutive
group addresses to get the sane delay and fate-sharing
characteristics.

For address families other than | Pv4, a 32-bit digest to be used

as Ci nust first be derived fromthe actual RP address. Such a
di gest nethod nmust be used consistently throughout the PIM
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domain. For | Pv6 addresses, we recomend using the equival ent
| Pv4 address for an | Pv4-conpati bl e address, and the CRC- 32
checksum [7] of all other |Pv6 addresses.

2 Fromthe RPs with the highest priority (i.e. |owest
‘“Priority’ value), the candidate with the highest resulting
val ue is then chosen as the RP for that group, and its identity
and hash value are stored with the entry created.

Ti es between RPs having the sane hash value and priority, are
broken i n advantage of the hi ghest address.

The hash function algorithmis invoked by a DR, upon reception of a
packet, or | GW nenbership indication, for a group, for which the DR
has no entry. It is invoked by any router that has (*,*, RP) state
when a packet is received for which there is no corresponding (S, G
or (*,Q entry. Furthernore, the hash function is invoked by al
routers upon receiving a (*,Q or (*,*,RP) Join/Prune nessage.

3.8 Processing Tiner Events

In this subsection, we enunerate all timers that have been di scussed
or inplied. Since sone critical timer events are not associated with
the receipt or sending of nessages, they are not fully covered by
earlier subsections.

Timers are inplenented in an inpl ementation-specific nanner. For
exanple, a timer may count up or down, or may sinply expire at a
specific tine. Setting a tiner to a value T nmeans that it will expire
after T seconds.

3.8.1 Tinmers related to tree nmai ntenance

Each (S,G9, (*, G, and (*,*,RP) route entry has multiple tiners
associated with it: one for each interface in the outgoing interface
list, one for the nulticast routing entry itself, and one optiona

Joi n/ Prune- Suppression-Tinmer. Each (S,G and (*,G entry also has an
Assert-timer and a Random Del ay-Join-Tinmer for use with Asserts. In
addition, DR s have a Register-Suppression-timer for each (S, G entry
and every router has a single Join/Prune-tiner. (A router may
optionally keep separate Join/Prune-tiners for different interfaces
or route entries if different Join/Prune periods are desired.)

* [Join/Prune-Tinmer] This tiner is used for periodically
sendi ng aggregate Joi n/ Prune nessages. To avoid
synchroni zati on anobng routers booting sinultaneously, it is
initially set to a random val ue between 1 and [ Joi n/ Prune-
Period]. Wen it expires, the timer is imediately restarted

Estrin, et. al. Experi ment al [ Page 34]



RFC 2362 Pl M SM June 1998

to [Join/Prune-Period]. A Join/Prune nessage is then sent out
each interface. This timer should not be restarted by other
events.

* [ Joi n/ Prune- Suppressi on-Ti ner (kept per route entry)] A
route entry’s (optional) Join/Prune-Suppression-Tinmer may be
used to suppress duplicate joins frommultiple downstream
routers on the same LAN. When a Join nmessage is received from
a nei ghbor on the entry’s incoming interface in which the
i ncluded Holdtine is higher than the router’s own
[Join/Prune-Holdtine] (with ties broken by higher network
| ayer address), the timer is set to [Join/Prune-Suppression-
Timeout], with sone randomjitter introduced to avoid
synchroni zati on of triggered Join/Prune nessages on
expiration. (The randomtimeout value nust be < 1.5 *

[Joi n/ Prune-Period] to prevent |losing data after 2 dropped
Join/Prunes.) The timer is restarted every time a subsequent
Joi n/ Prune nessage (with higher Holdtine/lP address) for the
entry is received on its incomng interface. Wile the tiner
is running, Join/Prune nessages for the entry are not sent.
This timer is idle (not running) for point-to-point |inks.

* [Gf-Timer (kept per oif for each route entry)] Atiner for
each oif of a route entry is used to tine out that oif.
Because sone of the outgoing interfaces in an (S,G entry are
copied fromthe (*, G outgoing interface list, they may not
have explicit (S,G join nmessages from some of the downstream
routers (i.e., where nenbers are joining to the (*, G tree
only). Thus, when an O f-timer is restarted in a (*, G entry,
the Of-timer is restarted for that interface in each existing
(S, G entry whose oif list contains that interface. The sane
rule applies to (*, @ and (S,G entries when restarting an
Gf-timer on a (*,*,RP) entry.

The foll owi ng table shows its usage when first adding the oif
to the entry’s oiflist, when it should be restarted (unless it
is already higher), and when it should be decreased (unless it
is already |ower).

Set to | When | Applies to

i ncl uded Hol dti nme | adding oif off Join/Prune | (S,Q9 (*,0Q
| | (*.*, RP)

I ncreased (only) to | When | Applies to

i ncl uded Holdtine | received Joi n/ Prune | (S,G9 (*,0Q
| | (*,*,RP)

(*,*,RP) oif-tinmer value | (*,*, RP) oif-timer restarted | (S, 9 (*,Q

(*yQ oif-timer value | (*,Q oif-tiner restarted | (S, 6
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When the tiner expires, the oif is renoved fromthe oiflist if
there are no directly-connected nenbers. Wen deleted, the oif
is also renpved in any associated (S, G or (*, G entries.

* [Entry-Timer (kept per route entry)] Atiner for each route
entry is used to tinme out that entry. The follow ng table
sunmari zes its usage when first adding the oif to the entry’'s
oi flist, and when it should be restarted (unless it is already
hi gher).

Set to | When | Applies to

[ Dat a- Ti meout ] | created off data packet | (S, Q

i ncl uded Hol dti ne | created off Join/Prune | (S,Q (*,Q§ (*,*, RP)

I ncreased (only) to When Applies to

[ Dat a- Ti neout ]
oi f-timer val ue

[ Assert - Ti neout ]

Estrin,

et.

receiving data packets
any oif-tinmer restarted

| |

| | (S,Gno RPT-bit

| | (S, ORPT-bit (*, Q
| | (*.*,RP)

| assert received | (S, QRPT-bit (*, Q
| | wnull oif

VWen the tiner expires, the route entry is deleted; if the
entry is a (*,G or (*,*,RP) entry, all associated (S, G RPT-
bit entries are al so del et ed.

[ Regi st er-Suppression-Timer (kept per (S,G route entry)]

An (S, G route entry’'s Register-Suppression-Timer is used to
suppress registers when the RP is receiving data packets
natively. Wien a Register-Stop nessage for the entry is
received fromthe RP, the tiner is set to a randomvalue in
the range 0.5 * [ Regi ster-Suppression-Tinmeout] to 1.5 *

[ Regi st er-Suppression-Tinmeout]. Wiile the tiner is running,
Regi sters for that entry will be suppressed. [If nul
registers are used, a null register is sent [Probe-Tine]
seconds before the timer expires.

[Assert-Tiner (per (S, QG or (*,G route entry)] The
Assert-Timer for an (S,G or (*,G route entry is used for
timng out Asserts received. When an Assert is received and
the RPF nei ghbor is changed to the Assert wi nner, the Assert-
Timer is set to [Assert-Tinmeout], and is restarted to this

val ue every tinme a subsequent Assert for the entry is received
on its incomng interface. Wien the tiner expires, the router
resets its RPF neighbor according to its unicast routing
tabl e.

al . Experi ment al [ Page 36]



RFC 2362

Pl M SM June 1998

[ Random Del ay-Joi n-Tiner (per (S, G or (*,G route entry)]

The Random Del ay-Join-Tinmer for an (S,G or (*, G route entry
is used to prevent synchronizati on anong downstream routers on
a LAN when their RPF nei ghbor changes. Wen the RPF nei ghbor
changes, this timer is set to a random val ue between 0 and

[ Random Del ay- Joi n- Ti meout] seconds. Wen the tinmer expires, a
triggered Join/Prune nessage is sent for the entry unless its
Joi n/ Prune- Suppr essi on-Tiner i s running.

3.8.2 Timers relating to nei ghbor discovery

*

[Hello-Timer] This timer is used to periodically send Hello
nessages. To avoi d synchroni zati on anong routers booting
simul taneously, it is initially set to a random val ue between
1 and [Hello-Period]. Wen it expires, the timer is

i Mmediately restarted to [Hello-Period]. A Hello nessage is
then sent out each interface. This tiner should not be
restarted by other events.

[ Nei ghbor - Ti ner (kept per neighbor)] A Neighbor-Timer for

each neighbor is used to time out the neighbor state. Wen a
Hel |l o message is received froma new nei ghbor, the timer is
initially set to the Holdtinme included in the Hell o nessage
(which is equal to the neighbor’s value of [Hello-Holdtine]).
Every tinme a subsequent Hello is received fromthat nei ghbor
the timer is restarted to the Holdtine in the Hello. Wen the
ti mer expires, the neighbor state is renoved.

3.8.3 Timers relating to RP information

*

Estrin,

[CGRP-Adv-Timer (CGRP's only)] Routers configured as

candi date RP's use this timer to periodically send C RP-Adv
nmessages. To avoid synchroni zati on anong routers booting

simul taneously, the tiner is initially set to a random val ue
between 1 and [ C RP-Adv-Period]. When it expires, the timer is
i Mmediately restarted to [ C-RP-Adv-Period]. A C RP-Adv nessage
is then sent to the elected BSR This tiner should not be
restarted by other events.

[RP-Timer (BSR only, kept per RP in RP-Set)] The BSR uses a
timer per RPin the RP-Set to nmonitor |iveness. Wen a CGRP is
added to the RP-Set, its tiner is set to the Holdtine included
in the CRP-Adv nmessage fromthat C-RP (which is equal to the
C-RP's value of [RP-Holdtine]). Every tinme a subsequent C- RP-
Adv is received fromthat RP, its timer is restarted to the
Holdtime in the CRP-Adv. Wen the timer expires, the RPis
renoved fromthe RP-Set included in Bootstrap nmessages.
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* [Bootstrap-Tiner] This timer is used by the BSR to
periodi cally originate Bootstrap nessages, and by ot her
routers to time out the BSR (see 3.6.3). This timer is
initially set to [Bootstrap-Timeout]. A CBSR restarts this
timer to [Bootstrap-Ti meout] upon receiving a Bootstrap
nessage froma preferred router, and originates a Bootstrap
nessage and restarts the tinmer to [Bootstrap-Period] when it
expires. Routers not configured as CBSR s restart this tiner
to [Bootstrap-Ti neout] upon receiving a Bootstrap nessage from
the elected or a nore preferred BSR, and ignore Bootstrap
messages from non-preferred CG-BSRs while it is running.

3.8.4 Default tiner values

Most of the default timeout values for state information are 3.5
times the refresh period. For exanple, Hellos refresh Neighbor state
and the default Hello-timer period is 30 seconds, so a default

Nei ghbor-timer duration of 105 seconds is included in the Holdtine
field of the Hellos. In order to inprove convergence, however, the
default tinmeout value for information related to RP |Iiveness and
Bootstrap nessages is 2.5 tinmes the refresh period.

In this version of the spec, we suggest particular numerical tiner
settings. A future version of the specification will specify a
nmechani smfor timer values to be scal ed based upon observed network
par anmet ers.

* [Join/Prune-Period] This is the interval between
sendi ng Joi n/ Prune nessages. Default: 60 seconds. This val ue
may be set to take into account such things as the configured
bandwi dt h and expected average nunmber of nulticast route
entries for the attached network or link (e.g., the period
woul d be | onger for |ower-speed Iinks, or for routers in the
center of the network that expect to have a | arger nunber of
entries). In addition, a router could nodify this value (and
correspondi ng Joi n/ Prune-Hol dtime value) if the nunber of
route entries changes significantly (e.g., by an order of
magni tude). For exanple, given a default m nimum Join/Prune-
Period value, if the number of route entries with a particular
iif increases fromN to N*100, the router could increase its
Joi n/ Prune- Period (and Joi n/ Prune-Hol dtine), for that
interface, by a factor of 10; and if/when the nunber of
entries decreases back to N, the Join/Prune-Period (and
Joi n/ Prune- Hol dti ne) could be decreased to its previous val ue.
If the Join/Prune-Period is nodified, these changes shoul d be
made rel atively infrequently and the router should continue to
refresh at its previous Join/Prune-Period for at |east
Join/Prune-Holdtine, in order to allow the upstreamrouter to
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adapt .

[Joi n-Prune Holdtine] This is the Holdtime specified in
Joi n/ Prune nessages, and is used to tinme out oifs. This should
be set to 3.5 * [Join/Prune-Period]. Default: 210 seconds.

[ Joi n/ Prune- Suppressi on-Tineout] This is the nean

interval between receiving a Join/Prune with a higher Hol dtine
(with ties broken by higher network | ayer address) and

al l owi ng duplicate Join/Prunes to be sent again. This should
be set to approximately 1.25 * [Join/Prune-Period]. Default:
75 seconds.

[Data-Tinmeout] This is the time after which (S, G state
for a silent source will be deleted. Default: 210 seconds.

[ Regi st er-Suppression-Timeout] This is the mean

i nterval between receiving a Register-Stop and al |l owi ng

Regi sters to be sent again. A |ower value neans nore frequent
regi ster bursts at RP, while a higher value neans |longer join
| atency for new receivers. Default: 60 seconds. (Note that
if null Registers are sent [Probe-Tine] seconds before the
timeout, register bursts are prevents, and [Register-
Suppressi on-Ti meout] nmay be |owered to decrease join |atency.)

[ Probe-Time] When null Registers are used, this is the

time between sending a null Register and the Register-
Suppression-Timer expiring unless it is restarted by receiving
a Register-Stop. Thus, a null Register would be sent when the
Regi st er - Suppressi on-Ti ner reaches this value. Default: 5
seconds.

[Assert-Tineout] This is the interval between the | ast
time an Assert is received, and the tinme at which the assert
is timed out. Default: 180 seconds.

[ Random Del ay-Joi n-Ti meout] This is the maxi num

i nterval between the tine when the RPF nei ghbor changes, and
the tinme at which a triggered Join/Prune nmessage i s sent.
Default: 4.5 seconds.

[Hel l o-Period] This is the interval between sending
Hel | o nessages. Default: 30 seconds.

[Hel l o-Hol dtine] This is the Holdtime specified in

Hel | o messages, after which neighbors will time out their
nei ghbor entries for the router. This should be set to 3.5 *
[Hel | o-Period]. Default: 105 seconds.
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[ G RP-Adv-Period] For CGRPs, this is the interva
bet ween sendi ng C- RP- Adv nessages. Default: 60 seconds.

[RP-Hol dtine] For CG-RPs, this is the Holdtime specified

in CRP-Adv nessages, and is used by the BSRto time out RPs.
This should be set to 2.5 * [CRP-Adv-Period]. Default: 150
seconds.

[ Bootstrap-Period] At the elected BSR this is the
i nterval between originating Bootstrap nessages, and shoul d be
equal to 60 seconds.

[ Bootstrap-Tineout] This is the time after which the

el ected BSR wi || be assumed unreachabl e when Boot strap
nessages are not received fromit. This should be set to ‘2 *
[ Boot strap-Period] + 10'. Default: 130 seconds.

3.9 Sumary of flags used

Following is a summary of all the flags used in our schene.

Bit
Bor der

Nul

RPT
RPT

RPT

SPT

Estrin,

et.

| Used in | Definition

| Register | Register for external sources is com ng
fromPIMnulticast border router

| Register | Register sent as Probe of RP, the

encapsul ated | P data packet shoul d not
be forwarded

| Route entry | Entry represents state on the RP-tree

| Join/Prune | Join is associated with the shared tree and
therefore the Join/Prune nessage is
propagated al ong the RP-tree (source
encoded is an RP address)

| Assert | The data packet was routed down the shared
tree; thus, the path indicated corresponds
to the RP tree

| (S,QG entry | Packets have arrived on the iif towards
S, and the iif is different fromthe
(*,Q iif

| Join | The receiver expects to receive packets
fromall sources via this (shared tree)
path. Thus, the Join/Prune applies to a
(*,Q entry

| Route entry | Wldcard entry; if there is no nore
specific match for a particul ar source,
packets will be forwarded according to
this entry
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3.10 Security

Al PIMcontrol nessages may use |Psec [6] to address security
concerns.

4 Packet Formats

This section describes the details of the packet formats for PIM
control messages.

Al'l PIMcontrol nessages have protocol number 103.

Basi cally, PIM nessages are either unicast (e.g. Registers and
Regi ster-Stop), or multicast hop-by-hop to ‘ ALL- Pl M ROUTERS group
©224.0.0.13 (e.g. Join/Prune, Asserts, etc.).

0 1 2 3
01234567890123456789012345678901
s S S o T i i S S i (i
| PIM Ver| Type | Reserved | Checksum |
R Rt i i i i e T I I S S S R i e S R e e i s o

Pl M Ver
PI M Ver si on nunber is 2.

Types for specific PIM nessages. PIM Types are:

—
<
o

(¢

Hel | o

Regi st er

Regi st er- St op

Joi n/ Prune

Boot strap

Assert

Graft (used in Pl M DM only)
Graft-Ack (used in PIM DM only)
Candi dat e- RP- Adverti senent

O~NOOUPAWNEO
|1 T | A VR A O 1|

Reserved
set to zero. lgnored upon receipt.

Checksum
The checksumis the 16-bit one’'s conplenent of the one’'s
conpl ement sum of the entire PIM nessage, (excluding the
data portion in the Register nessage). For conputing the
checksum the checksumfield is zeroed
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Estrin,

Encoded- Uni cast - address: Takes the follow ng fornmat:

0

1 2

June 1998

01234567890123456789012345678901
s S S o T i i S S i (i
| Addr Family | Encoding Type | Uni cast Address
R e e e I o e e S e s sl ol TR S R S S R S S o o

Addr

Fam |y
The address famly of the ‘Unicast Address’ field
thi s address.

Here is the address fanily nunmbers assigned by | ANA:

Descri ption

Reserved
IP (IP version 4)
IP6 (1P version 6)

NSAP

HDLC (8-bit rmultidrop)

BBN 1822

802 (includes all 802 nedia plus Ethernet "canonica
E. 163

E. 164 (SMDS, Frame Rel ay, ATM
F. 69 (Tel ex)

X. 121 (X. 25, Franme Rel ay)

| PX

Appl et al k

Decnet IV

Banyan Vi nes
E. 164 with NSAP format subaddress

Encodi ng Type

The type of encoding used within a specific Address
Famly. The value ‘0" is reserved for this field,
and represents the native encoding of the Address
Fam |y

Uni cast Address

et.

The uni cast address as represented by the given
Address Family and Encodi ng Type.
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2 Encoded- G- oup- Address: Takes the follow ng format:

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| Addr Famly | Encodi ng Type | Reserved | Mask Len
s S S o T i i S S i (i
| Group multicast Address

R Rt i i i i e T I I S S S R i e S R e e i s o

Addr Family
descri bed above.

Encodi ng Type
descri bed above.

Reser ved
Transmtted as zero. |gnored upon receipt.

Mask Len
The Mask length is 8 bits. The value is the nunber of
contiguous bits left justified used as a nmask which
describes the address. It is less than or equal to the
address length in bits for the given Address Fam |y
and Encoding Type. If the nessage is sent for a single
group then the Mask | ength rmust equal the address
length in bits for the given Address Fanily and
Encodi ng Type. (e.g. 32 for |1Pv4 native encodi ng and
128 for 1Pv6 native encoding).

Group multicast Address
contai ns the group address.

3 Encoded- Sour ce- Addr ess: Takes the foll ow ng fornat:

0 1 2 3
01234567890123456789012345678901
R e L i e e i i SR S e e C s

| Addr Famly | Encoding Type | Rsrvd | SSWR|] Mask Len

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Sour ce Address

B T s i I S e i S i i S S e S

Addr Family
descri bed above.

Encodi ng Type
descri bed above.
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Reserved
Transmitted as zero, ignored on receipt.

S, WR See Section 4.5 for details.

Mask Length
Mask length is 8 bits. The value is the nunber of
contiguous bits left justified used as a nask which
descri bes the address. The mask | ength nmust be |ess
than or equal to the address length in bits for the
gi ven Address Family and Encoding Type. If the nmessage
is sent for a single group then the Mask | ength nust
equal the address length in bits for the given Address
Fami |y and Encoding Type. In version 2 of PIM it is
strongly recommended that this field be set to 32 for
| Pv4 native encodi ng.

Sour ce Address
The source address.

4.2 Hell o Message
It is sent periodically by routers on all interfaces.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| PI M Ver| Type | Reserved | Checksum |
B s i S i I i S S S i i

| Opti onType | Opti onLength

i S T R i s ki i R e e T T h s
| Opt i onVal ue

e o R e e e ok S NI S R S

| |
| |
| - |
s S S o T i i S S i (i
| OptionType | OptionLength

R Rt i i i i e T I I S S S R i e S R e e i s o
|

+-

Opt i onVal ue |
B i s i T S T i S S i e S e 2

Pl M Version, Type, Reserved, Checksum
Descri bed above.
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Opti onType
The type of the option given in the following OptionValue
field.

Opt i onLengt h
The I ength of the OptionvValue field in bytes.

Opt i onVal ue
A variable length field, carrying the value of the option

The Option fields may contain the foll ow ng val ues:

* OptionType = 1; OptionLength = 2; OptionValue = Hol dtine;
where Holdtinme is the amount of tine a receiver must keep the
nei ghbor reachable, in seconds. If the Holdtime is set to
‘Oxffff’, the receiver of this nmessage never times out the
nei ghbor. This may be used with I1SDN |ines, to avoid keeping
the link up with periodic Hello nessages. Furthernore, if the
Holdtime is set to ‘0, the information is timed out
i mredi ately.

* OptionType 2 to 16: reserved

* The rest of the OptionTypes are defined in another
document .

In general, options may be ignored; but a router rmust not ignore the
4.3 Regi ster Message

A Regi ster nessage is sent by the DR or a PMBR to the RP when a
nmul ticast packet needs to be transnmitted on the RP-tree. Source
address is set to the address of the DR destination address is to
the RP's address.

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S
| PIM Ver| Type | Reserved | Checksum |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Bl N Reser ved |
B T s i I S e i S i i S S e S
| |
Mul ticast data packet

T S S T T ST S e T T S S S S S
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Pl M Versi on, Type, Reserved, Checksum
Descri bed above. Note that the checksum for Registers
is done only on the PIM header, excluding the data packet
portion.

B The Border bit. If the router is a DR for a source that it
is directly connected to, it sets the B bit to 0. If the
router is a PMBR for a source in a directly connected
cloud, it sets the B bit to 1.

N The Nul | -Register bit. Set to 1 by a DR that is probing
the RP before expiring its |ocal Register-Suppression
timer. Set to O otherw se.

Mul ticast data packet
The origi nal packet sent by the source.

For (S,Q null Registers, the Milticast data packet portion
contains only a dumry header with S as the source address, G as
the destination address, and a data |ength of zero.

4.4 Regi ster-Stop Message

A Register-Stop is unicast fromthe RP to the sender of the Register
nessage. Source address is the address to which the register was
addressed. Destination address is the source address of the register
nmessage.

0 1 2 3

01234567890123456789012345678901
i S T i s o i i R SR S S S S
| PIM Ver| Type | Reserved | Checksum |
ok e e e S e e s o i i Sl R R
| Encoded- G- oup Address |
B s i S i I i S S S i i
| Encoded- Uni cast - Sour ce Address |
e s S i e S e e  t ik ok S R SR S S

Pl M Versi on, Type, Reserved, Checksum
Descri bed above.

Encoded- G- oup Address
Format descri bed above. Note that for Register-Stops the
Mask Len field contains full address length * 8 (e.g. 32
for 1Pv4 native encoding), if the nessage is sent for a
si ngl e group.
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0
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Encoded- Uni cast - Sour ce Address
host address of source fromnulticast data packet in
register. The format for this address is given in the
Encoded- Uni cast- Address in 4.1. A special wild card val ue
(0’s), can be used to indicate any source.

/ Prune Message

n/ Prune nessage is sent by routers towards upstream sources and
Joins are sent to build shared trees (RP trees) or source trees
. Prunes are sent to prune source trees when nenbers | eave

s as well as sources that do not use the shared tree.

1 2 3
234567890123456789012345678901

+-

I S T S T i S S e e e T S S S e i i e

| PIM Ver| Type | Reserved | Checksum |

+-

+-

|
+-
|
+-
|
+-
|
+-
|
|
+-
|
+-
|
+-
|
|
+-
|
+-
|
|
|
+-
|
+-
|
+-

B s ok I S o e s ol I EIE R R R e S et I S S S S il ik i T B
Encoded- Uni cast - Upstream Nei ghbor Address
T T i S e i s st oI S e S e S il Tt S S R S S e S
Reserved | Num groups | Hol dti me
T i T e T sl et i e S S S I S S S T
Encoded- Mul ti cast G oup Address-1
B s ok I S o e s ol I EIE R R R e S et I S S S S il ik i T B
Nunber of Joined Sources | Nunber of Pruned Sources

T T i S e i s st oI S e S e S il Tt S S R S S e S
Encoded- Joi ned Source Address-1

T i T e T sl et i e S S S I S S S T

|

B s o T o e S el ok i S i S e s st B T |+
Encoded- Joi ned Source Address-n

i T i e e i T i e S e S e e e I S R S o s e ol o
Encoded- Pruned Source Address-1

B i T S T T i I i i S I e

|

B T o S e ik i Tk S R S e S S T i el e o |+
Encoded- Pruned Source Address-n

B i T il s ST I S S T O S T S g T S S S Y S

_— =

T T i S e i s st oI S e S e S il Tt S S R S S e S

Encoded- Mul ti cast Group Address-n |

B i i T e S ik seTe O I S i S S R S R it dEIE I R SR
Nunber of Joined Sources | Nunber of Pruned Sources

I i i it S R R e e R e e S it I SR e e S T e it S SRR R
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|
+-
|
|
+-
|
+-
|
+-
|
|
+-
|
+-

Encoded- Joi ned Source Address-1

T T i S e i s st oI S e S e S il Tt S S R S S e S

|

B i T S S e T I T (i T N S S S S +-!|-

Encoded- Joi ned Source Address-n |

R e s o S e T S T T i R e e e e o o i
Encoded- Pruned Source Address-1

i T i e e i T i e S e S e e e I S R S o s e ol o

|

i ok T S e i i R e S S S s ol ST S S S S S S +-!|-
Encoded- Pruned Source Address-n

T T i S e i s st oI S e S e S il Tt S S R S S e S

Pl M Version, Type, Reserved, Checksum
Descri bed above.

Encoded- Uni cast Upstream Nei ghbor Address
The address of the RPF or upstream nei ghbor. The fornat
for this address is given in the Encoded- Uni cast-Address in
4.1. .IP "Reserved"
Transmitted as zero, ignored on receipt.

Hol dti me
The anmount of time a receiver nust keep the Join/Prune
state alive, in seconds. |If the Holdtinme is set to

‘Oxffff’, the receiver of this nmessage never times out the
oif. This may be used with ISDN lines, to avoid keeping the
link up with periodical Join/Prune nessages. Furthernore,
if the Holdtime is set to ‘0, the information is tinmed out
i mredi ately.

Nunber of Groups
The nunber of nulticast group sets contained in the
nessage.

Encoded- Mul ti cast group address
For format description see Section
4.1. Awld card group in the (*,*,RP) join is represented
by a 224.0.0.0 in the group address field and ‘4" in the
mask | ength field. A (*,*,RP) join also has the WC-bit and
the RPT-bit set.

Nunmber of Joined Sources
Nunber of join source addresses listed for a given group
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Join Source Address-1 .. n
This list contains the sources that the sending router

will forward nulticast datagranms for if received on the

interface this nessage is sent on.

See fornmat section 4.1. The fields explanation for the

Encoded- Sour ce- Address format foll ows:

Reserved

Descri bed above.

S The Sparse bit is a 1 bit value, set to 1 for PIM SM
It is used for PIMv.1 conpatibility.

W The WC bit is a 1 bit value. If 1, the join or prune
applies to the (*,@ or (*,*, RP) entry. If O, the join
or prune applies to the (S, G entry where S is Source
Address. Joins and prunes sent towards the RP nust
have this bit set.

R The RPT-bit is a 1 bit value. If 1, the information
about (S,G is sent towards the RP. |If 0, the
i nformati on must be sent toward S, where S is the
Sour ce Address.

Mask Length, Source Address

Descri bed above.

Represented in the form of

< WC-bit >< RPT-bit ><Mask | ength >< Source address>:

A source address could be a host |1Pv4 native encoding

address :

<0 >0 > 32 >192.1.1.17 >

A source address could be the RP"s | P address :

<1 > 1 > 32 > 131.108.13.111 >

A source address could be a subnet address to prune from

the RP-tree

< 0>1> 28> 192.1.1.16 >
A source address could be a general aggregate :
<0 >0 > 16 >< 192.1.0.0 >
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Nunmber of Pruned Sources
Nurmber of prune source addresses |listed for a group

Prune Source Address-1 .. n
This list contains the sources that the sending router
does not want to forward nulticast datagrans for when
received on the interface this nessage is sent on. |If the
Joi n/ Prune nessage boundary exceeds the naxi mum packet
size, then the join and prune lists for the sane group nust
be included in the sane packet.

4.6 Bootstrap Message

The Bootstrap nessages are nulticast to ‘ ALL- Pl M ROUTERS' group, out
all interfaces having Pl M nei ghbors (excluding the one over which the
nmessage was received). Bootstrap nessages are sent with TTL val ue of
1. Bootstrap nessages originate at the BSR and are forwarded by

i ntermedi ate routers.

Bootstrap nessage is divided up into ‘semantic fragnments', if the
ori gi nal nessage exceeds the maxi num packet size boundaries.

The semantics of a single ‘fragnment’ is given bel ow
0 1 2 3

01234567890123456789012345678901
A S S S e i S R T S S i SR S

| PI M Ver| Type | Reserved | Checksum |
B s i S i I i S S S i i
| Fragnent Tag | Hash Mask len | BSR-priority

e s T i i e . i T e e T h
| Encoded- Uni cast - BSR- Addr ess

T Lk R e T e i ik i Sl TR R o
| Encoded- G oup Address-1 |
B s i S i I i S S S i i
| RP-Count-1 | Frag RP-Cnt-1 | Reserved

e s S S e e e e ok S R S S
| Encoded- Uni cast - RP- Addr ess-1

T Lk R e T e i ik i Sl TR R o
| RP1- Hol dti ne | RP1-Priority | Reser ved
B s i S i I i S S S i i
| Encoded- Uni cast - RP- Addr ess- 2

e s S i e S e e  t ik ok S R SR S S
| RP2- Hol dti ne | RP2-Priority | Reserved
Lk R e T o e i i i SEI TR R
| |
I+_ |

i T el m T S S i S SRR
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| Encoded- Uni cast - RP- Addr ess-m |
s S S i I S R R e h T Tk e S S S o T S
| RPm Hol dt i me | RPmPriority | Reserved |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Encoded- G oup Address-2 |
B T s i I S e i S i i S S e S
|
|

B T o e e e e s i e S S s N N S
Encoded- G- oup Address-n |
i o i T S i I S S s ol ST SN S
RP- Count - n | Frag RP-Cnt-n | Reserved |
i T S e i i s i I e S i I N N S
Encoded- Uni cast - RP- Addr ess-1
B T o e e e e s i e S S s N N S
RP1- Hol dti ne | RP1-Priority | Reser ved
i o i T S i I S S s ol ST SN S
Encoded- Uni cast - RP- Addr ess- 2
i T S T s i i i i e e I N N S
RP2- Hol dt i e | RP2-Priority | Reserved
e o o e e i s S e i e e

B S i T T i S S S S e S S i i i i
Encoded- Uni cast - RP- Addr ess-m
s i i i o i i I R S R e R R o o i S

RPm Hol dti ne | RPmPriority | Reser ved
i o i T S i I S S s ol ST SN S

+—+—+——— +— +— +— +— +— +— +

Pl M Versi on, Type, Reserved, Checksum
Descri bed above.

Fragment Tag
A randomy generated number, acts to distinguish the
fragnents belonging to different Bootstrap nessages;
fragnments bel onging to sane Bootstrap nessage carry the
same ‘ Fragnent Tag’ .

Hash Mask | en
The length (in bits) of the mask to use in the hash
function. For 1Pv4 we recommend a val ue of 30. For |Pv6 we
recomrend a val ue of 126.

BSR-priority
Contains the BSR priority value of the included BSR. This
field is considered as a high order byte when conparing BSR
addr esses.
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Encoded- Uni cast - BSR- Addr ess

The address of the bootstrap router for the domamin. The
format for this address is given in the Encoded- Uni cast -
Address in 4.1. .1P "Encoded- G oup Address-1..n"

The group prefix (address and mask) with which the
Candi date RPs are associ ated. Format previously described.

RP- Count-1..n

Frag

The nunber of Candidate RP addresses included in the whole
Boot strap nessage for the corresponding group prefix. A
router does not replace its old RP-Set for a given group
prefix until/unless it receives ‘RP-Count’ addresses for
that prefix; the addresses could be carried over severa
fragments. |If only part of the RP-Set for a given group
prefix was received, the router discards it, wthout
updating that specific group prefix’s RP-Set.

RP-Cnt-1..m

The nunber of Candidate RP addresses included in this
fragment of the Bootstrap nessage, for the corresponding
group prefix. The ‘Frag RP-Cnt’ field facilitates parsing
of the RP-Set for a given group prefix, when carried over
nore than one fragnent.

Encoded- Uni cast - RP- address-1.. m

RP1. .

The address of the Candidate RPs, for the correspondi ng
group prefix. The format for this address is given in the
Encoded- Uni cast-Address in 4.1. .IP "RP1..mHol dti me"

The Hol dtime for the corresponding RP. This field is
copied fromthe ‘Holdtine’ field of the associated RP
stored at the BSR

mPriority

The ‘Priority’ of the corresponding RP and Encoded- G oup
Address. This field is copied fromthe ‘Priority’ field
stored at the BSR when receiving a Candi dat e- RP-
Advertisenment. The highest priority is ‘0" (i.e. the |ower
the value of the ‘“Priority’ field, the higher). Note that
the priority is per RP per Encoded- Group Address.

4.7 Assert Message

The Assert nessage is sent when a nulticast data packet is received

on an out

going interface corresponding to the (S, QG or (*, G

associ ated with the source.

Estrin, et.
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0 1 2 3

01234567890123456789012345678901
T T R i e e e e o S e SRR R
| PI M Ver| Type | Reserved | Checksum |
B s i S i I i S S S i i
| Encoded- G- oup Address |
e s S e e S e s th s S R SR S
| Encoded- Uni cast - Sour ce Address |
T Lk R e T e i ik i Sl TR R o

| R Metric Preference |
B s i S i I i S S S i i
| Metric |

T S I S S T R S S SR S

Pl M Versi on, Type, Reserved, Checksum
Descri bed above.

Encoded- G- oup Address
The group address to which the data packet was addressed,
and which triggered the Assert. Format previously
descri bed.

Encoded- Uni cast - Sour ce Address
Source address fromnulticast datagramthat triggered the
Assert packet to be sent. The format for this address is
given in the Encoded- Unicast-Address in 4.1. .IP "R
RPT-bit is a 1 bit value. If the multicast datagramthat
triggered the Assert packet is routed down the RP tree,
then the RPT-bit is 1; if the nmulticast datagramis routed
down the SPT, it is 0.

Metric Preference
Pref erence val ue assigned to the unicast routing protocol
that provided the route to Host address.

Metric The unicast routing table netric. The netric is in units
applicable to the unicast routing protocol used.

4.8 Gaft Message
Used in dense-node. Refer to Pl M dense node specification.
4.9 Graft-Ack Message

Used in dense-node. Refer to PI M dense node specification.
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4.10 Candi dat e- RP- Adverti senment

Candi dat e- RP- Adverti senents are periodically unicast fromthe C RPs
to the BSR

0

1 2 3

012345678901234567890123456789¢01

+-

T S S S T S S -

| P M Ver| Type | Reserved | Checksum |

+-

+-

+-

|
+-
|
|
|
+-
|
+-

T i T e T sl et i e S S S I S S S T

Prefix- Cnt | Priority | Hol dti me |

B s ok I S o e s ol I EIE R R R e S et I S S S S il ik i T B
Encoded- Uni cast - RP- Addr ess

T T i S e i s st oI S e S e S il Tt S S R S S e S

Encoded- Group Address-1 |

T i T e T sl et i e S S S I S S S T

T S S S T S S el

Encoded- Group Address-n |
T i T e T sl et i e S S S I S S S T

Pl M Versi on, Type, Reserved, Checksum
Descri bed above.

Prefix- Cnt
The nunber of encoded group addresses included in the
nmessage; indicating the group prefixes for which the CGRP
is advertising. A Prefix-Cnt of ‘0" inplies a prefix of
224.0.0.0 with nask length of 4; i.e. all multicast groups.
If the GRP is not configured with G oup-prefix
information, the GRP puts a default value of ‘0" in this
field.

Priority
The ‘Priority’ of the included RP, for the corresponding
Encoded- Group Address (if any). highest priority is ‘0’
(i.e. the lower the value of the ‘Priority’ field, the
hi gher the priority). This field is stored at the BSR upon
recei pt along with the RP address and correspondi ng
Encoded- G- oup Address.

Hol dti me
The ampunt of tinme the advertisenment is valid. This field
all ows advertisements to be aged out.
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Encoded- Uni cast - RP- Addr ess
The address of the interface to advertise as a Candidate
RP. The format for this address is given in the Encoded-
Uni cast-Address in 4.1. .IP "Encoded- G oup Address-1..n"
The group prefixes for which the CRP is advertising.
Format previ ously descri bed.

5 Acknow edgnent s

Tony Ballardie, Scott Brim Jon Crowcroft, Bill Fenner, Paul Francis,
Joel Hal pern, Horst Hodel, Polly Huang, Stephen Ostrowski, Lixia
Zhang and G rish Chandrannmenon provi ded detail ed conments on previous
drafts. The authors of CBT [8] and nenbership of the | DVMR WG provi ded
many of the notivating ideas for this work and useful feedback on
design details.

This work was supported by the National Science Foundation, ARPA
ci sco Systems and Sun M crosyst ens.

Estrin, et. al. Experi ment al [ Page 55]



RFC 2362 Pl M SM June 1998

6 Appendi ces
6.1 Appendix |: Major Changes and Updates to the Spec

Thi s appendi x popul ates the mjor changes in the specification
docunent as conpared to ‘draft-ietf-idnr-pi mspec-01.ps,txt’.

bsubsecti on*Maj or Changes
Li st of changes since March ' 96 | ETF:
1. (*,*,RP) Joins state and data forwardi ng check; replaces (*, G
Prefix) Joins state for interoperability. (*, G negative cache
i ntroduced for the (*,*, RP) state supporting nmechani sns.
2. Semantic fragmentation for the Bootstrap nessage.

3. Refinement of Assert details.

4. Addition and refinenent of Join/Prune suppressi on and Regi ster
suppression (introduction of null Registers).

5. Editorial changes and clarifications to the tiners section

6. Addition of Appendix Il (BSR Election and RP-Set Distribution),
and Appendix Ill (d ossary of Terns).

7. Addition of table of contents.
Li st of changes incurred since version 1 of the spec.

1. Proposal and refinenment of bootstrap router (BSR) el ection
mechani sns

2. Introduction of hash functions for Goup to RP mapping

3. New RP-Iliveness indication nechanisns based upon the the
Bootstrap Router (BSR) and the Bootstrap nessages.

4. Renoval of reachability nessages, RP reports and multiple RPs
per group.

*Packet Format Changes

Packet Format incurred updates to accomodate different address
| engt hs, and address aggregati on.

Estrin, et. al. Experi ment al [ Page 56]



RFC 2362 Pl M SM June 1998
1 The ‘Addr Family’ and ‘Encoding Type' fields were added to the
packet formats.

2 The Encoded source and group address formats were introduced,
with the use of a ‘Mask length’ field to all ow aggregati on, section
4. 1.

3 Packet formats are no | onger | GVW nessages; rather PIM nessages.

Pl M message types and formats were al so nodifi ed:

[ Note: npbst changes were made to the May 95 version, unless
ot herwi se specified].

1 hsol et e nessages:
Regi ster-Ack [Feb. 96]
Pol | and Poll Response [Feb. 96]
RP- Reachability [Feb. 96]

RPl i st - Mappi ng [ Feb. 96]

2 New nessages:

Candi dat e- RP- Adverti senent [change made in October 95]
RP- Set [ Feb. 96]

3 Modi fi ed nessages:

Joi n/ Prune [ Feb. 96]

Regi ster [Feb. 96]

Regi ster-Stop [Feb. 96]

Hell o (addition of OptionTypes) [Aug 96]
4 Renanmed nessages:

Query messages are renanmed as Hel |l o nmessages [Aug. 96]
RP- Set nessages are renanmed as Bootstrap nmessages [Aug. 96]
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6.2 Appendix Il: BSR Election and RP-Set Distribution

For sinmplicity, the bootstrap nmessage is used in both the BSR

el ection and the RP-Set distribution mechanisms. These nechani sns
are described by the follow ng state machine, illustrated in figure
4. The protocol transitions for a Candidate-BSR are given in state
diagram (a). For routers not configured as Candi dat e-BSRs, the
protocol transitions are given in state diagram (b).

[Figures are present only in the postscript version] Fig. 4 State
Di agram for the BSR el ection and RP-Set distribution

Each PIMrouter keeps a bootstrap-tiner, initialized to [Bootstrap-
Tinmeout], in addition to a local BSR field ‘LcIBSR (initialized to a
| ocal address if Candidate-BSR, or to O otherwise), and a |ocal RP-
Set ‘LclRP-Set’ (initially enpty). The main stimuli to the state
machi ne are timer events and arrival of bootstrap messages:

bsubsection*lnitial States and Tiner Events
1
2 If the router is a Candi dat e- BSR

1

2 The router operates initially in the ‘CandBSR state,
where it does not originate any bootstrap nessages.

3 If the bootstrap-tiner expires, and the current state
is ‘“CandBSR, the router originates a bootstrap
nessage carrying the local RP-Set and its own BSR
priority and address, restarts the bootstrap-tiner at
[ Boot strap-Peri od] seconds, and transits into the
‘El ectedBSR state. Note that the actual sending of
the bootstrap nmessage may be del ayed by a random val ue
to reduce transient control overhead. To obtain best
results, the randomvalue is set such that the
preferred BSRis the first to originate a bootstrap
nmessage. We propose the following as an efficient
i mpl enent ati on of the random val ue delay (in seconds):

Delay =5 + 2 * log 2(1 + bestPriority - nyPriority) + AddrDel ay

where nyPriority is the Candi date-BSR s
configured priority, and bestPriority equals:

bestPriority = Max(storedPriority, myPriority) ]
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and AddrDelay is given by the follow ng:

1if ( bestPriority equals myPriority) then
[ AddrDel ay = | og_2(best Addr - nyAddr) / 16, ]

2 else [AddrDelay = 2 - (nyAddr / 2731) ]

where nyAddr is the Candi date-BSR s address, and
best Addr is the stored BSR s address.

4 |f the bootstrap-timer expires, and the current state
is ‘"ElectedBSR , the router originates a bootstrap
nmessage, and restarts the RP-Set timer at [Bootstrap-
Period]. No state transition is incurred.

This way, the el ected BSR origi nates periodic
boot st rap nessages every [ Bootstrap-Period].

3 1f arouter is not a Candi dat e- BSR

2 The router operates initially in the ‘ Axpt Any’ state.
In such state, a router accepts the first bootstrap
message fromthe The Reverse Path Forwardi ng (RPF)
nei ghbor toward the included BSR The RPF nei ghbor in
this case is the next hop router en route to the
i ncl uded BSR

3 If the bootstrap-timer expires, and the current state
is ‘AxptPref’-- where the router accepts only
preferred bootstrap nessages (those that carry BSR-
priority and address hi gher than, or equal to,

‘LcI BSR') fromthe RPF neighbor toward the included
BSR-- the router transits into the ' Axpt Any’ state

In this case, if an el ected BSR becones unreachabl e,
the routers start accepting bootstrap nessages from
anot her Candi dat e-BSR after the bootstrap-tiner
expires. Al PIMrouters within a domain converge on
the preferred reachabl e Candi dat e- BSR
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Estrin,

Recei vi ng Bootstrap Message:

To avoid | oops, an RPF check is perfornmed on the included BSR
address. Upon receiving a bootstrap nmessage fromthe RPF

nei ghbor toward the included BSR, the follow ng actions are

t aken:

1 If the router is not a Candi dat e- BSR

1 I1f the current state is ‘AxptAny’, the router accepts
the bootstrap message, and transits into the
‘ Axpt Pref’ state.

2 If the current state is ‘AxptPref’, and the bootstrap
nessage is preferred, the nessage is accepted. No
state transition is incurred.

2 If the router is a Candidate-BSR, and the bootstrap nessage
is preferred, the nessage is accepted. Further, if this
happens when the current state is ‘Elected BSR, the router
transits into the ‘CandBSR state.

VWhen a bootstrap message is accepted, the router restarts the
bootstrap-timer at [Bootstrap-Tineout], stores the received BSR
priority and address in ‘LclBSR, and the received RP-Set in
‘Lcl RP-Set’, and forwards the bootstrap nmessage out al

i nterfaces except the receiving interface.

If a bootstrap nmessage is rejected, no state transitions are
triggered.
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6.3 Appendix Ill: G ossary of Terns

Following is an al phabetized list of terns and definitions used
t hroughout this specification.

*

Estrin,

{ Bootstrap router (BSR)}. ABSRis a dynam cally elected
router within a PIMdonmain. It is responsible for constructing
the RP-Set and originating Bootstrap nessages.

{ Candidate-BSR (C-BSR)}. A CGBSRis a router configured to
participate in the BSR el ection and act as BSRs if el ected.

{ Candidate RP (CG-RP)}. A CRPis arouter configured to
send periodi ¢ Candi dat e- RP- Adverti sement nessages to the BSR
and act as an RP when it receives Join/Prune or Register
nmessages for the advertised group prefix.

{ Designated Router (DR)}. The DR sets up nulticast route
entries and sends correspondi ng Joi n/ Prune and Regi ster
nessages on behal f of directly-connected receivers and
sources, respectively. The DR may or may not be the sane
router as the 1GW Querier. The DR may or may not be the
long-term |ast-hop router for the group; a router on the LAN
that has a lower netric route to the data source, or to the
group’s RP, nmay take over the role of sending Join/Prune
nmessages.

{ Incomng interface (iif)}. The iif of a nulticast route
entry indicates the interface fromwhich nulticast data
packets are accepted for forwarding. The iif is initialized
when the entry is created.

Join list. The Join list is one of two lists of addresses
that is included in a Join/Prune nmessage; each address refers
to a source or RP. It indicates those sources or RPs to which
downstream receiver(s) wish to join.

{ Last-hop router}. The last-hop router is the last router

to receive nulticast data packets before they are delivered to
directly-connected menmber hosts. In general the |ast-hop
router is the DR for the LAN. However, under various
conditions described in this docunent a parallel router
connected to the same LAN nay take over as the |last-hop router
in place of the DR

{ Qutgoing interface (oif) list}. Each nulticast route

entry has an oif list containing the outgoing interfaces to
whi ch nmulticast packets should be forwarded.
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* Prune List. The Prune list is the second |ist of addresses
that is included in a Join/Prune nessage. It indicates those
sources or RPs from which downstreamreceiver(s) wish to
prune.

* { PIM Milticast Border Router (PMBR)}. A PMBR connects a
Pl M donmain to other nulticast routing domain(s).

* { Rendezvous Point (RP)}. Each nulticast group has a
shared-tree via which receivers hear of new sources and new
receivers hear of all sources. The RP is the root of this
per-group shared tree, called the RP-Tree.

* { RP-Set}. The RP-Set is a set of RP addresses constructed
by the BSR based on Candi date-RP advertisenents received. The
RP-Set information is distributed to all PIMrouters in the
BSR s PI M domai n

* { Reverse Path Forwarding (RPF)}. RPF is used to select the
appropriate incomng interface for a multicast route entry .
The RPF nei ghbor for an address X is the the next-hop router
used to forward packets toward X. The RPF interface is the
interface to that RPF neighbor. In the compn case this is the
next hop used by the unicast routing protocol for sending
uni cast packets toward X. For exanple, in cases where unicast
and nulticast routes are not congruent, it can be different.

* { Route entry.} A nmulticast route entry is state maintained
in arouter along the distribution tree and is created, and
updat ed based on incom ng control nessages. The route entry
may be different fromthe forwarding entry; the latter is used
to forward data packets in real time. Typically a forwarding
entry is not created until data packets arrive, the forwarding
entry’s iif and oif list are copied fromthe route entry, and
the forwarding entry may be flushed and recreated at will.

* { Shortest path tree (SPT)}. The SPT is the nulticast
distribution tree created by the nerger of all of the shortest
pat hs that connect receivers to the source (as detern ned by
uni cast routing).

* { Sparse Mode (SM}. SMis one node of operation of a
nmul ticast protocol. PIMSMuses explicit Join/Prune nessages
and Rendezvous points in place of Dense Mode PIMs and DVMRP s
br oadcast and prune nmechani sm
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* { Wldcard (WC) nulticast route entry}. W/Ildcard multicast
route entries are those entries that may be used to forward
packets for any source sending to the specified group.

Wl dcard bots in the join list of a Join/Prune nessage
represent either a (*,Q or (*,*,RP) join; in the prune list
they represent a (*, @ prune.

* { (S,G route entry}. (S,G is a source-specific route
entry. It may be created in response to data packets,
Joi n/ Prune nessages, or Asserts. The (S, G state in routers
creates a source-rooted, shortest path (or reverse shortest
path) distribution tree. (S, QRPT bit entries are source-
specific entries on the shared RP-Tree; these entries are used
to prune particular sources off of the shared tree.

* { (*,Q route entry}. Goup nmenbers join the shared RP-Tree
for a particular group. This tree is represented by (*,Q
nul ticast route entries along the shortest path branches
bet ween the RP and the group nenbers.

* { (*,*, RP) route entry}. (*,* RP) refers to any source and
any nulticast group that maps to the RP included in the entry.
The routers along the shortest path branches between a
domain’s RP(s) and its PMBRs keep (*,*, RP) state and use it to
determ ne how to deliver packets toward the PMBRs if data
packets arrive for which there is not a |onger match. The
wi I dcard group in the (*,*, RP) route entry is represented by a
group address of 224.0.0.0 and a nmask length of 4 bits.
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Ful | Copyright Statenent
Copyright (C The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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