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Abstract

Many nodern | P security systens (also called "firewalls"
trade) make use of proxy technol ogy to achieve access control. This
document explains "classical" and "transparent"” proxy tec
attempts to provide rules to help determ ne when each proxy system
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1. Background

An increasi ng nunber of organizations use |IP security systens to
provi de specific access control when crossing network security
perimeters. These systens are often deployed at the network boundary
bet ween two organi zati ons (which may be part of the sane "official"
entity), or between an organization’s network and a large public

i nternetwork such as the Internet.

Sone people believe that IP firewalls will beconme commpdity products.
Q hers believe that the introduction of IPv6 and of its inproved
security capabilities will gradually nake firewalls | ook |ike stopgap
solutions, and therefore irrelevant to the conputer networking scene.
In any case, it is currently inmportant to exam ne the inpact of
inserting (and renmoving) a firewall at a network boundary, and to
verify whether specific types of firewall technol ogi es may have
different effects on typical small and | arge | P networks.

Current firewall designs usually rely on packet filtering, proxy
technol ogy, or a conbination of both. Packet filtering (although hard
to configure correctly in a security sense) is now a well docunented
technol ogy whose strengths and weaknesses are reasonably under st ood.
Proxy technol ogy, on the other hand, has been deployed a | ot but
studied little. Furthernore, many recent firewall products support a
capability called "transparent proxying". This type of feature has
been subject to much nore nmarketing attention than actual technica
anal ysis by the networking comunity.

It nust be renenbered that the Internet’s growth and success is
strongly related to its "open" nature. An Internet which would have
been segnented fromthe start with firewalls, packet filters, and
proxi es may not have beconme what it is today. This type of discussion
is, however, outside the scope of this docunent, which just attenpts
to provide an understandabl e description of what are network proxies,
and of what are the differences, strengths, and weaknesses of
"classical" and "transparent" network proxies. Wthin the context of
this docunment, a "classical" proxy is the ol der (some would say ol d-
fashi oned) type of proxy of the two.

Al so note that in this docunent, the word "connection"” is used for an

application session that uses TCP, while the word "session" refers to
an application dialog that may use UDP or TCP
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2. Direct communication (wthout a proxy)

In the "normal" Internet world, systens do not use proxies and sinply
use normal TCP/IP to conmunicate with each other. It is inportant
(for readers who may not be famliar with this) to take a quick | ook
at the operations involved, in order to better understand what is the
exact use of a proxy.

2.1 Direct connection exanple

Let’s take a fam liar network session and describe sonme details of
its operation. We will |ook at what happens when a user on a
client system"c.dml. com sets up an FTP connection to the server
system "s.dm2.coni. The client systemis |IP address is
cl.c2.c3.c4, the server’'s |IP address is sl.s2.s3.s4.

| c.dml.com |----+ network(s) +----|] s.dm2.com |
| (cl.c2.c3.c4) | \ / | (sl.s2.s3.5s4)

The user starts an instance of an FTP client programon the client
system "c.dml. cont, and specifies that the target systemis
"s.dm2.con'. On conmand-line systens, the user typically types:

ftp s.dm2.com

The client system needs to convert the server’s nanme to an IP
address (if the user directly specified the server by address,
this step is not needed).

Converting the server name to an | P address requires work to be
performed whi ch ranges between two extremnes:

a) the client systemhas this name in its hosts file, or has
| ocal DNS caching capability and successfully retrieves the
nane of the server systemin its cache. No network activity
is performed to convert the name to an | P address.

b) the client system in conbination with DNS nanme servers,
generate DNS queries that eventually propagate close to the
root of the DNS tree and back down the server’s DNS branch
Eventual Iy, a DNS server which is authoritative for the
server systems domain is queried and returns the IP
address associated with "s.dm2.com (depending on the case,
it may return this to the client systemdirectly or to an
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i nternedi ate nane server). Utinmately, the client system
obtains a valid I P address for s.dm2.com For sinplicity,
we assume the server has only one | P address.

R + B - + R +
| / I P \
| c.dml.com |---+ network(s) +---| s.dm2.com |
| (cl.c2.c3.c4) | \ / | (s1.s2.s3.54)
oo + - + oo +
A | / \
| | address for / \
| | s.dm2.con®? / \
|| / \
|| / \
[ Fo---- - + s.dm2.con? +-------- +
| +---->] DNS |------------- > DNS |
| | server | | server
R | X | <-----mmmea--- | Y
§1.52.53.84 +-------- + 51.52.53.54 +-------- +

Once the client system knows the | P address of the server system
it attenpts to establish a connection to the standard FTP
"control"” TCP port on the server (port 21). For this to work, the
client systemnust have a valid route to the server’s |IP address,
and the server systemnust have a valid route to the client’s IP
address. Al intermedi ate devices that behave |ike | P gateways
must have valid routes for both the client and the server. If
these devices perform packet filtering, they nust ALL allow the
specific type of traffic required between C and S for this
specific application

e + e +
| c.dml.com | | s.dm2.com |
| (cl.c2.c3.c4) | | (s1.s2.s3.54)
Fom e e e oo - + Fom e e e oo - +
|| |
| | route to S route to C | |
Y v
I I
| A | A
| | route to C | | route to S
|| ||
|| C S C ||
+o---+ <o et --> +o---+ <o H----+
| Gl J-----e-- e | Oy f--meee- | o |
Fommn k> +----+ - et > +----+
S C S

I nf or mati onal [ Page 4]



RFC 1919 Cl assi cal versus Transparent |P Proxies March 1996

The actual application work for the FTP sessi on between the client
and server is done with a bidirectional flow of TCP packets
between the client’s and server’s | P addresses.

The FTP protocol uses a slightly conplex protocol and TCP
connection nodel which is, luckily, not inportant to the present
di scussion. This allows slightly shortening this docunent...

2.2 Requirenents of direct communication

Based on the preceding discussion, it is possible to say that the
following is required for a direct session between a client and
server to be successful:

a) If the client uses the NAME of the server to reference it,
the client nust either have a hardcoded nane-to-address
bi nding for the server, or it nust be able to resolve the
server nane (typically using DNS). In the case of DNS, this
inmplies that the client and server must be part of the sane
DNS architecture or tree.

b) The client and server must be part of the sane internetwork:
the client nust have a valid IP route towards the server,
the server nust have a valid IP route towards the client,
and all internmediate | P gateways nust have valid routes
towards the client and server ("IP gateway" is the RFC
standard term nol ogy; people often use the term"IP router”
i n conputer roons).

c) If there are devices on the path between the client and
server that perform packet filtering, all these devices nust
permt the forwarding of packets between the | P address of
the client and the | P address of the server, at |east for
packets that fit the protocol nodel of the FTP application
(TCP ports used, etc.).

3. Cassical application proxies

A classical application proxy is a special programthat knows one (or
nore) specific application protocols. Mst application protocols are
not symetric; one end is considered to be a "client", one end is a
"server".

A classical application proxy inplenments both the "client" and
"server" parts of an application protocol. In practice, it only needs
to i nmpl enent enough of the client and server protocols to acconplish
the foll ow ng:
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a) accept client sessions and appear to them as a server;

b) receive froma client the nane or address of the final target
server (this needs to be passed over the "client-proxy" session
in away that is application-specific);

c) setup a session to the final server and appear to be a client
fromthe server’s point of view,

d) relay requests, responses, and data between the client and
server;

e) perform access controls according to the proxy’'s design
criteria (the main goal of the proxy, after all).

The functional goal of the proxy is to relay application data between
clients and servers that may not have direct |IP connectivity. The
security goal of the proxy is to do checks and types of access
controls that typical client and server software do not support or

i mpl enent .

The following information will make it clear that classical proxies
can offer many hi dden benefits to the security-conscious network
designer, at the cost of deploying client software with proxy
capabilities or of educating the users on proxy use.

Client software issues are now easier to handle, given the increasing
nunber of popular client applications (for Wb, FTP, etc.) that offer
proxy support. Designers devel opi ng new protocols are also nore
likely to plan proxy capability fromthe outset, to ensure their
protocols can cross the many existing large corporate firewalls that
are based at least in part on classical proxy technol ogy.

3.1 d assical proxy session exanple

W will repeat our little analysis of an FTP session. This tineg,
the FTP session is passing through a "classical" application proxy
system As is often the case (although not required), we wll
assune that the proxy systemhas two | P addresses, two network
interfaces, and two DNS nanes.

The proxy systemis running a special program which knows how to
behave |ike an FTP client on one side, and |like an FTP server on
the other side. This programis what people call the "proxy". W
will assume that the proxy programis listening to i ncom ng
requests on the standard FTP control port (21/tcp), although this
is not always the case in practice.
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e + S +

| | / I P \

| c.dml.com |[----+ network(s) +---------- +

| (cl.c2.c3.c4) | \ /

Fom e e e oo - + TSR + o e oo +
| (pl.p2.p3.p4) |
| proxyl.dm3.com |
| |
| proxy2.dmm4.com |
| (p5.p6.p7.p8) |

Fom e e e oo - + TSR + o e oo +

| | / I P \ |

| s.dm2.com |----+ network(s) +---------- +

| (sl1l.s2.s3.s54) | \ /

e + S +

The user starts an instance of an FTP client programon the client
system "c.dml. conf, and MJST specify that the target systemis
"proxyl.dma3.conf. On comuand-|line systems, the user typically
types:

ftp proxyl.dm3. com

The client system needs to convert the proxy's nanme to an IP
address (if the user directly specified the proxy by address, this
step is not needed).

Converting the proxy name to an | P address requires work to be
perfornmed which ranges between two extrenes:

a) the client systemhas this name in its hosts file, or has
| ocal DNS caching capability and successfully retrieves the
nane of the proxy systemin its cache. No network activity
is performed to convert the nanme to an | P address.

b) the client system in conbination with DNS name servers,
generate DNS queries that eventually propagate close to the
root of the DNS tree and back down the proxy’s DNS branch
Eventual Iy, a DNS server which is authoritative for the
proxy system s domain is queried and returns the IP
address associated with "proxyl.dm3. cont (depending on the
case, it may return this to the client systemdirectly or
to an internedi ate nane server). Utimtely, the client
systemobtains a valid | P address for proxyl.dm3.com

I nf or mati onal [ Page 7]



RFC 1919 Cl assi cal versus Transparent |P Proxies March 1996

Chat el

o + Fomm e e +

| | / IP \

| c.dml.com |-------- + network(s) +------------ +

| (cl.c2.c3.c4) | \

Fom e e e oo - + Fomm e + o e oo +
A | / \ | (pl.p2.p3.p4) |
| | address for / \ | proxyl.dm3.com
| | proxyl.dma3.con®? / \ | -

[ / L T +
|| / \
[ | / \
|| e + proxyl.dm3.con? +-------- +
| +-------- > DNS  [---------eioa--- > DNS
| | server | | server
R | X SRR TR | Y
pl.p2.p3.p4 +-------- + pl. p2. p3. p4 Fomemeaa +

Once the client system knows the | P address of the proxy system

it attenpts to establish a connection to the standard FTP
“control" TCP port on the proxy (port 21). For this to work, the
client systemnmust have a valid route to the proxy' s |P address,
and the proxy system must have a valid route to the client’s IP
address. Al intermedi ate devices that behave |ike |IP gateways
nmust have valid routes to both the client and the proxy. If these
devi ces perform packet filtering, they nmust ALL allow the specific
type of traffic required between C and P1 for this specific
application (FTP)

Finally, the proxy system nust accept this incom ng connection
based on the client’s | P address (the purpose of the proxy is
generally to do access control, after all).

R + | - |
| c.dml.com | | proxyl.dm3.com |
| (cl.c2.c3.c4) | | (pl.p2.p3.p4)
Fom e e e oo oo - + o e e e e e oo +
|| |
| | route to P1 route to C | |
| V A2
| |
| A | A
| | route to C | | route to P1
|| ||
| ] C P1 C |
+o---t < et --> +o---t <-- A----+
| GL|-----e-- e | Oy - | o |
Fommo - - > +----+ S e +----+
P1 C P1
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The actual application work for the FTP sessi on between the client
and proxy is done with a bidirectional flow of TCP packets between
the client’s and proxy’'s | P addresses.

For this to work, the proxy FTP application MJST fully support the
FTP protocol and |look identical to an FTP server fromthe client’s
poi nt of view.

Once the client<->proxy session is established, the final target
server nane must be passed to the proxy, since, when using a
"classical" application proxy, a way MJST be defined for the proxy
to determne the final target system This can be achieved in
three ways:

a) The client system supplies the nane or address of the fina
target systemto the proxy in a nethod that is conpatible
with the specific application protocol being used (in our
exanple, FTP). This is generally considered to be the main
problemw th classical proxies, since for each application
bei ng proxi ed, a method nust be defined for passing the
nane or address of the final target system This nethod
must be conpatible with every variant of client application
that inplements the protocol (i.e. the target-passing
net hod nust fit within the M N MU functionalities required
by the specific application protocol).

For the FTP protocol, the generally popul ar nethod for
passing the final server name to the proxy is as foll ows:

When the proxy pronpts the FTP client for a usernane, the
client specifies a string of the form

target _user name@ ar get _syst em nane
or
target _usernane@ arget i p_address

The proxy will then know what is the final target system
The target usernane (and the password supplied by the
client) will be forwarded "as is" by the proxy to the fina
target system

A wel | -known exanpl e of an FTP proxy that behaves in this way
is the "ftp-gw' programwhich is part of the Trusted
Informati on Systemis firewall toolkit, available by anonynous
FTP at ftp.tis.com Several comercial firewalls al so support
this de-facto standard.
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If there is only one possible final destination, the proxy
may be configured to know this destination in advance.
Since the I P address of the client systemis known when the
proxy must meke this decision, the proxy can (if required)
select a different destination based on the |IP address of
the client.

The client software may al so support capabilities that allow
it to present to the user the illusion of a direct session
(the user just specifies the final target system and the
client software automatically handl es the probl em of
reaching to the proxy system and passing the nane or address
of the final target systemin whatever mutually-acceptable

form.

A wel | -known exanpl e of a systemthat provides nodified
client software, proxy software, and that provides the
illusion of transparency is NEC s SOCKS system avail able by
anonynmous FTP at ftp.nec.com

Al ternatively, several FTP client applications support the
"usernane@esti nati on_host" de-facto standard i npl enent ed
(for exanple) by the "ftp-gw' proxy application

Once the FTP proxy application knows the nane or | P address of the
target system it can choose to do two things:

a)

b)

Setup a session to the final target system the nore
frequent case.

Deci de (based on sone internal configuration data) that it
cannot reach the final target systemdirectly, but nust go
through anot her proxy. This is rare today, but nay becone
temporarily comron due to the current shortage of IP

net wor k nunbers whi ch encourages organi zations to depl oy
"hi dden" network nunmbers which are al ready assi gned

el sewhere. Sessions between systens which have the sane

| P network nunber but which belong to different actua
networ ks may require going through two proxy systens.

This is discussed in nore detail in section 3.2.6,

"I nterconnection of conflicting I P networks".

If the FTP proxy decides to connect directly to the target system

and what it has is the target systemnane, it will need to convert
the target systemnane into an |P address. If this process
i nvol ves DNS resol ution, something like the following will happen

Chat el
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e +
| proxyl.dm3.com |
| (pl.p2.p3.p4) | SN +
| | / | P \
| proxy2.dm4.com|-------- + network(s) +------------ +
|  (p5.p6.p7.p8) | \ / |
e + Fomm e e + o +
A | / \ | (s1.s2.s3.54)
| | address for / \ | s.dm2.com |
| | s.dm2.con? / \ |
| ] / \ R +
| ] / \
| ] / \
| ] e + s.dmz2. con® e +
| +-------- > DNS |-------------o---- > DNS
| | server | | server
R | X R | Y
s1.5s2.s3.84 +-------- + sl.s2.s3.s4 AEEEEEEE +

Once the proxy system knows the | P address of the server system
it attenpts to establish a connection to the standard FTP
"control" TCP port on the server (port 21). For this to work, the
proxy system nust have a valid route to the server’s |P address,
and the server systemnust have a valid route to at |east one of
the proxy's | P address. All internedi ate devices that behave |ike
| P gat eways nmust have valid routes to both the proxy and the
server. |f these devices perform packet filtering, they nust ALL
allow the specific type of traffic required between the proxy and
S for this specific application
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proxyl. dm3. com |
(pl. p2. p3. p4)

proxy2. dm4. com | | s.dmm2.com |
(p5. p6. p7.p8) | | (sl.s2.s3.5s4)
e + o +
| | |
| | route to S route to P2 |
| V A2
| |
| A | A
| | route to P2 | | route to S
| | | |
| ] P2 S P2 |
+--- -+ S e +--- -+ <-- A----+
| GL|-----ee- I e R | o |
Fomm ok > +----+ <-- e > +----+
S P2 S

The actual FTP application work between the proxy and server is
done with a bidirectional flow of TCP packets between the proxy’s
and server’s | P addresses.

What actual |y happens BETWEEN THE CLI ENT AND SERVER? They both
send replies and responses to the proxy, which forwards data to
the "other" end. Wen one party opens a data connection and sends
a PORT command to the proxy, the proxy allocates its own data
connection and sends its PORT command to the "other" end. The
proxy al so copi es data across the connections created in this way.

3.2 Characteristics of classical proxy configurations

Several I P internetworks may be |inked using only classical proxy
technology. It is currently popular to link two specific IP
internetworks in this way: the Internet and sone organization's
"private" |IP network. Such a proxy-based link is often the key
conponent of a firewall

VWen this is done, several benefits and problens are introduced
for network adm nistrators and users.

3.2.1 I P addressing and routing requirenents.
The proxy system nust be able to address all client and server

systens to which it may provide service. It nmust al so know
valid IP routes to all these client and server systens.
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Client and server systens nust be able to address the proxy
system and nust know a valid IP route to the proxy system |If
the proxy system has several |P addresses (and often, severa
physi cal network interfaces), the client and server systens
need only to be able to access ONE of the proxy systemis IP
addr esses.

Note that client and server systems that use the proxy for
comuni cati on DO NOT NEED valid | P addressing or routing
information for systens that they reach through the proxy.

In this sense, it can be said that systens separated by a
cl assical proxy are isolated fromeach other in an IP
addressing sense and in an |IP routing sense.

On the other hand, the classical proxy system (if running a
standard TCP/I P software stack) needs to have a single coherent
view of | P addressing and routing. |If such a proxy system

i nterconnects two | P networks and two systens use the same |IP
net wor k/ subnet wor k nunber (one system on each network), the
proxy will only be able to address one of the systens.

This restriction can be renoved by chai ning cl assi cal proxies
(this is described later in section 3.2.6, "lInterconnection of
conflicting I P networks").

Using a classical proxy for interconnection of IP
internetworks, it is also possible, with care, to achieve a
desirable "fail-safe" feature: no valid routing entries need to
exi st for an internetwork which should be reached only through
the proxy (routing updates that could add such entries shout be
BLOCKED). If the proxy suddenly starts to behave like an IP
router, only one-way attacks becone possible.

In other words, assunme an attacker has control of the rempte
i nternetwork and has found a way to cause the proxy to route IP
packets, or has found a way to physically bypass the proxy.

The attacker may inject packets, but the attacked interna
systens will be unable to reply to those packets. This
certainly does not make attacks infeasible (as exenplified by
certain holiday-period events in recent years), but it stil
makes attacks nore difficult.
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3.2.2 | P address hiding

Application "sessions" that go through a classical proxy are
actually made of two conpl ete sessions:

a) a session between the client and the proxy
b) a session between the proxy and the server

A device on the path sees only the client<->proxy traffic or
the proxy<->server traffic, depending where it is located. If
the two sessions actually pass through the sane physica
network, a device on that network nay see both traffics, but
may have difficulty establishing the relationship between the
two sessions (depending on the specific application and
activity level of the network).

A by-product of a classical proxy s behavior is commonly known
as "address hiding". Equipnments on sonme side of a classica
proxy cannot easily determne what are the | P addresses used on
anot her side of the proxy.

Address hiding is generally viewed as a Good Thing, since one
of the purposes of deploying proxies is to disclose as little
i nfornmati on about an internetwork as possible.

Peopl e who are in charge of gathering network statistics, and
who do not have access to the proxy systenis reports (if any)
may consi der address hiding to be a Bad Thing, since the proxy
obscures the actual client/server relationships where the proxy
was inserted. Al IP activity originates and term nates on the
proxy itself (or appears to do so).

In the same way, server software that accepts connections that
have gone through a classical proxy do not see the |IP address
of the incomng client, unless this information is included in
the application protocol (and even if it is, in nmany cases, the
proxy will replace this information with its own address for
the protocol to be consistent). This nakes server access
control unusable if it is based on client |IP address checks.

3.2.3 DNS requirenents

In nost classical-proxy configurations, client systems pass the
desired server nane (or address) to the proxy system W THOUT

| NTERPRETI NG | T. Because of this, the client system DOES NOT
REQUIRE to be able to resolve the nane of the server systemin
order to access it through a classical proxy. It only needs to
be able to resolve the nane of the proxy (if referencing the
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proxy system by nane).

Because of this, it can be said that a classical proxy system
can offer DNS isolation. If two IP internetwrks use conmpletely
separate DNS trees (each with their own DNS root servers),
client software in one IP internetwork may still reference a
server nane in the other IP internetwork by passing its nane to
the cl assi cal proxy.

The classical proxy itself will not be able alone to resolve
DNS names in both environments (if running standard DNS
resol ution software), since it will need to point to one or the

other of the two DNS "uni verses".

A wel | -known technique called "split-brain DNS' can be used to
relax this restriction somewhat, but such a technique
ultimately involves prioritizing one DNS environment over
another. If a DNS query can return a valid answer in both
environnents, only one of the answers will be found by the

pr oxy.

3.2.4 Software requirenents

A classical proxy application is a fairly sinple piece of
software, often sinpler than either a real client

i npl enentation or a real server inplenmentation. Such a program
may run on any systemthat supports nornmal TCP/IP connecti ons,
and often does not require "systeni or "superuser" privilege.

Cl assi cal proxy connections have no inpact on nornal server
software; the proxy | ooks like a normal client in nobst respects
except for its IP address and its "group" nature. Al
connections fromthe network on the other side of the proxy
appear to cone fromthe proxy, which poses problens if access
control by client systemis desired.

Normal client software nay access a classical proxy if the user
is willing or able to go through the extra steps necessary to
indicate the final server to the proxy (whatever they are).

Al ternatively, nodified (or newer) client software may be used
that knows how to negotiate transparently with the proxy.

3.2.5 Inpact of a classical proxy on packet filtering

Chat el

I f packet filtering is needed around a cl assical proxy, the
packet filtering rules tend to be sinplified, since the only
traffic needed and allowed will originate fromor term nate on
the proxy (in an |IP sense).
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If the proxy starts behaving like an IP router, or if it is
physi cal ly bypassed, such filtering rules, if deployed
generally within an IP internetwork, will tend to prevent any
direct traffic flow between the "internal" internetwork and
"external" internetworks that are supposed to be only reachable
through the application proxy.

3.2.6 Interconnection of conflicting |IP networks

Chat el

By chaining classical proxies, it is possible to achieve sone
i nterconnection of |IP networks that have a high |evel of
conflict. In practice, this type of setup resolves IP
addressing conflicts nmuch better than DNS conflicts. But DNS
conflicts are currently less of a problem because the DNS
"address space" is alnmost infinitely |large (has anybody

cal cul ated the possi bl e DNS address space based on the RFC
standard maxi mum host nane | ength?).

Even t hough RFC 1597 was never nore than an informational RFC,
many organi zati ons have been quietly following its suggestions,
for lack of an easier solution. Now assune two organizations
each use class A network number 10 on their network. Suddenly,
they need to interconnect. What can they do?

First possibility: one side changes network number (not as hard
as people think if properly planned, but this still represents
some wor k)

Second possibility: they nerge the two nunbers by renunbering
partially on each side to renove conflicts (actually harder to
do, but has the political advantage that both sides have to do
some wor k)

Third possibility: they comuni cate through chai ned cl assica
pr oxi es:

S + S S + S +
/" Og. 1 \ | Proxy | | Proxy | [/ Og. 2 \
+ dml.com +---+ system+---+ system+---+ dm2.com +
\' net 10 / | 1 | | 2 | \' net 10 /

Fomm oo + Fomm oo + Fomm oo + Fomm oo +

Both proxy 1 and 2 are standard systens running normal TCP/IP
software stacks. Their configuration is not typical, however:

I nf or mati onal [ Page 16]



RFC 1919

Chat el

b)

c)

d)

e)

f)

Cl assi cal versus Transparent |P Proxies March 1996

The Iink between proxy 1 and proxy 2 may use any |P
network nunber that is not used (or not needed) on
either side. Nothing on Org.1 and O g.2' s networks
need to have an IP route to this network.

Proxy 1 has an IP route for network 10 that points to
Organi zation 1's network, and does DNS resol ution
(if required) using dml.com s nane servers.

Proxy 2 has an IP route for network 10 that points to
Organi zation 2's network, and does DNS resol ution
(if required) using dm2.com s nane servers.

Proxy 1 and proxy 2 only require a host IP route to
each other for communication

For this to be convenient, the classical proxy
applications nmust support the automatic sel ection of
a destination based on the client |IP address.

On proxy system 1, the proxy software treats incomni ng
sessions from proxy system?2 in the normal way: the
"client"” (proxy system?2) will be pronpted in an
application-specific way for the final destination
However, incom ng sessions fromOg.1 addresses are

i medi ately and automatically forwarded to proxy
system 2.

Proxy system 2 is configured simlarly (that is,
connections comng fromproxy 1 are pronpted for a
target server nane, connections from Org.2 addresses
are imredi ately and autonatically forwarded to

proxy 1.

From a user’s point of view, the behavior of such a chai ned
proxy systemis not very different froma single classica
application proxy:

a)

b)

c)

A user on a client systemw th address 10.1.2.3
on Org.1l s network wi shes to do an anonynmous FTP to
"server.dm?2. coni.

The user starts an FTP towards proxy 1. Proxy 1 sees
an incom ng connection froman address in network 10,
so it imediately relays the connection to proxy 2.

Proxy 2 sees a connection comng fromproxy 1, so it
pronpts the client. The user sees the usernane pronpt
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and types (assuning FTP proxies that behave like TIS s
ftp-gw:

anonynmous@er ver. dmm2. com

This will be resolved IN THE CONTEXT OF Org. 2'S
NETWORK. The user can then conplete the dial og and
use the FTP connection

Note that this setup will work even if the client and
server have the EXACT SAME | P ADDRESS (10.1.2.3 in
our exanple).

the proxy applications support selecting another

proxy based on the destination supplied by the client,
and if DNS dommi ns are unique, nore than two conflicting
| P networks can be linked in this way! Here is an
exanpl e configuration:

a)

b)

c)

d)

Four I P networks that all use network 10 are |inked
by four proxy systems. The four proxy systens share a
conmon, private | P network number and physical |ink
(LAN or WAN).

A user on organization 1's network w shes to access
a server on network 3. The user connects to its |loca
proxy (proxy 1) and supplies that target system name.

Proxy 1 determ nes, based on a configuration rule,
that the target systemnane is reachable by using
proxy 3. So it connects to proxy 3 and passes the
target system nane.

Proxy 3 deternines that the target systemnane is
local (to itself) and connects to it directly.

Security Inplications of chained proxies

Oovi ously, when such "chai ned" configurations are built,
access control rules and | oggi ng based on a
final-client/final-server conbination are difficult to
enforce, since the first proxy in the chain sees a
final-client/proxy relationship and the last proxy in
the chain sees a proxy/final-server relationship

Doi ng better than this requires that the proxies be
capabl e of passing the "original-client" and
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“final -destination" information back and forth in the
proxy chain for access control and/or |ogging purposes.
This requires the proxies to trust each other, and
requires the network path to be trusted (forging this

i nformati on becomes an excel |l ent attack).

Even if these problens were to be solved reliably, the
original goal of the proxy chains was to solve an IP
and possibly a DNS conflict. The "original-client" and
"final -destination" values may not have the sane
meani ng everywhere in the overall setup. Tagging the
information with a "universe-nane" may hel p, assum ng
it is possible to define unique universe names in the
first place. Obviously this topic requires nore study.

4. Transparent application proxies

The nost visible problemof classical application proxies is the need
for proxy-capable client prograns and/or user education so that users
know how to use the proxies.

VWhen sonebody thought of nodifying proxies in such a way that norna
user procedures and nornmal client applications would still be able to
take advantage of the proxies, the transparent proxy was born.

A transparent application proxy is often described as a systemthat

appears like a packet filter to clients, and like a classical proxy
to servers. Apart fromthis inportant concept, transparent and

cl assical proxies can do simlar access control checks and can offer
an equi val ent |evel of security/robustness/performance, at |east as

far as the proxy itself is concerned.

The following information will make it clear that small organizations
that wish to use proxy technol ogy for protection, that wish to rely
entirely on one proxy systemfor network perinmeter security, that
want a mininal (or zero) inpact on user procedures, and that do not

wi sh to bother with proxy-capable clients will tend to prefer
transparent proxy technol ogy.

Organi zations with one or nmore of the followi ng characteristics nmay
prefer deploying classical proxy technol ogy:

a) own a substantial internal IP router network, and wish to
avoi d adding "external" routes on the network

b) wish to deploy "defence in depth", such as internal firewalls,
packet filtering on the internal network

c) wish to keep their DNS environnent fully isolated fromthe
"ot her side" of their proxy system or that fear that their
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d)

f)

internal DNS servers nay be vul nerable to data-driven attacks
use sonme | P networks that are in conflict with the "other side"
of their proxy system

wi sh to use proxy applications that are easily portable

to different operating systemtypes and/or versions

wi sh to deploy multiple proxy systens interconnecting them

to the SAME renpte network without introduci ng dynamc

routing for external routes on the internal network

4.1 Transparent proxy connection exanple

Chat el

Let us go through an FTP sesssion again, through a "transparent™
proxy this tine. W assune that the proxy systemhas two I P
addresses, two network interfaces, and two DNS nanes.

The proxy systemis running a special program which knows how to
behave |i ke an FTP client on one side, and like an FTP server on
the other side. This programis what people call the "proxy". This
program being a transparent proxy, also has a very specia
relationship with the TCP/IP inplenentati on of the proxy system
This relationship may be built in several ways, we will describe
only one such possible way.

We will assune that the proxy programis listening to incom ng
requests on the standard FTP control port (21/tcp), although this
is not always the case in practice.

Fom e e e oo - + TSR +

| | / I P \

| c.dml.com |----+ network(s) +---------- +

| (cl.c2.c3.c4) | \ /

oo + S + o e e oo +
| (pl.p2.p3.p4) |
| proxyl.dm3.com |
| |
| proxy2.dm4.com |
| (p5.p6.p7.p8) |

oo + S + o e e oo +

| | / | P \ |

| s.dm2.com |[----+ network(s) +---------- +

| (sl.s2.s3.s54) | \

o + R +
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The user starts an instance of an FTP client programon the client
system "c.dml. coni, and specifies a destination of "s.dm2.cont
just like if it was reachable directly. On comrand-I|ine systens,
the user typically types:

ftp s.dm2.com

The client system needs to convert the server’s nanme to an IP
address (if the user directly specified the server by address,
this step is not needed).

Converting the server nane to an | P address requires work to be
perfornmed whi ch ranges between two extrenes:

a) the client systemhas this name in its hosts file, or has
| ocal DNS caching capability and successfully retrieves the
nane of the proxy systemin its cache. No network activity
is performed to convert the nane to an | P address.

b) the client system in conbination with DNS nanme servers,
generate DNS queries that eventually propagate close to the
root of the DNS tree and back down the server’s DNS branch
Eventual Iy, a DNS server which is authoritative for the
server systenms domain is queried and returns the IP
address associated with "s.dm2. cont’ (depending on the
case, it may return this to the client systemdirectly or
to an internedi ate nane server). Utimtely, the client
systemobtains a valid I P address for s.dm2.com
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e + Fomme oo +
| | / I P \
| c.dml.com [-------- + network(s) +------------ +
| (cl.c2.c3.c4) |
Fom e e e oo - + Fomm e + o e oo +
A | / | (pl.p2.p3.p4) |
| | address for / +--- - + | proxy system |
| | s.dm2.con? / / \ | (p5.p6.p7.p8)
[ / / L T +
|| / / \ |
| / /[ s.dm2.conf®? | |
| | Fomm oo + / | Fomm oo +
| +-------- > DNS [--+ @ A4------- + |/ I P \
| | server | / \' | + network(s) +
e | X | <---+ +
s1.52.53.84 +-------- + sl.s2.s3.s4| | SR +
|| |
| + |
| \ S +
+ +> DNS |
\ | server
el Y
Fomm e +
NOTE: In practice, DNS servers that are authoritative for
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s.dm2.comare highly likely to be |ocated on the OTHER
side of the proxy system This means that DNS queries
fromthe inside to the outside MIST be able to cross the
proxy system |f the proxy systemw shes to provide
"address hiding", it nust nmake these DNS queries
(originating fromthe inside) appear to conme fromthe
proxy itself. This can be achieved by using a BI ND-based
DNS server (which has some proxy capabilities) or sone
simpl er DNS proxy program For full RFC conpliance,

the proxy system must be able to relay TCP-based queries
just |ike UDP-based queries, since sonme client systens
are runored to ONLY use TCP for DNS queries.

The proxy system nust be able to detect and bl ock severa
cl asses of attacks based on DNS which (if nothing el se)
may cause denial of service:

a) attenpts fromthe outside to return corrupt cache
entries to an internal DNS server

b) attenpts to return DNS bi ndi ngs whi ch have no
rel ationship to the actual DNS query (some DNS
servers are vulnerable to this). The attacker’s goa
may be to prine the cache of internal DNS servers with
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interesting entries, including entries for interna
DNS nanmes that point to external |P addresses..

c) data-driven stuff simlar in style to the "syslog
buf fer overrun" type attacks.

Once the client system knows the | P address of the server system
it attenpts to establish a connection to the standard FTP
“control" TCP port on the server (port 21). For this to work, the
client systemnust have a valid route for the server’s |IP address
THAT LEADS TO THE PROXY SYSTEM and the proxy system nust have a
valid route for the client’s |IP address and the server’s IP
address. Al intermedi ate devices that behave |ike |IP gateways
nmust have valid routes for the client, the server, and usually the
proxy. |If these devices perform packet filtering, they must ALL
allow the specific type of traffic required between C and S for
this specific application.

A
route to S |
|
o e e e e oo - +
R LR + | (p5.p6.p7.p8)
| c¢.dml.com | | proxy system |
| (cl.c2.c3.c4) | | (pl.p2.p3. p4)
oo + o e e oo +
| | |
| | route to S route to C | |
| V A2
| |
| A | A
| | route to C | | route to S
| | | |
|| C S C ||
+----+ S e +----+ <-- H----+
| GL|-------- e | Oy |--mee-- | & |
Fommet - = > +----+ S-- Femet --> +----+

S C S
At the start of the FTP session, a TCP packet with a source
address of C and a destination address of S travels to the proxy
system expecting to cross it just like a normal |P gateway.
This is when the transparent proxy shows its nagic:
The proxy’s TCP/IP software stack sees this incom ng packets (and

subsequent ones) for a destination address that is NOT one of its
own addresses. Based on sone criteria (a configuration file, for
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exanple), it decides NOT to forward or drop the packet (which are
the only two choices an RFC-standard TCP/I P inpl enentati on woul d

have). The proxy system accepts the packet as if it was directed

to one of its own | P addresses.

In our exanple, the inconm ng packet is a TCP packet. Since
standard TCP/I P stacks store both a LOCAL and REMOTE | P address
field for each TCP connection, the transparent proxy may set the
LOCAL | P address field to the IP address that the client wants to
reach (sl1l.s2.s3.s4 in our exanple). The standard TCP/ I P stack
probably needs to be nodified to do this. UDP exanpl es, although
not connecti on-based, could be handled in simlar ways.

Once this is done, the actual FTP proxy application is invoked
since an incomng connection to TCP port 21 has occurred. It can
determ ne what is the final target destination instantly, since
the LOCAL I P address field of the connection contains the target
server’'s | P address. There is no need for the proxy application
to ask the client what is the final target system

Since the FTP proxy application knows the I P address of the target
system it can choose to do two things:

a) Setup a session to the final target system the nore
frequent case.

b) Deci de (based on sonme internal configuration data) that it
cannot reach the final target systemdirectly, but nust go
through a "classical" proxy. This seens technically
feasi bl e, although no real transparent proxy systemis
known to offer this capability. The actual val ue of such
a feature (if available) would need to be studied.

If the FTP proxy decides to connect directly to the target system
it has the target systenis IP address. It may choose to do a
reverse | ookup on the target I P address to obtain a target system
nane (possibly needed for access control). If this process

i nvol ves DNS resol ution, sonething like the followi ng will happen
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e +
| proxyl.dm3.com |
| (pl.p2.p3.p4) | SN +
| | / I P \
| proxy2.dm4.com|-------- + network(s) +------------ +
|  (p5.p6.p7.p8) | \ / |
e + Fomm e e + o +
A | / \ | (s1.s2.s3.54)
| | name for / \ | s.dm2.com |
| | sl.s2.s3.s4? / \ |
[ | / \ R +
|| / \
|| / \
|| Fo--e-- - + s1.s2.s3.54? Fo--e-- - +
| +-------- > DNS  [------------------ > DNS
| | server | | server
A | X SRR R | Y
s.dm2.com +-------- + s. dmz2. com toeoo---- +

Once this is done and if the connection is allowed, the proxy
attenpts to establish a connection to the standard FTP "control "
TCP port on the target server (port 21), using a technique
identical to a "classical" proxy. For this to work, the proxy
system nmust have a valid route to the server’s | P address, and the
server systemnust have a valid route to at | east one of the
proxy’'s I P address. Al internedi ate devices that behave like IP
gat eways nust have valid routes to both the proxy and the server.
If these devices perform packet filtering, they must ALL allow the
specific type of traffic required between the proxy and S for this
specific application
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proxyl. dm3. com |
(pl. p2. p3. p4)

proxy2. dm4. com | | s.dmm2.com |
(p5. p6. p7.p8) | | (sl.s2.s3.5s4)
e + o +
| | |
| | route to S route to P2 |
| V A2
| |
| A | A
| | route to P2 | | route to S
| | | |
| ] P2 S P2 |
+--- -+ S e +--- -+ <-- A----+
| GL|-----ee- I e R | o |
Fomm ok > +----+ <-- e > +----+
S P2 S

The rest of the transparent proxy’'s operation is very sinmilar to
what woul d happen with a cl assical proxy.

4.2 Characteristics of transparent proxy configurations
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Transparent proxy technol ogy can be used to build the key
conponent of a "firewall", in a way quite simlar to the way

cl assi cal proxy technol ogy may be used. Several inportant details
of the architecture must be different, however.

4.2.1 I P addressing and routing requirenments

The transparent proxy systemmust be able to address all client
and server systens to which it may provide service. It nust

al so know valid IP routes to all these client and server

syst ens.

Server systens nust be able to address the proxy system and
must know a valid IP route to the proxy system |f the proxy
system has several |P addresses (and often, several physica
network interfaces), the server systens need only to be able to
access ONE of the proxy system s | P addresses.

Client systems MUST HAVE valid I P addressing and routing
informati on for systens that they reach through the proxy. For
exanpl e, in the common case where a transparent proxy is being
used to interconnect a private network and the Internet, the
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private network will effectively need to use a default route
that points to the transparent proxy system This is a specific
need of transparent proxy configurations.

I nterconnecting two internetworks with multiple transparent
proxies (for load sharing or fail-over) can be acconplished by
using different techniques fromwhat woul d be done for

cl assi cal proxies:

a) with multiple classical proxies to the sane renote
network, clients can be configured to access different
proxi es manual Iy, or DNS-based techni ques, such as
DNS | oad- bal anci ng may be used to nake clients
access a different proxy at different tines.

b) with nmultiple transparent proxies to the same renote
network, the internal network nmust be able to provide
dynam ¢ routing towards the proxies (routing updates
nmay need to be supplied by the proxies thensel ves).
Client systens (dependi ng on topol ogy) may not need
to see the route changes, but internal backbone
routers probably do.

It is clear that internetworks linked by a transparent proxy
cannot be fully isolated fromeach other in an | P addressing
and routing sense. The network on which client systenms are

| ocated nust have effective valid routing entries to the renote
i nternetwork; these routing entries nust point to the proxy.

The transparent proxy system (if running a vaguely standard
TCP/ 1 P software stack) needs to have a single coherent view of
| P addressing and routing. If a proxy systeminterconnects two
| P networks and two systens use the same | P network/subnetwork
nunber (one systemon each internetwork), the proxy will only
be able to address one of the systens. Even if the proxy is
able to manage nultiple conflicting IP universes (if, for
exanpl e, one instance of a conplete TCP/IP stack and its data
structures is bound to each of the proxy network interfaces),
the client systens will still have a problem Wy should it
send packets with this network number to the proxy since this
networ k nunber exists also on the internal internetwork?

Chai ni ng transparent proxies does not seemat first glance to
solve IP conflicts like it does for classical proxies.

Froma "security" fail-safe point of view, the transparent

proxy has an undesirable characteristic: the network being
protected nust have valid routing entries to the renote

I nf or mati onal [ Page 27]



RFC 1919

Cl assi cal versus Transparent |P Proxies March 1996

network(s). If the proxy fails (starts behaving |like a non-
filtering P router) or is physically bypassed, it is likely
that the internal network will be imrediately able to reply to
"attacker" packets. The attacker does not need to nodify
routing tables or to spoof internal |P addresses.

This is inportant for organizations that do not wish to place
ALL their confidence and protection into a proxy system (for
what ever reason).

4.2.2 | P address hiding

Application "sessions" that go through a transparent proxy are
actually made of two conpl ete sessions:

a) a session between the client and the address of the
server, the session being "intercepted" by the proxy
b) a session between the proxy and the server

A device on the path sees either the client<->server traffic or
the proxy<->server traffic, depending where it is |ocated. The
client<-"server" traffic is actually generated by the
transparent proxy. The two sessions SHOULD NEVER pass through
the same physical network, since in that case (due to the
routing requirenents) a total bypass of the proxy at the IP
routing | evel may easily occur wi thout being detectable.

Li ke cl assical proxies, transparent proxies acconplish a form
of I P address hiding. Cient |IP addresses are hidden fromthe
servers, since the servers see a session being initiated by the
proxy. Server |P addresses are NOT hidden fromthe clients
however, so that the illusion of transparency nay be

mai nt ai ned.

This difference inplies that internal (client-side) network
statistics at the IP level will accurately reflect what outside
destinations are being accessed. This can be useful for

anal yzing traffic patterns.

4.2.3 DNS requirenents
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In transparent proxy configurations, client systems MJST be
able to resolve server nanes belonging to renote networks. This
is critical since the proxy will determ ne the target server
fromthe destination |IP address of the packets arriving from
the client. Because of this, the "client" internetwork needs to
have sonme form of DNS interconnection to the remote network. If
internal client and nanme server | P addresses nust be hidden
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fromthe outside, these DNS queries nust al so be proxied.

O course, rempte host nane/address rel ati onshi ps may be stored
locally on the client systems, but it is well known that such
an approach does not scale..

Because of this, it can be said that a transparent proxy system
cannot offer DNS isolation. If two |IP internetworks use
conpletely separate DNS trees (each with their own DNS root
servers), client software in one IP internetwork will not have
a way of finding name/address relationships in the "other"™ DNS
tree, and this information nust be obtained in order to pass
the desired address to the transparent proxy.

The classical proxy itself (if running standard DNS resol ution

software) will not be able alone to resolve DNS nanes in both
environnents, since it will need to point to one or the other
of the two DNS "universes". Running multiple instances of DNS

resol ution software can allow the proxy to do this, however.

Because of the requirement placed on sone form of DNS

conmuni cati on through the proxy, it is critical for the proxy
to be able to protect ITSELF, internal clients, and interna
name servers fromdata-driven attacks at the DNS | evel.

4.2.4 Software requirenents
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The bi g advantage of transparent proxies is that normal client
software may access renote servers with no nodifications and no
changes to user procedures.

The transparent proxy application itself nmay not need to be
nore conplicated than a classical proxy application

However, the proxy TCP/IP software stack cannot be a fully-
standard (well, today' s standard at |east) TCP/IP stack, and
requi res specific extensions:

a) the ability to specify ranges of |IP addresses that
do not belong to the proxy itself, but for which
"intercept" processing will occur: if packets arrive
at the proxy with a destination |IP address in those
ranges, the IP stack will not forward or drop the
packets; it will pass themup to application |ayers.

b) This nmechani smrequires that applications may obtain

both the I P address fromwhich the packets come, and
the address to which the packets were going. Typica
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| P stacks shoul d al ready have the fields avail abl e
to store the info; it is a matter of updating them
properly for these "intercepted" packets.

c) In the case of "intercepted" TCP packets, the TCP
stack nmust support establishing TCP connections
where the "local" | P address is not one of the
proxy’s | P address.

Any TCP/I P software inplenmentation should be nodifiable to
performthese tasks. If a standard APl becones wi dely avail abl e
to drive these extensions, and if this APl is generally

i npl enent ed, transparent proxies may becone "portable"
applications.

Until this occurs, it rmust be assuned that inplenmentors have
chosen different ways of acconplishing these functions, so that
today’s transparent proxy applications cannot be fully
portable. It also remains to be seen how nuch work is needed to
propagate these "extensions" to | PV6 software stacks.

4.2.5 Inmpact of a transparent proxy on packet filtering

Chat el

The nature of a transparent proxy’'s functionality makes it
difficult to depl oy good packet filtering on the "inside" (or
client-side) of the proxy. The proxy will "masquerade" as al
the external systems. Because of this, internal packet filters
WLL TYPI CALLY NEED TO ALLOWN I P traffic between internal and
external |P addresses.

Dependi ng on the actual security policy of the network, it may
be possible to do filtering based on protocol type and/or on
TCP bits (to filter based on connection setup direction), but
filtering that bl ocks external |P addresses CANNOT be depl oyed.

If the proxy starts behaving |like an IP router, or if
physical |y bypassed, the practical limtations inposed on
internal packet filtering inply that a lot of direct traffic
bet ween the inside and outside network will be allowed to flow
Furthernore, as we have seen previously, the internal network
will have valid routing entries for external network nunbers
that point to the proxy. |If nmultiple proxies have been

depl oyed, the internal network may even HAVE TO TRUST routing
updat es generated by the proxy.

In general, if an internal network w shes to comrunicate with

an external network through a transparent proxy, it MJST BE
FUNDAMENTALLY DESI GNED TO COMMUNI CATE DI RECTLY with that
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external network. This is true at the I P addressing |evel, at
the IP routing level, and at the DNS | evel. A proxy security
failure in this type of environment is likely to result in

i medi ate, total, and undetected accessibility of the interna
network by the external network.

4.2.6 Interconnection of conflicting | P networks

Unli ke cl assical proxies, transparent proxies do not readily
seem useful in solving I P addressing conflicts.

If two internetworks use the same network number(s), systens
and routers in each internetwork will have valid routes to
these network nunbers. |f these routes are changed to point to
a transparent proxy, traffic that is meant to stay within the
same internetwork would start to flow towards the proxy. The
proxy will not be able to distinguish reliably between traffic
bet ween systens of the same internetwork, and traffic which is
nmeant to cross the proxy.

A possible solution to this problemis described in section 6
of this docunent, "lInproving transparent proxies".

5. Conparison chart of classical and transparent proxies

For those who do not |ike |ongish discussions of technical details,
here is a one-page summary of the strengths/weaknesses/differences of
cl assi cal and transparent proxies:

| Issue | Cl assi cal Proxy | Transparent Proxy
------------------- T I N ..

| P addressi ng syst ens/ gat eways on | systens/gateways on
each network need | the "client" network
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I P routing

| P address hiding

to address the proxy| need to address the
renot e networKks

syst ens/ gat eways on
each network need a

|

|

|

|

|

| syst ens/ gat eways on
|

| valid routing entry
|

|

|

|

|

|

|

|

|
|
|
| |
| |
| |
| the "client" network |
| also need routing |
for the proxy | entries for renote
| entries |
| |
systenms on each si de|
of the proxy are |
hi dden from each |
ot her |
| |

systens on the
"client" side are
hi dden fromthe
ot her sides
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Cl assica

DNS

Proxy software
requirenents

Cient software
requi renents

User requirenents

versus Tr anspar ent

ful
possi bl e

i sol ati on

runs on standard
TCP/ | P st ack;
can be portable

requires proxy-
capabl e software
or user

must use proxy-

| P Proxies

resol ution of outside
nanes by inside
systens is required

requi res specia

TCP/ | P stack;

not 100% portabl e
not hi ng nore than for
a direct connection

not hi ng nore than for
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capabl e software or a direct connection

|
|
|
|
|
|
|
|
|
|
educati on |
|
|
|
know how to use the

|

|

|

|

|

|

pr oxy
Packet filtering can filter out cannot filter out
"external " addresses| "external" addresses
| P address can be done with no obvi ous way to
conflict chai ned proxies that| get this to work

resol ution support auto-connect |

6. Inmproving transparent proxies

The main issues with transparent proxies seemto revolve around the
need to force "client" systens to directly access external addresses.
To sone people, this characteristic nmakes a transparent proxy | ook
too much like a conplicated packet filter. Can this probl em be

sol ved?

The first possibility that comes to mind is to use the flexibility of
the DNS protocol to build newtricks. If we restrict the "internal™
clients so that they MJUST ALWAYS use DNS to resol ve external host
nanes AND THAT THEY MUST NEVER store pernmanent copies of externa

host addresses, the followi ng techni que woul d beconme theoretically
possible (this is a very painful restriction, by the way):

a) arrange for all internal queries for external DNS nanes to
go to the transparent proxy system (this can be done in a
nunber of ways).

b) arrange for a routing entry to exist for a class A network
nunber that is not used on the internal network. This I MPLIES
that the internal network may not be part of the Internet. This
routing entry will point to the transparent proxy system For
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the purpose of our discussion, this special network nurmber wll
be X 0.0.0.

c) when an internal system generates a query for an externa
address, the query (if no answer is cached on the interna
network) will reach the proxy system Assumng the query is to
obtain the | P address corresponding to a domain nane, the proxy
will go through the follow ng algorithm

- try to find a valid binding for this external domain nane in
its local cache

- if not found, it will ITSELF | aunch an external DNS query
for the domain nane. Wien (and if) it receives a valid reply,
it creates a | ocal cache entry contai ning:

Time To Live of the reply

Expiry Time of the cache entry (based on the current tine)
Ext ernal donmi n name

External | P address

Dynamically allocated | P address of the form X x1.x2.x3.

and returns to the client the dynamcally allocated |IP address
in the range X 0.0.0, NOT THE REAL ONE

- the client may (or may not) store the |P address returned in
its cache, and will then attenpt to connect to the
dynam cally allocated I P address. This traffic will arrive at
the proxy because of the routing setup.

- The transparent proxy intercepts the traffic and can identify
the actual desired target it should connect to based on the
dynam cally allocated | P address supplied by the client.

Such an approach, if workable, could inprove many characteristics of
transparent proxies and nay even nake transparent proxies capabl e of
handl i ng | P network nunber conflicts.

However, the al gorithm above | eaves many difficult questions
unsol ved. Here is a list (by no means exhaustive) of these questions:

a) Wiat is the percentage of client DNS resol ver and DNS server
i npl enentations that conformto the RFC specifications in their
handl i ng of the Time-To-Live field?

b) How shoul d the proxy handl e other types of DNS queries for

external domain names (inverse queries, queries for other
resource record types)?
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c) Aclient programnay performa DNS query once for an externa
name and then use the response for a long tine (a large file
transfer, or a permanent nanagenent session, for exanple).
Shoul d the proxy update the Expiry Time of cache entries based
on the passing IP traffic, and if so, using what algorithn®

d) What new types of attacks would such a systemintroduce or
nmake possi bl e?

e) What data structures and resources (menory, disk) would be
needed for an efficient inplementation if the proxy nust sustain
a high rate of DNS queries for external nanes, and where a | arge
nunber of different external nanes are referenced? The class A
network nunber is used basically to reference cache entries.
Wul d a 24-bit address space be sufficient for practical use?

f) What happens with the cache (and the functionality) if the proxy
crashes or reboots?

Such a system woul d probably exhibit two types of internmittent
failures:

a) aclient systemis still using the result of an external nane
query (sone X x1.x2.x3 address dynamically allocated by the
proxy), but this binding no |onger exists in the proxy’s cache.
The client attenpts a connection to this address, which fails.

b) a client’s name cache contains a binding for X x1.x2.x3, but the
proxy has already reused this address for a different externa
host nane. The client attenpts a connection to this address,
sees no obvious errors, but reaches a different systemfromthe
expect ed one.

| f sonmebody has ever inplenented such a scheme, information and |ive
experience in deploying it would be useful to the IP networking
conmuni ty.

7. Security Considerations

Most of this document is concerned with security inplications of
cl assi cal and transparent proxy technol ogy.
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