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PPP Link Quality Mnitoring

Status of this Menp

This RFC specifies an | AB standards track protocol for the Internet
conmuni ty, and requests discussion and suggestions for inprovenents.
Pl ease refer to the current edition of the "IAB Oficial Protocol

St andards" for the standardi zation state and status of this protocol.
Distribution of this menmo is unlinited.

Abst ract

The Point-to-Point Protocol (PPP) [1] provides a standard method of
encapsul ati ng Network Layer protocol information over point-to-point
links. PPP also defines an extensible Link Control Protocol, which
all ows negotiation of a Quality Protocol for continuous nonitoring of
the viability of the Iink.

Thi s docunent defines a protocol for generating Link-Quality-Reports.
This RFC is a product of the Point-to-Point Protocol Wrking G oup of

the Internet Engineering Task Force (IETF). Coments on this meno
shoul d be subrmitted to the ietf-ppp@ecdavis.edu nmailing |ist.
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1. Introduction
PPP has three mai n conponents:
1. A nethod for encapsul ating datagrans over serial |inks.

2. A Link Control Protocol (LCP) for establishing, configuring,
and testing the data-1ink connection

3. Afanmly of Network Control Protocols (NCPs) for establishing
and configuring different network-Iayer protocols.

In order to establish conmunications over a point-to-point |ink, each
end of the PPP Iink nust first send LCP packets to configure the data
['ink during the Establishment phase. During the Authentication and
Net wor k- Layer Protocol phases, the link may be tested to determne if
quality is sufficient for operation. This testing is conpletely

opti onal

If an inplenentation desires that the peer use sonme specific link
quality monitoring protocol, then it MJST negotiate the use of that
protocol using the Quality-Protocol Configuration Option during Link
Est abl i shrent phase.

The negoti ati on nechanismis independent in each direction. However,
if the peer agrees to send Quality-Protocol packets, it MJST
correctly process such packets on reception, even if it does not
request such packets or inplenment a nonitoring policy.
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2. Link Quality Mnitoring

Dat a comuni cations links are rarely perfect. Packets can be dropped
or corrupted for various reasons (line noise, equipnent failure,

buf fer overruns, etc.). Sometines, it is desirable to determ ne
when, and how often, the link is dropping data. Routers, for
exanple, may want to tenporarily allow another route to take
precedence. An inplenentation nay al so have the option of

di sconnecting and switching to an alternate |link. The process of
determ ning data loss is called "Link Quality Mnitoring"

2.1. Design Mtivation

There are many di fferent ways to neasure link quality, and even nore
ways to react to it. Rather than specifying a single schene, Link
Quality Mnitoring is divided into a "nechanisni and a "policy". PPP
fully specifies the "nechanisni for Link Quality Mnitoring by
defining the Link-Quality-Report (LQR) packet and specifying a
procedure for its use. PPP does NOT specify a Link Quality

Monitoring "policy" -- howto judge link quality or what to do when
it is inadequate. That is left as an inplenentation decision, and
can be different at each end of the Iink. Inplenentations are

al  owed, and even encouraged, to experiment with various link quality
policies. The Link Quality Mnitoring nechani sm specification
insures that two inplenentations with different policies may

comuni cate and interoperate

To allow flexible policies to be inplenented, the PPP Link Quality
Moni t ori ng mechani sm neasures data loss in units of packets, octets,
and Link-Quality-Reports. Each nmeasurenment is nmade separately for
each half of the link, both inbound and outbound. Al neasurenents
are comuni cated to both ends of the link so that each end of the
link can inplement its own link quality policy for both its outbound
and i nbound |i nks.

Finally, the Link Quality Mnitoring protocol is designed to be

i npl enentabl e on many different kinds of systems. Although it may be
conmon to inplenent PPP (and especially Link Quality Mnitoring) as a
single software process, nulti-process inplementations with hardware
support are also envisioned. The PPP Link Quality Monitoring
mechani sm provides for this by careful definition of the Link-

Qual ity-Report packet format, and by specifying reference points for
all data transm ssion and reception neasurenents.

2. 2. Count ers

Each Link Quality Mnitoring inplenentation maintains counts of the
nunber of packets and octets transmtted and successfully received,
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and periodically transmits this information to its peer in a Link-
Qual i ty- Report packet.

These counters are simlar to sequence numbers; they are constantly
increasing to give a "relative" indication of the nunber of packets
and octets conmmuni cated across the outbound |ink. By conparing the
val ues in successive Link-Quality-Reports, an LQR receiver can
conpute the "delta" nunber of packets and octets successfully
conmuni cated across the link. Conparing these absol ute nunmbers then
gives an indication of a link’s quality. Relative nunbers, rather
than absolute, are transnmitted because they greatly sinplify link
synchroni zati on.

The Link-Quality-Report uses the Interface counters defined by SNWP
MB-11 [2]. These counters are not initialized to any particul ar
val ue when the LCP enters the Establishnent phase.

In addition, the Link-Quality-Report requires the inplenentation of
the follow ng three unsigned, nonotonically increasing counters which
conformto the type and size requirenments for SNMP M B Counters [3].

Qut LQRs

QutLQRs is a 32-bit counter which increases by one for each
tranmtted Link-Quality-Report packet. This counter MJST be set
to zero when the LCP enters the Establishment phase, and MJST NOT
be reset until the LCP | eaves the Ternination phase. This counter
is increnented before it is inserted into the LQR packet.

I NLQRs

INLQRs is a 32-bit counter which increases by one for each

recei ved Link-Quality-Report packet. This counter MJST be set to

zero when the LCP enters the Establishnment phase, and MJST NOT be

reset until the LCP | eaves the Termi nation phase. This counter is
increnented before it is inserted (in an inplenentation dependent

fashion) into the LQR packet.

| nGoodCctets

I nGoodCctets is a 32-bit counter which increases by the nunber of
octets in each successfully received Data Link Layer packet.
Unlike the MB iflnCctets, octets for frames which are counted in

i flnDi scards and iflnErrors MJUST NOT be counted. This counter MNAY
be set to any initial value when the LCP enters the Establishment
phase, but MJST NOT be reset until the LCP | eaves the Term nation
phase.
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2.3. Counting Packets and Cctets

The intent of the counters is to provide an indication of the anopunt
of information passing over the link, rather than an actua
nmeasurenent of the total bandw dth used. This specification is
designed to yield the same count in various circunstances, such as
when a separate device provides the fram ng and escapi ng nechani sns
invisibly to the inplenmentation, or a synchronous-to-asynchronous
converter in the |link changes between nechani sns.

Al'l octets which are included in the FCS cal cul ati on MJST be counted,
i ncludi ng the packet header, the information field, and any paddi ng.
The FCS octets MJST al so be counted, and one flag octet per frane
MUST be counted. Al other octets (such as additional flag
sequences, and escape bits or octets) MJST NOT be counted.

VWhen inserting the packet and octet counts in the LQR the counts
MUST i ncl ude the expected values for the LQR itself.

2.4. Processes
The PPP Link Quality Monitoring nechanismis described using a

"l ogi cal process” nodel. As shown below, there are five |ogica
processes duplicated at each end of the duplex Iink

e + +o-em - + +----+ Qut bound
| | - - >| Mux | -- >| TX | —=—=—=—=—====>
| Link- |  4o------ oot

| Manager

| | Foom- - + +----+ Inbound

| | <-- | Denux | <-- | RX | <====—=—====
Fommeeo - oo + H----4

Li nk- Manager

The Li nk- Manager process transnmits and receives Link-Quality-
Reports, and inplenents the desired link quality policy. LQR
packets are transmitted at a constant rate, which is negotiated by
the LCP Quality-Protocol Configuration Option

Mux

The Mux process multipl exes packets fromthe various protocols
(e.g., LCP, IP, XNS, etc.) into a single, sequential, and
prioritized stream of packets. Link-Quality-Report packets MJST
be given the highest possible priority to insure that link quality
information is comunicated in a tinmely manner
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TX

The Tx process maintains the MB counters ifQutUni Packets and
ifQutCctets, and the internal counter QutLQRs, which are used to
nmeasure the anount of data which is transmtted on the outbound
link. When Tx processes a Link-Quality-Report packet, it inserts
the val ues of these counters into the correspondi ng PeerQut...
fields of the packet. The Tx process MJST foll ow the Mix process
so that packets are counted in the order transnmitted to the link

The Rx process nmmintains the MB counters iflnUniPackets,
iflnDiscards, iflnErrors and IfInQOctets, and the internal counters
InLQRs and | nGoodCct ets, which are used to nmeasure the amount of
data which is received by the inbound |ink. Wen Rx processes a
Li nk-Qual ity- Report packet, it inserts the values of these
counters into the corresponding Saveln... fields of the packet (in
an inplenentati on dependent nanner).

Denux
The Denux process demul ti pl exes packets for the various protocols.

The Demux process MJST follow the Rx process so that packets are
counted in the order received fromthe |ink
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2.5. Configuration Option Fornat

Descri ption

| mpl ement ati ons MUST be prepared to receive the Quality-Protoco
Configuration Option for the Link-Quality-Report. However,
negotiation is not required. Negotiation is only necessary when
the inplenentati on wi shes to ensure that the peer transnits Link-
Quality-Reports as opposed to some other Quality-Protocol, or else
to prevent the peer frommaintaining its own tiner, or else to
establish a maxi mumtine between transm ssions of Link-Quality-
Reports.

A summary of the Quality-Protocol Configuration Option format to
negotiate the Link-Quality-Report is shown below The fields are
transmtted fromleft to right.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| Type | Length | Qual i ty-Protocol

B s i S i I i S S S i i
| Reporting- Peri od

e i S i e e e o T R S S

Type
4
Length
8
Qual ity-Protoco
c025 (hex) for Link-Quality-Report
Reporting- Peri od
The Reporting-Period field is four octets and indicates the
maxi mumtime i n hundredths of seconds between transni ssion of
packets. The peer MAY transmt packets at a faster rate than that
whi ch was negoti at ed.
A value of zero indicates that the peer does not need to maintain

atiner. Instead, the peer generates a LQR i medi ately upon
receiving a LQR A value of zero MJIST be Nak’ d by the peer with
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an appropriate non-zero val ue when that peer has sent or will send
a Configure-Request packet containing the Quality-Protocol
Configuration Option for the Link-Quality-Report with a zero
Reporti ng- Peri od.
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2.6. Packet Fornmat

Exactly one Link-Quality-Report packet is encapsulated in the
Information field of PPP Data Link Layer frames where the protoco
field indicates type hex c025 (Link-Quality-Report). A sunmary of
the LQR packet format is shown below. The nanes of the fields are
relative to the packet receiver, since it is the receiver who
requested the packet in the Configuration Option. The fields are
transmitted fromleft to right.

0 1 2 3
01234567890123456789012345678901
i S i i g A R Rk

| Magi c- Nunber

I I i i i L i it it I R R i ot N
| Last Qut LQRs

B s i S i I i S S S i i
| Last Qut Packet s

T S i S i i g
| LastQut Cctets

I I S i i S T i i i ik ik HE N
| Peer | nLQRs

B s i S i I i S S S i i
| Peer | nPacket s

T S i S i i g
| Peer | nDi scar ds

I I S i i S T i i i ik ik HE N
| Peerl nErrors |
B s i S i I i S S S i i
| PeerI nCctets |
T S i S i i g
| Peer Qut LQRs |
i I S i i S i i i S R ik i N
| Peer Qut Packet s

B s i S i I i S S S i i
| Peer Qut Cctet s

T S i S i i g

The following fields are not actually transmtted over the inbound
link. Rather, they are logically appended (in an inplementation
dependent manner) to the packet by the inplementation’s Rx process.

i S T i s o i i R SR S S S S
| Savel nLQRs |
T Lk R e T e S e i ik i SEI TR R
| Savel nPacket s

B s i S i I i S S S i i
| Savel nDi scar ds
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i S T i s o i i R SR S S S S
| Savel nErrors |
T Lk R e T e i ik i Sl TR R o
| Savel nCctet s |
i i S T S S S s S S S i ai i i ST

Magi c- Nunber
The Magi c- Nunber field is four octets and aids in detecting |inks
which are in the | ooped-back condition. Unless nodified by a
Configuration Option, the Magi c-Nunber MJST be transmitted as zero
and MUST be ignored on reception. |f Magic-Nunbers have been
negoti ated, incom ng LQR packets SHOULD be checked to ensure that
the local end is not seeing its own Magi c- Number and thus a

| ooped- back Iink. See the Mgic-Nunber Configuration Option for
further explanation.

Last Qut LQRs

The LastQutLQRs field is four octets, and is copied fromthe nost
recently received PeerQut LQRs on transm ssion

Last Qut Packet s

The Last Qut Packets field is four octets, and is copied fromthe
nost recently received PeerQut Packets on transm ssion

Last Qut Cct et s

The LastQutCOctets field is four octets, and is copied fromthe
nost recently received PeerQut Cctets on transni ssion

Peer | nLQRs

The PeerInLQRs field is four octets, and is copied fromthe nost
recently received Savel nLQRs on transmni ssion

Whenever the PeerInLQRs field is discovered to be zero, the
LastQut... fields are indeterninate, and the Peerln... fields
contain the initial values for the peer

Peer | nPacket s

The Peer| nPackets field is four octets, and is copied fromthe
nost recently received Savel nPackets on transm ssion
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Peer | nDi scar ds

The PeerlInDiscards field is four octets, and is copied fromthe
nost recently received Savel nDi scards on transm ssi on.

Peerl nErrors

The PeerlnErrors field is four octets, and is copied fromthe nost
recently received Savel nErrors on transni ssion.

PeerI nCctets

The PeerIinCctets field is four octets, and is copied fromthe nost
recently received Savel nCctets on transni ssion.

Peer Qut LQRs

The PeerQutLQRs field is four octets, and is copied from Qut LQRs
on transm ssion. This nunmber MJST include this LQR

Peer Qut Packet s
The Peer Qut Packets field is four octets, and is copied fromthe
current M B ifQutUni Packets and if Qut NUni Packets on transm ssion.
Thi s nunber MUST include this LQR

Peer Qut Cct et s
The PeerQutCctets field is four octets, and is copied fromthe
current MB ifQutQctets on transm ssion. This nunber MJST i ncl ude
this LQR

Savel nLQRs

The SavelnLQRs field is four octets, and is copied fromInLQRs on
reception. This nunber MJST include this LQR

Savel nPacket s
The Savel nPackets field is four octets, and is copied fromthe
current MB iflnUni Packets and iflnNuni Packets on reception. This
nunber MUST include this LQR

Savel nDi scar ds
The Savel nDi scards field is four octets, and is copied fromthe

current MB iflnDiscards on reception. This nunber MJST incl ude
this LQR
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Savel nErrors

The SavelnErrors field is four octets, and is copied fromthe
current MB iflnErrors on reception. This number MJST incl ude

this LQR
Savel nCctets

The SavelnCctets field is four octets, and is copied fromthe
current I nGoodCctets on reception. This nunber MUST include this

LQR
Note that I nGoodCctets is not the sane as the MB iflnQCctets

counter, as InCGoodCctets does not include octets for packets which
are discards or errors.
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2.7. Transm ssion of Reports

When the PPP Link Control Protocol has reached the OQpened state, the
Link Quality Mnitoring process MAY commence sending Link-Quality-
Reports. |If a Protocol-Reject is received specifying a LQR packet,
the LQM process MUST cease sendi ng LQRs.

Usually, the LQRis transmitted when the LQR tiner for the link
expires. If no LQRtiner is used, a LQR is generated upon receipt of
an incom ng LQR  The negotiation process ensures that at |east one
side of the link is using a LQR timer.

In addition, a LQR is generated whenever two successive LQRs are
recei ved whi ch have the sane Peer|I nLQRs value. This may indicate
that a LQR has been missed, or that the inplenentation is sending at
a significantly slower rate than the peer, or that the peer has
accel erated LQR generation to better quantify errors on the link

Whenever a LQR is sent, the LQR tinmer MJUST be restarted.
2.8. Calculations

Each tinme a Link-Quality-Report packet is received fromthe inbound
link, the Link-Manager can conpare the associated fields. The fields
of the previous LQR can be subtracted fromthe current LQR values to
obtain an absolute "delta", which allows conparision of the changes
seen by each end of the |ink

If the received PeerlnLQRs field is zero, the LastQut... fields are
indeterminate, and the Peerln... fields contain the initial values
for the peer. No calculations using these fields can be perforned at
this tine.

| mpl ement ati on Not e:

The following counters wap to zero when their maxi numvalue is
reached. Care nust be taken to ensure that correct "delta"
calcul ations are perfornmed at that tinme.

The LastQutLQRs field may be directly conpared with the Peerl nLQRs
field to determ ne how many out bound LQRs have been | ost.

The LastQutLQRs field nay be directly conpared with the QutLQRs
counter to determine how nmany outbound LQRs are still in the
pi pel i ne.

The change in Peerl nPackets may be conpared with the change in
Last Qut Packets to determ ne the nunber of |ost packets over the
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out goi ng | i nk.

The change in PeerlnCctets nay be conpared with the change in
LastQut Cctets to determ ne the nunber of |ost octets over the
out goi ng | i nk.

The change in Savel nPackets nmay be conpared with the change in
Peer Qut Packets to determine the nunber of |ost packets over the
i ncom ng |ink.

The change in Savel nCctets nmay be conpared with the change in
PeerQut Cctets to determ ne the nunber of |ost octets over the
i ncom ng |ink.

The change in the PeerlnbDiscards and PeerlnErrors fields nmay be used
to determ ne whet her packet loss is due to congestion in the peer
rat her than physical link failure.

2.9. Failure Detection

When the link is operating well in both directions of the link, the
LQR is superfluous. The maximumtime interval for transmtting LQRs
SHOULD be chosen to minimally interfere with active traffic.

When there is a nmeasurable |loss of data in either direction, if the
overal | throughput is adequate, conditions are not severe enough to
warrant dropping the link. Sending LQrRs faster will gain nothing,
except to neasure peaks in the loss rate. The tinme interval MJST be
chosen to be | ong enough to have a good snpothing effect on the data,
whi |l e short enough to ensure fast enough response to conplete
failure.

When the link is good i ncom ng, but very bad outgoing, incomng LQRs
i ndicate a high I oss on the outgoing side of the link. Sending LQRs
faster won’t hel p, because they are probably [ost on the way to the
peer.

When the link is good outgoing, but very bad incom ng, incomng LRGs
will be frequently lost. 1In this case, LQRs SHOULD be sent at a
faster rate. This primarily relies on the peer to make an informed
policy decision. The peer will also send LQRs in response (due to
the duplicate PeerInLQRs field), and sone of those LQRs may
successfully arrive.

Wien a LQR does not arrive within the time expected, or the LQR
received indicates that the links are truly bad, at |east one
addi ti onal LQR SHOULD be sent. An algorithm c decision requires at
least 2 round trip intervals. The loss rate could be transient, due
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to a heavily loaded link, or a |lost outgoing LQR
2.10. Policy Suggestions

Li nk- Qual i ty- Report packets provide a mechanismto determne the |ink
quality, but it is up to each inplenentation to decide when the |ink
is usable. It is recommended that this policy inplenent some anount
of hysteresis so that the |link does not bounce up and down. One
policy is to use a Kout of Nalgorithm In such an algorithm there
must be K successes out of the last N periods for the link to be
consi dered of good quality.

Procedures for recovery frompoor quality Iinks are unspecified and
may vary frominplenmentation to inplenmentation. A suggested approach
is to imediately close all other Network-Layer protocols (i.e.

cause IPCP to transmit a Term nate-Request), but to continue
transmtting Link-Quality-Reports. Once the link quality again
reaches an acceptable |evel, Network-Layer protocols can be

reconfi gured.

Security Consi derations
Security issues are not discussed in this nmeno.
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