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SNVP MUX Protocol and M B
Status of this Menp

Thi s menp suggests a mechani sm by which a user process may associ ate
itself with the | ocal SNMP agent on a host, in order to inplenent
portions of the MB. This nmechanismwould be local to the host.

This is an Experinental Protocol for the Internet comunity.

Di scussi on and suggestions for inprovenent are requested. Pl ease
refer to the current edition of the "I AB Oficial Protocol Standards"
for the standardi zation state and status of this protocol
Distribution of this meno is unlinited.
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1. Introduction

On typical kernel/user systens, an agent speaking the SNWP [1] is
often inplemented as a user-process, that reads kernel variables in
order to realize the Internet-standard MB [2]. This approach works
fine as long as all of the information needed by the SNWP agent
resides in either the kernel or in stable storage (i.e., files).
However, when other user-processes are enployed to inplenment other
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networ k services, such as routing protocols, conmunication between
the SNVMP agent and ot her processes is problenatic.

In order to solve this problem a new protocol, the SNVWP nultipl exi ng
(SMUX) protocol is introduced. When a user-process, termed a SMJX
peer, w shes to export a MB nodule, it initiates a SMJX associ ati on
to the local SNWP agent, registers itself, and (later) fields
managenment operations for objects in the MB nodul e.

Carrying this approach to its fullest, it is possible to generalize
the SNVMP agent so that it knows about only the SNWP group of the
Internet-standard MB. Al other portions of the Internet-standard
M B can be inplemented by another process. This is quite useful, for
exanpl e, when a conmputer nanufacturer wi shes to provi de SNVWP access
for its operating systemin binary form

In addition to defining the SMJX protocol, this docurment defines a
MB for the SMUX. oviously, this MB nodul e nmust al so be
i mpl enented in the | ocal SNMP agent.

2. Architecture

There are two approaches that can be taken when trying to integrate
arbitrary MB nodules with the SNVMP agent: request-response and
cache- ahead.

The request-response nodel sinply propagates the SNVWP requests

recei ved by the SNVMP agent to the user process which exported the MB
nodul e. The SMUX peer then perforns the operation and returns a
response. |In turn, the SNVP agent propagates this response back to
the network managenent station. The request-response nodel is said
to be agent-driven since, after registration, the SNV agent
initiates all transactions.

The cache-ahead nodel requires that the SMJX peer, after
registration, periodically updates the SNVP agent with the subtree
for the MB nodul e which has been registered. The SNWP agent, upon
recei ving an SNWP request for information retrieval, locally perforns
the operation, and returns a response to the network managenent
station. (SNWP set requests are given inmediately to the SMJX peer.)
The cache-ahead nodel is said to be peer-driven since, after
registration, the SMJX peer initiates all transactions.

There are advantages and di sadvantages to both approaches. As such
the architecture envisioned supports both nodels in the follow ng
fashi on: the protocol between the SNWP agent and the SMJX peer is
based on the request-response nodel. However, the SMJX peer, nay
itself be a user-process which enpl oys the cache-ahead nodel with
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ot her user-processes.

Qovi ously, the SMUX peer which enpl oys the cache-ahead nodel acts as
a "firewall" for those user-processes which actually inplenment the
managed objects in the given M B nodul e.

Note that this docunment describes only the SMJX protocol, for the
request -response nodel. Each SMJX peer is free to define a cache-
ahead protocol specific for the application at hand.

3. Protoco

The SMUX protocol is sinple: the SNWP agent listens for incomng
connections. Upon establishing a connection, the SMJX peer issues an
OpenPDU to initialize the SMJX association. [|f the SNWMP agent
declines the association, it issues a closePDU and cl oses the
connection. |If the SNVMP agent accepts the association, no response
is issued by the SNMP agent.

For each subtree defined in a MB nodule that the SMJX peer wi shes to
regi ster (or unregister), the SMJX peer issues a RRegPDU. When the
SNVP agent receives such a PDU, it issues a correspondi ng RRspPDU
The SNVP agent returns RRspPDUs in the same order as the RRegPDUs
were received

When the SMUX peer wishes to issue a trap, it issues an SNWP Trap-
PDU. Wen the SNWP agent receives such a PDU, it propagates this to
the network managenent stations that it is configured to send traps
to.

When the SNWMP agent receives an SNVP Get Request - PDU, Get Next Request -
PDU, or Set Request-PDU which includes one or nore vari abl e- bi ndi ngs
within a subtree registered by a SMJX peer, the SNVWP agent sends an
equi val ent SNMP PDU cont ai ning only those variables within the
subtree registered by that SMJX peer. When the SMJX peer receives
such a PDU, it applies the indicated operation and issues a
correspondi ng SNMP Cet Response-PDU. The SNMP agent then correl ates
this result and propagates the resulting Get Response-PDU to the

net wor k managenent station

VWen either the SNWP agent or the SMJX peer wi shes to rel ease the

SMUX associ ation, the CosePDU is issued, the connection is closed,

and all subtree registrations for that association are rel eased.
3.1. Tricky Things

Al t hough straight-forward, there are a few nuances.
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3.1.1. Registration

Associated with each registration is an integer priority, fromO to
(2731)-1. The lower the value, the higher the priority.

Mul tiple SMUX peers may regi ster the sane subtree. However, they
nmust do so at different priorities (i.e., a subtree and a priority
uniquely identifies a SMJX peer). As such, if a SMJX peer wi shes to
regi ster a subtree at a priority which is already taken, the SNW
agent repeatedly increnents the integer value until an unused
priority is found.

When registering a subtree, the special priority -1 nay be used,
whi ch sel ects the highest available priority.

O course, the SNVP agent may select an arbitrarily worse priority
for a SMUX peer, based on |ocal (configuration) information

Note that when a subtree is registered, the SMJX peer with the

hi ghest registration priority is exclusively consulted for al
operations on that subtree. Further note that SNWMP agents nust
enforce the "subtree mounting effect", which hides the registrations
by ot her SMJUX peers of objects within the subtree. For exanple, if a
SMUX peer registered "sysDescr", and | ater another SMJX peer

regi stered "system' (which scopes "sysDescr"), then all requests for
"sysDescr" would be given to the latter SMJX peer

An SNWP agent shoul d disallow any attenpt to regi ster above, at, or
bel ow, the SNWMP and SMJX subtrees of the MB. Oher subtrees may be
di sal | owned as an i npl enentati on-specific option

3.1.2. Renoving Registration

A SMJUX peer may renove registrations for only those subtrees which it
has registered. |If the priority given in the RReqPDU is -1, then the
registration of highest priority is selected for deletion

QO herwise, only that registration with the precise priority is

sel ect ed.

3.1.3. Atomc Sets

A sinple two-phase conmt protocol is used between the SNVMP agent and
the SMUX peers. Wen an SNMP Set Request-PDU is received, the SNW
agent determ nes which SMJX peers will participate in the
transaction. For each of these peers, at |east one SNVWP Set Request -
PDU is sent, with only those variables of interest to that peer

Each SMUX peer nust either accept or refuse the set operation,
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wi t hout actually performng the operation. |f the peer opts to
accept, it sends back an SNWP Get Response-PDU with an error-status of
noError(0); otherwise, if the peer refuses to performthe operation
then an SNWP Get Response-PDU is returned with a non-zero error-

st at us.

The SNWVP agent examines all of the responses. |If at |east one SMJX
peer refused the operation, then a SMJX SQutPDU is sent to each SMJX
peer, with value rollback, telling the SMJX peer to discard any

know edge of the requested operation.

O herwise if all SMJX peers accepted the operation, then a SMJX
SQutPDU i s sent to each SMUX peer, with value comit, telling the
SMUX peer to performthe operation

In either case, the SMJX peer does not generate a response to the
SMUX SCut PDU

3.1.4. Variables in Requests

When constructing an SNVWP Get Request - PDU or GCet Next Request-PDU for a
SMUX peer, the SNWP agent may send one, or nore than one variable in

a single request. In all cases, the SNMP agent shoul d process each
vari abl e sequentially, and bl ock accordi ngly when a SMJX peer is
cont act ed.

3.1.5. Request-ID

VWhen the SNWMP agent constructs an SNWP Get Request - PDU

Get Next Request - PDU, or Set Request-PDU, for a SMJUX peer, the

request _id field of the SNVMP takes a special nmeaning: if an SNWP
agent generates multiple PDUs for a SMJX peer, upon receipt of a
single PDU fromthe network managenment station, then the request _id
field of the PDUs sent to the SMJX peer must take the same val ue
(whi ch need bear no relationship to the value of the request_id field
of the PDU originally received by the SNWP agent.)

3.1.6. The powerful get-next operator

Each SMUX peer acts as though it contains the entire MB when
processi ng a SNVP Get Next-PDU fromthe SNWP agent. This neans that
the SNWP agent must check each variable returned in the SNWP

CGet Response- PDU generated by the SMJX peer to ensure that each
variable is still within the sane registered subtree as caused the
SNWVP Get Next-PDU to be sent to that peer. For each variable which is
not, the SNMP agent nust include it in a SNVWP Get Next-PDU to the peer
for the succeeding registered subtree, until responses are avail abl e
for all variables within their expected regi stered subtree.
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3.2. Protocol Data Units

The SMUX protocol data units are defined using Abstract Syntax
Not ati on One (ASN. 1) [3]:

SMUX DEFINITIONS ::= BEG N

| MPORTS
Di spl ayString, ObjectNane
FROM RFC1155- SM

PDUs
FROM RFC1157- SNVP,

-- tags for SMIUX-specific PDUs are application-wide to
-- avoid conflict with tags for current (and future)
-- SNMP-generi c PDUs

SMUX- PDUs :: =
CHO CE {

open -- SMUX peer uses
OpenPDUY, -- imrediately after TCP open

cl ose -- either uses imediately before TCP cl ose
Cl osePDUY,

regi st er Request -- SMJX peer uses
RReqPDU,

regi st er Response -- SNMP agent uses
RRspPDU,
PDUs, -- note that roles are reversed:

-- SNVP agent does get/get-next/set
-- SMUX peer does get-response/trap

conmit Or Rol | back -- SNWP agent uses
SQut PDU

-- open PDU
-- currently only sinple authentication

OpenPDU : : =

CHO CE {
sinmpl e
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Si npl eQpen
}

Si npl eCpen :: =
[ APPLI CATION O] IMPLICIT
SEQUENCE {
version -- of SMJUX protoco
| NTEGER {
version-1(0)
H

identity -- of SMUX peer, authoritative
OBJECT | DENTI FI ER

description -- of SMJX peer, inplenmentation-specific
Di spl ayString,

passwor d -- zero length indicates no authentication
OCTET STRI NG

-- cl ose PDU

Cl osePDU :: =
[ APPLI CATION 1] IMPLICIT
| NTEGER {

goi ngbown( 0) ,
unsupport edVersi on(1),
packet For mat ( 2) ,
prot ocol Error(3),
internal Error(4),
aut henti cati onFai |l ure(5)

-- insert PDU

RRegPDU : : =
[ APPLI CATION 2] IMPLICIT
SEQUENCE {
subtree
bj ect Nane,

priority -- the lower the better, "-1" neans default
| NTEGER (- 1..2147483647),

operation
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| NTEGER {

del et e(0), -- renpve registration
readOnly(1), -- add registration, objects are RO
readWite(2) -- .., Objects are RW

}

RRspPDU : : =
[ APPLI CATION 3] IMPLICT
| NTEGER {
failure(-1)

on success the non-negative priority is returned

}

SQut PDU : : =
[ APPLI CATION 4] IMPLICIT
| NTEGER {
conmit(0),
rol | back(1)

END

3.3. Mappings on Transport Service

The SMUX protocol may be mapped onto any CO npde transport service.
At present, only one such mapping is defined.

3.3.1. Mapping onto the TCP

When using the TCP to provide the transport-backing for the SMJX
protocol, the SNMP agent listens on TCP port 199.

Each SMUX PDU is serialized using the Basic Encoding Rules [4] and
sent on the TCP. As ASN. 1 objects are self-deliniting when encodi ng
using the BER, no packetization protocol is required.
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4. MB for the SMJX
The M B objects for the SMIX are inplenmented by the | ocal SNWP agent:
SMUX-M B DEFINITIONS ::= BEG N

| MPORTS
enterprises
FROM RFC1155- SM
OBJECT- TYPE
FROM RFC1212;

uni x OBJECT IDENTIFIER ::={ enterprises 4 }

Smux OBJECT | DENTI FIER ::

{ unix 4}

smuxPeer Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF SnmuxPeer Entry
ACCESS not -accessible
STATUS nmandat ory
DESCRI PTI ON
"The SMJUX peer table."
ci={ smux 1}

smuxPeer Entry OBJECT- TYPE
SYNTAX SmuxPeer Entry
ACCESS not -accessi bl e
STATUS mandat ory
DESCRI PTI ON
"An entry in the SMJX peer table."
I NDEX { snuxPi ndex }
.= { smuxPeerTabl e 1}

SmuxPeerEntry ::=
SEQUENCE {
snmuxPi ndex
| NTEGER
smuxPi dentity
OBJECT | DENTI FI ER
smuxPdescri ption
Di spl ayString,
smuxPst at us
| NTEGER

}

smuxPi ndex OBJECT- TYPE
SYNTAX | NTEGER
ACCESS read-only
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STATUS nmandat ory
DESCRI PTI ON

"An i ndex which uniquely identifies a SMJX peer."
::= { smuxPeerEntry 1 }

smuxPi dentity OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
ACCESS read-only
STATUS mandat ory
DESCRI PTI ON
"The authoritative designation for a SMJX peer."
::= { smuxPeerEntry 2 }

smuxPdescri pti on OBJECT- TYPE

SYNTAX DisplayString (Sl ZE (0. . 255))
ACCESS read-only
STATUS mandat ory
DESCRI PTI ON
"“A human-readabl e description of a SMJX peer."
.= { smuxPeerEntry 3}

snmuxPst at us OBJECT- TYPE

SYNTAX | NTEGER { valid(1), invalid(2), connecting(3) }
ACCESS read-write
STATUS nmandat ory
DESCRI PTI ON
"The type of SMJX peer

Setting this object to the value invalid(2) has
the effect of invaliding the corresponding entry
in the snmuxPeerTable. It is an inplenmentation-
specific natter as to whether the agent renoves an
invalidated entry fromthe table. Accordingly,
management stations nust be prepared to receive
tabul ar information from agents that correspond to
entries not currently in use. Proper
interpretation of such entries requires
exam nation of the relative snmuxPstatus object."
::= { snuxPeerEntry 4 }

smuxTr eeTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF SnmuxTreeEntry
ACCESS not-accessible
STATUS nmandat ory
DESCRI PTI ON
"The SMJX tree table."
c:={ smux 2}

[ Page 10]



RFC 1227 SMUX May 1991

smuxTreeEntry OBJECT- TYPE
SYNTAX SmuxTreeEntry
ACCESS not -accessible
STATUS mandat ory
DESCRI PTI ON
"An entry in the SMJX tree table."
I NDEX { snuxTsubtree, snmuxTpriority }
.= { smuxTreeTabl e 1}

SmuxTreeEntry :: =
SEQUENCE {
snmuxTsubt ree
OBJECT | DENTI FI ER
smuxTpriority
| NTEGER
smuxTi ndex
| NTEGER
smuxTst at us
| NTEGER

}

smuxTsubt ree OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
ACCESS read-only
STATUS nmandat ory
DESCRI PTI ON
"The M B subtree being exported by a SMJX peer."
c:={ smuxTreeEntry 1 }

smuxTpriority OBJECT- TYPE

SYNTAX | NTEGER (0.. ' 07fffffff’h)

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The SMJX peer’s priority when exporting the MB
subtree."

::={ snmuxTreeEntry 2 }

smuxTi ndex OBJECT- TYPE
SYNTAX | NTEGER
ACCESS read-only
STATUS nmndat ory
DESCRI PTI ON
"The SMUX peer’s identity."
c:={ smuxTreeEntry 3 }

snmuxTst at us OBJECT- TYPE
SYNTAX | NTEGER { valid(1), invalid(2) }
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ACCESS read-write
STATUS nmandat ory
DESCRI PTI ON

"The type of SMJX tree.

Setting this object to the value invalid(2) has
the effect of invaliding the corresponding entry
in the snmuxTreeTable. It is an inplenmentation-
specific matter as to whether the agent renoves an
invalidated entry fromthe table. Accordingly,
management stations nust be prepared to receive
tabul ar information fromagents that correspond to
entries not currently in use. Proper
interpretation of such entries requires
exam nation of the relative snmuxTstatus object."
c:={ smuxTreeEntry 4 }

END
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