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| nt roducti on

The Host-Host Protocol ditch Cleaning Conmmittee net for the second
time at UCLA on 8, 9 March 1971, after canvassing the network com
munity. [The result of the (slightly larger) committee' s first
neeting are docunmented in RFC #102.] The conmittee agreed on
several nodifications to the protocol in Docunent #1; these nodi-
fications are |listed bel ow.

At each of the nmeeting, the conmmttee quickly treated all but one
of the extant topics. At the first meeting, the bulk of tine was
spent considering the interrupt nechanism and that discussion is
summari zed in RFC #102. At the second neeting, the commttee spent
alnost all of its tine discussing the notion of bytes; this dis-
cussion is summarized after the list of nodifications.

This RFC entirely supercedes RFC #102, and is an official nodi-
fication of Docunent #1. A revision of Docunent #1 will be witten
shortly which incorporates the changes listed here.

NCP i npl enmenters are to incorporate these changes as soon as
possible. NCP inplenenters also are to estinate on what date
theis NCP's will be ready and to comrunicate this estimate to
Steve Crocker or his secretary, Byrna Kristel.
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Modi fi cati ons

| Bytes

Heretof ore, a connection has been a bit stream Henceforth, it is to
be a byte stream with the byte size, S, indicated in the STR comand
and in each nessage. The byte size neets the constraints: 1 <= S <=
255.

The choice of the byte size for a connection is a 3rd | evel protoco
i ssue, but the size is constant for the life of a connection. Each
message must contain an integral number of text bytes (see bel ow).

Il Message Format
The nessage format is changed to the format shown in figure 1

The fields S and C are the byte size and byte count, respectively.
The S field is 8 bits wide and nust match the byte size specified in
the STR which created the connection. The Cfield is 16 bit |ong and
speci fies the nunber of bytes in the text portion of the nessage. A
zero value in the Cfield serves no purpose, but is explicitly
permtted.

The ML and M2 field are each 8 bits | ong and nust contain zero. The
M8 field is zero or nore bits long and nust be all zero. The M3 nay
be used to fill out a nessage to a word boundary. It is followed by
paddi ng.

The text field consists of C bytes, where each byte is S bit |ong.
The text field starts 72 bits after the start of the nessage.

The partition of a byte streaminto nmessages is an artifact

required by the subnet. No semantic contents be attacched
to nessage boundaries. In particular
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1. A message with a zero value for C has no meani ng, although
it is legal and it does use up resource allocation. (See
Fl ow Control bel ow.)

2. Areceiver may not expect to see 3rd level control infor-
mati on synchroni zed with nmessage boundaries. Particuralrly,
if the notion of record is defined for a connection, the
recei ver nmust expect nultiple records and/or record frag-
nments within one nessage. (However, control nessage obey
special rules. See below)

1l Message Data Types

No notion of data type is defined as part of the 2nd |level pro- tocol
3rd |l evel protocols nmay include the notion. Data types cannot be
synchroni zed on nessage boundari es.

IV Reset and Reset Reply

A new pair of one bit control conmands RST (reset) and RRP (reset
reply) are added. The RST is interpreted as a signal to purge the NCP
tables of all existing entries which arose fromthe Host which sent to
RST. The Host receiving the RST acknow edges by returning a RRP. The
Host sending the RST may proceed to request connection after receiving
either a RST or RRP in return. An RST is returned if the second Host
cones up after the first Host.

V Fl ow Contr ol

The flow control techniques are changed in two ways. First, the Cease
nmechani smis discontinued. The 10H and 11H nessage will no | onger
be recogni zed by the Inps, and the Inps will no | oger generate the
10H, 11H or 12H nessages.
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Second, the allocation nechani smnow deals with two quantities, bits
and nessages. The receiver allocates each of these quantities
separately. The sender and receiver each nmust mantain a 16 bit

unsi gned counter for nessage and a 32 bit unsigned counter for bits.
When sendi ng a nessage, the sender subtract one fromthe nessage
counter, and the text length fromthe bit counter. The receiver
decrements his counter simlarly when receiving the nessage. The
sender is prohibited fromsending if either counter would be decre-
nented bel ow zero. Simlarly, the receiver is prohibited fromraising
the current nessage all ocation above 2**16 - 1, or the current bit

al | ocation above 2**32 - 1.

The TEXT LENGTH of a message is the product of S, the byte size, and
C, the nunber of bytes. These values always appear in the first part
of the nessage, as described under Message Fornat.

The ALL, GVvB, and RET command are nodified to treat two quantities.
Their formats are given under Control Conmand, bel ow. The GVB conmand
is further modified to nake it possible to ask for none of the
allocation to be returned. The new GVB command has four eight bit
fields. The first two fields are the op code and the link, as before.
The next two fields contain nunber fMand fB which control how much of
nessage and a bit allocation are to be returned. Each of these
nunbers is interpreted as "the number of 128ths of the current
allocation" to be returned if it is in the range of 0 to 128, and is
to be interpreted as "all of the current allocation”, if it is in the
range 128 to 255.

VI Control Message

The control link is chsnged to link O; link 1 is not to be used. The
old and new protocols may thereforre coexist.
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Message sent over the control |ink have the same fornat as ot her
regul ar messages, as described above under Message Format. The byte
size field nust contain the value 8.

Control nessages nmay not contain nore tha 120 byte of text; the

value in the byte count field is thus limted to 120. This |im-
tation is intended to help smaller hosts.

Control nessages nust contain an integral nunber of control conmands.
Control commands, therefore, nmay not be split across control nessages.

VIl Link Assignment

The Iink are now assigned as foll ows:

0 control link

1 old protocol’s control Iink - to be phased out

2 - 31 links for connections

32 - 190 reserved -- not for current use

191 to be used only for neasurenment work under direction

of the network neasurenent center (UCLA)
192 - 255 available for any private experinmental use.

VIl Fixed Length Control Commands

The ECO, ERP and ERR conmmands are now fixed length. The ECO and ERP are
now 16 bit long -- 8 bits of op code and 8 bits of data. The ERR command
is now 96 bits long -- 8 bits of op code, 8 bits of error code, and 80
bits of text. 80 bits is long enough to hold the | ongest non-ERR contro
conmand.
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| X Control Command Fornmts

As mentioned above, the formats of the STR ALL, GVB, RET, ECO ERP and
ERR commands have changed; and the commands RST and RRP have been added.
The formats of these commands are given here.

| 8 | 32 | 32 | 8
+--m - - o e e e e e o e e e e e +--m - - +
| | | | |
1. | STR | send socket | receive socket |
| | | |~
+---- - e e +--]--+
|
| 8 | 8 | 16 | 32 | +-- byte size
+---- - +---- - SR o e e e e e e a oo +
| o | |
2 | ALL | link] nsg space | bit space |
| | | |
Fo-m - - Fo-m - - S Tt +
| 8 | 8 | 16 | 32
+o-m o - +o-m o - Fom oo o e e a o +
| o | |
3 | RET | link] nsg space | bit space
| | | |
+--m - - +--m - - TSR o e e e e e +
| 8 | 8 | 8 | 8 |
+o-m - - +o-m - - +o-m - - +o-m - - +
| | | |
4 | GavB | link] fM]| fB
| | A
+---- - +---- - R e IR
| |
| +-- bit fraction
AR nmessage fraction
| 8 | 8 |
+---- - +---- - +
|
5 | ECO | data
| | |
Fo-m - - Fo-m - - +
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Di scussi on on Byte Streans

The previous specification that connections would be conduits of bit
streans provi ded nmaxi mum generality and m ni mum efficiency. Pressure
for greater efficiency devel oped and the problen was exam ned.

Two separate kinds of inefficiency arose frombit streans.

1. Receiving Hosts were equired to engage in expensive
shifting to concatenate the texts of successive
nessages. Sending Hosts often also had to shift text
fields to align them on word boundari es.

2. Sending NCP's were prohibited from hangi ng onto ANY
text for an indefinite time if it were possible to send
even one bit. This requirement was necessary to prevent
possi bl e deadl ocks. For exanple, suppose processes A
and B have a conversation in progress over a pair of
connections, one in each directions. Al so suppose that
these processes produce exactly one bit of output for
each bit of input. Then if A's NCP fails to send a
waiting bit because it wants to pack it together with
later output fromA, then B wll not be able to output
and neither will A It is clear then, that unless there
is sone quantitee that the data in the sending NCP s
buf fers are not crucially needed on the receive side, the
sendi ng NCP nmust assume ot herwi se and transnit any
waiting data as soon as it is able.

These considerations led to the notion of a "transm ssion unit," whose

exi stence woul d be known to the NCP's. The questions then became what
were typical and/or possible transm ssion unit sizes. For
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character-oriented interaction, 8-bit transm ssion units seemned
reasonable. For line-oriented interaction, the transm ssion unit m ght
best be the line itself, and therefore variable length; alternatively,
it mght be best consider the transmission unit to be a character. For
file transfer, it mght be desirable for the transmi ssion unit to be a
mul tiple of the word | engths of both machi nes; however, the last part of
the file may not forma whole transmssion unit, if the transm ssion
unit is too large. The consensus becane that the transm ssion unit
shoul d not be divisible under any circunstances, and should, therefore,
be fairly small. The notion of transm ssion unit thus seens to be
synonynous with the notation of byte, and the termtransmi ssion unit was
dr opped.

Subsequent di scussi on of the deadl ocks and wakeup aspect reveal ed that
there may be two byte sizes associated with a single connection

1. Transmission fromthe sending process to the sendi ng NCP
is in bytes of size S. The sending NCP nust send a
message whenever the link is unbl ocked, the nessage
counter is at least 1, the bit counter is at |least S
and the least S hits of text are ready. The nessage
nmust contain an integral nunber of bytes.

2. At the receiving side, there nay be a different byte
size R for transm ssion fromthe receiving NCP to the
recei ving process. An exanple of where R<> S, is
suggested by UCSB which is providing a file systemfor
transparently storing binary files. It is reasonable that
a using HOST might send with 36 bit bytes, while the UCSB
file systemm ght want to receive 32-bit increnents.

It is clear that froma network protocol point of view, only the byte S

is relevant, and this is quantity which is comunicated in the STR
conmand in every nessage. The choice of the byte size Ris up
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to the receiving user, and its meaning is how often the recei ving NCP
shoul d wakeup the receiving process. It may al so happen that a

recei ving process has an agreenment with the receiving NCP which is nore
conpl ex than "pl ease wake nme every R bits;" for exanple, the NCP n ght
scan for newline characters before waking up the receiving process.

In the new protocol, it is the option of the receiver to refuse a
request for connection on the basis of the proffered byte size.
Conceptual ly, we imagine that NCP s are capable of handling all byte
sizes, and that such a choice would be up to the third level pro- grans
(user prograns, loggers, telnets, etc.) Sone Hosts, snmall ones in
particul ar, may know enough about their third |l evel programs to restrict
the variety of byte sizes which can be sent or received. Wile it is a
matter of a local policy, the committee strongly suggests that NCP' s be
capabl e of handling all byte sizes. One of our commttee, noreover,
feels strongly that NCP s should be witten to be able to receive al
byte sizes S and provide for different byte sizes R for transmission to
the user process.

[ This RFC was put into machine readable formfor entry ]
[ into the online RFC archives by Enrico Bertone 4/97 ]
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