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Status of this Meno

This meno specifies a standard for the Internet comunity. Hosts
on the Internet that choose to inplenent |SO transport services

on top of the TCP are expected to adopt and inplenent this
standard. TCP port 102 is reserved for hosts which inplenment this
standard. Distribution of this nenmo is unlimted.

This meno specifies version 3 of the protocol and supersedes

[ RFC983]. Changes between the protocol as described in Request for
Comments 983 and this nmenmo are minor, but are unfortunately

i nconpati bl e.
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1. Introduction and Phil osophy

The Internet community has a well-devel oped, mature set of
transport and internetwork protocols (TCP/IP), which are quite
successful in offering network and transport services to
end-users. The CCITT and the | SO have defined various session
presentation, and application reconmendati ons whi ch have been
adopted by the international community and numerous vendors.
To the | argest extent possible, it is desirable to offer these
hi gher level directly in the ARPA Internet, w thout disrupting
existing facilities. This permts users to devel op expertise
with I SO and CCI TT applications which previously were not
available in the ARPA Internet. It also permits a nore
graceful convergence and transition strategy from
TCP/ | P-based networks to | SO based networks in the

medi um and | ong-term

There are two basic approaches whi ch can be taken when "porting"
an 1SO or CCITT application to a TCP/IP environnent. One
approach is to port each individual application separately,
devel opi ng | ocal protocols on top of the TCP. Although this is
useful in the short-term (since special-purpose interfaces to the
TCP can be devel oped quickly), it lacks generality.

A second approach is based on the observation that both the ARPA
I nternet protocol suite and the | SO protocol suite are both

| ayered systens (though the forner uses layering froma nore
pragmati c perspective). A key aspect of the layering principle
is that of |ayer-independence. Although this sectionis
redundant for nost readers, a slight bit of background materia
is necessary to introduce this concept.

Externally, a layer is defined by two definitions:
a service-offered definition, which describes the services
provided by the layer and the interfaces it provides to
access those services; and,
a service-required definitions, which describes the services
used by the layer and the interfaces it uses to access those
servi ces.
Col lectively, all of the entities in the network which co-operate
to provide the service are known as the service-provider
I ndi vi dual Iy, each of these entities is known as a service-peer
Internally, a layer is defined by one definition

a protocol definition, which describes the rules which each
servi ce-peer uses when comruni cating with other service-peers.
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Putting all this together, the service-provider uses the protoco
and services fromthe |layer belowto offer the its service to the
| ayer above. Protocol verification, for instance, deals with
proving that this in fact happens (and is also a fertile field
for many Ph.D. dissertations in conputer science).

The concept of |ayer-independence quite sinply is:
| F one preserves the services offered by the service-provider

THEN t he service-user is conpletely naive with respect to the
protocol which the service-peers use

For the purposes of this menp, we will use the |ayer-independence
to define a Transport Service Access Point (TSAP) which appears
to be identical to the services and interfaces offered by the

| SO CCITT TSAP (as defined in [1SC8072]), but we will in fact

i npl enent the |1 SO TPO protocol on top of TCP/IP (as defined in

[ RFC793, RFC791]), not on top of the the I1SO CC TT network
protocol. Since the transport class 0 protocol is used over the
TCP/ 1 P connection, it achieves identical functionality as
transport class 4. Hence, 1SO CCTT higher |evel |ayers (al
session, presentation, and application entities) can operate
fully without know edge of the fact that they are running on a
TCP/ 1 P i nt er net wor k.
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2. Motivation

In mgrating fromthe use of TCP/IP to the |1SO protocols, there
are several strategies that one mght undertake. This menop was
witten with one particular strategy in mnd

The particular mgration strategy which this nenmo uses is based
on the notion of gatewayi ng between the TCP/IP and | SO protoco

suites at the transport layer. There are two strong arguments

for this approach:

1. Experience teaches us that it takes just as long to get good
i npl enentations of the |ower |evel protocols as it takes to get

i mpl ement ati ons of the higher level ones. |In particular, it has
been observed that there is still a lot of work being done at the
| SO network and transport layers. As a result, inplenentations
of protocols above these | ayers are not bei ng aggressively
pursued. Thus, somrething rmust be done "now' to provide a nedium
in which the higher level protocols can be devel oped. Since

TCP/ 1P is mature, and essentially provides identica
functionality, it is an ideal mediumto support this devel opnent.

2. Inmplenentation of gateways at the IP and ISOIP |ayers are
probably not of general use in the long term In effect, this
woul d require each Internet host to support both TP4 and TCP

As such, a better strategy is to inplenment a graceful mgration
path from T TCP/IP to | SO protocols for the ARPA Internet when the
| SO protocol s have matured sufficiently.

Both of these argunents indicate that gatewayi ng should occur at
or above the transport |ayer service access point. Further, the
first argument suggests that the best approach is to performthe
gat ewayi ng exactly AT the transport service access point to
maxi m ze the nunber of SO | ayers which can be devel oped.

NOTE: This meno does not intend to act as a migration or
intercept docunment. It is intended ONLY to neet the
needs di scussed above. However, it would not be
unexpected that the protocol described in this nenmo
m ght formpart of an overall transition plan. The
description of such a plan however is COVPLETELY
beyond the scope of this nmeno.

Finally, in general, building gateways between other layers in the
TCP/ 1P and | SO protocol suites is problematic, at best.

To sumari ze: the primary notivation for the standard described in
this nmeno is to facilitate the process of gaining experience with
hi gher-1evel 1SO protocols (session, presentation, and
application). The stability and maturity of TCP/IP are ideal for
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providing solid transport services independent of actual
i mpl enent ati on.
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3.

The Mode

The [1S0B072] standard describes the | SO transport service
definition, henceforth called TP.

ASI DE: This meno references the |1 SO specifications rather
than the CCI TT recomendati ons. The differences
bet ween these parallel standards are quite small
and can be ignored, with respect to this neno,
wi t hout | oss of generality. To provide the reader
with the rel ationshi ps:

Transport service [1SCB072] [ X 214]
Transport protocol [1SCB073] [ X 224]
Sessi on prot ocol [1S08327] [ X. 225]

The 1SO transport service definition describes the services

of fered by the TS-provider (transport service) and the interfaces
used to access those services. This menp focuses on how the ARPA
Transm ssion Control Protocol (TCP) [RFC793] can be used to offer
the services and provide the interfaces.

Fom e + Fom e +
| TS-user | | TS-user
S + S +

| |

| TSAP interface TSAP interface

| [1SC8072] |

| |
e + 1 SO Transport Services on the TCP AR PR +
| client |-----mmmmmm i | server
L + (this meno) L +

| |

| TCP interface TCP interface

| [RFC793]

| |

For expository purposes, the foll owi ng abbreviations are used:

TS- peer a process which inplenments the protocol described
by this meno

TS- user a process tal king using the services of a TS-peer
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TS-provider the black-box entity inplenmenting the protoco
descri bed by this nmeno

For the purposes of this meno, which describes version 2 of the
TSAP protocol, all aspects of [I1S08072] are supported with one
exception:

Quality of Service paraneters

In the spirit of CCTT, this is left "for further study". A
future version of the protocol will nmost l|ikely support the QOS
paranmeters for TP by napping these onto various TCP paraneters.

The 1 SO standards do not specify the fornmat of a session port
(terned a TSAP ID). This menp mandates the use of the GOSIP
specification [GOSIP86] for the interpretation of this field.
(Please refer to Section 5.2, entitled "UPPER LAYERS ADDRESSI NG'.)

Finally, the 1SO TSAP is fundanmentally symretric in behavior

There is no underlying client/server nodel. Instead of a server
listening on a well-known port, when a connection is established,
the TS-provider generates an | NDI CATI ON event which, presumably
the TS-user catches and acts upon. Although this night be

i mpl emented by having a server "listen" by hanging on the

| NDI CATI ON event, fromthe perspective of the |1SO TSAP, all TS-
users just sit around in the IDLE state until they either generate
a REQUEST or accept an | NDI CATI ON
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4.

The Primtives

The protocol assunes that the TCP[ RFC793] offers the follow ng
service primtives:

Event s
connect ed - open succeeded (either ACTIVE or PASSI VE)
connect fails - ACTI VE open failed
dat a ready - data can be read fromthe connection
errored - the connection has errored and is now cl osed
cl osed - an orderly disconnection has started
Acti ons
listen on port - PASSIVE open on the given port
open port - ACTI VE open to the given port
read data - data is read fromthe connection
send dat a - data is sent on the connection
cl ose - the connection is closed (pending data is

sent)

This meno descri bes how to use these services to enulate the follow ng
service primtives, which are required by []1S08073]:

Event s

N- CONNECT. | NDI CATI ON
- An NS-user (responder) is notified that
connection establishnent is in progress

N- CONNECT. CONFI RVATI ON
- An NS-user (responder) is notified that
t he connection has been established

N- DATA. | NDI CATI ON
- An NS-user is notified that data can be
read fromthe connection
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N- DI SCONNECT. | NDI CATI ON
- An NS-user is notified that the connection
is closed

Actions

N- CONNECT. REQUEST
- An NS-user (initiator) indicates that it
wants to establish a connection

N- CONNECT. RESPONSE
- An NS-user (responder) indicates that it
wi || honor the request

N DATA. REQUEST - An NS-user sends data

N- DI SCONNECT. REQUEST
- An NS-user indicates that the connection
is to be closed

The protocol offers the follow ng service primtives, as defined
in [1SC8072], to the TS-user

Event s

T- CONNECT. | NDI CATI ON
- a TS-user (responder) is notified that
connection establishnent is in progress

T- CONNECT. CONFI RVATI ON
- a TS-user (initiator) is notified that the
connecti on has been established

T- DATA. | NDI CATI ON
- a TS-user is notified that data can be read
fromthe connection

T- EXPEDI TED DATA. | NDI CATI ON
- a TS-user is notified that "expedited" data
can be read fromthe connection

T- DI SCONNECT. | NDI CATI ON

- a TS-user is notified that the connection
is closed
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Acti ons

T- CONNECT. REQUEST
- a TS-user (initiator) indicates that it
wants to establish a connection

T- CONNECT. RESPONSE
- a TS-user (responder) indicates that it
wi I | honor the request

T- DATA. REQUEST - a TS-user sends data

T- EXPEDI TED DATA. REQUEST
- a TS-user sends "expedited" data

T- DI SCONNECT. REQUEST

- a TS-user indicates that the connection
is to be closed
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5. The Protoco

May 1987

The protocol specified by this menmo is identical to the protoco
for 1SO transport class 0, with the foll owi ng exceptions:

- for testing purposes, initial data may be exchanged

during connection establishnent

- for testing purposes, an expedited data service is

support ed

- for performance reasons, a nuch larger TSDU size is

support ed

- the network service used by the protocol is provided

by the TCP

The 1SO transport protocol exchanges information between peers in
di screte units of information called transport protocol data units
(TPDUs). The protocol defined in this meno encapsul ates these
TPDUs in discrete units called TPKTs. The structure of these
TPKTs and their relationship to TPDUs are discussed in the next

secti on.

PRI M Tl VES

The mappi ng between the TCP service primtives and the service
primtives expected by transport class 0 are quite straight-

f orwar d:
networ k service
CONNECTI ON ESTABLI SHVENT
N- CONNECT. REQUEST

N- CONNECT. | NDI CATI ON

N- CONNECT. RESPONSE

N- CONNECT. CONFI RVATI ON

DATA TRANSFER
N- DATA. REQUEST

N- DATA. | NDI CATI ON
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TCP
open conpl etes

i sten (PASSIVE open)
finishes

listen compl etes

open (ACTI VE open)
finishes

send data

data ready foll owed by
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CONNECTI ON RELEASE

N- DI SCONNECT. REQUEST

N- DI SCONNECT. | NDI CATI ON

May 1987

read data

cl ose

connection cl oses or
errors

Mappi ng paraneters is al so straight-forward:

net work service

CONNECTI ON RELEASE

Cal | ed address

Cal li ng address

all others
DATA TRANSFER

NS- user data (NSDU)
CONNECTI ON RELEASE

all paraneters

CONNECTI ON ESTABLI SHVENT

TCP

server’s | P address
(4 octets)

client’s | P address
(4 octets)

i gnor ed

dat a

i gnored

The el ements of procedure used during connection establishnent
are identical to those presented in [I1S08073], with three

exceptions.

In order to facilitate testing, the connection request and
connection confirmation TPDUs may exchange initial user data,
using the user data fields of these TPDUs.

In order to experinment with expedited data services, the
connection request and connection confirmation TPDUs may
negoti ate the use of expedited data transfer using the
negoti ati on mechani smspecified in [1S0B073] is used (e.qg.
setting the "use of transport expedited data transfer service"
bit in the "Additional Option Selection" variable part). The
default is not to use the transport expedited data transfer

servi ce.
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In order to achi eve good performance, the default TPDU size is
65531 octets, instead of 128 octets. In order to negotiate a
smal | er (standard) TPDU size, the negotiation nmechani sm
specified in [1S0O8073] is used (e.g., setting the desired bit
in the "TPDU Si ze" variable part).

To perform an N CONNECT. REQUEST action, the TS-peer perforns
an active open to the desired I P address using TCP port 102.
When the TCP signals either success or failure, this results
i n an N- CONNECT. | NDI CATI ON acti on.

To await an N CONNECT. | NDI CATI ON event, a server listens on
TCP port 102. Wen a client successfully connects to this

port, the event occurs, and an inplicit N CONNECT. RESPONSE

action is performed.

NOTE: In nost inplenentations, a single server wll
perpetual ly LI STEN on port 102, handi ng of f
connections as they are made

DATA TRANSFER

The el ements of procedure used during data transfer are identica
to those presented in [I1SCB073], with one exception: expedited
data may be supported (if so negotiated during connection
establ i shnent) by sending a nodified ED TPDU (descri bed bel ow).
The TPDU is sent on the sane TCP connection as all of the other
TPDUs. This nethod, while not faithful to the spirit of [1S08072],
is true to the letter of the specification

To perform an N DATA. REQUEST action, the TS-peer constructs the
desired TPKT and uses the TCP send data primtive.

To trigger an N DATA. | NDI CATI ON action, the TCP indicates that
data is ready and a TPKT is read using the TCP read data
primtive.

CONNECTI ON RELEASE

To perform an N DI SCONNECT. REQUEST action, the TS-peer sinply closes
the TCP connecti on.

If the TCP inforns the TS-peer that the connection has been cl osed or
has errored, this indicates an N DI SCONNECT. | NDI CATI ON event .
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6. Packet For nat

A fundanental difference between the TCP and the network service
expected by TPO is that the TCP manages a continuous stream of
octets, with no explicit boundaries. The TPO expects information
to be sent and delivered in discrete objects termed network
service data units (NSDUs). Although other classes of transport
may comnbi ne nmore than one TPDU inside a single NSDU, transport
class 0 does not use this facility. Hence, an NSDU is identica
to a TPDU for the purposes of our discussion

The protocol described by this nmenp uses a sinple packetization
schene in order to delimt TPDUs. Each packet, terned a TPKT, is
vi ewed as an object conmposed of an integral nunmber of octets, of
vari abl e | engt h.

NOTE: For the purposes of presentation, these objects are
shown as being 4 octets (32 bits wide). This
representation is an artifact of the style of this
meno and shoul d not be interpreted as requiring
that a TPKT be a multiple of 4 octets in |length.

A TPKT consists of two parts: a packet-header and a TPDU. The
format of the header is constant regardl ess of the type of packet.
The format of the packet-header is as foll ows:

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S

| vrsn | reserved | packet |ength
s S S i I S R R e h T Tk e S S S o T S

wher e:
vVrsn 8 bits

This field is always 3 for the version of the protocol described in
this neno.

packet | ength 16 bits (mn=7, max=65535)

This field contains the length of entire packet in octets,

i ncl udi ng packet-header. This pernits a maxi mum TPDU si ze of
65531 octets. Based on the size of the data transfer (DT) TPDU
this permts a maxi num TSDU si ze of 65524 octets.

The format of the TPDU is defined in [1S0B073]. Note that only

TPDUs fornatted for transport class 0 are exchanged (different
transport classes may use slightly different formats).

M Rose & D. Cass [ Page 14]



RFC 1006 May 1987

To support expedited data, a non-standard TPDU, for expedited data
is permtted. The format used for the ED TPDU is nearly identica
to the format for the normal data, DT, TPDU. The only difference
is that the value used for the TPDU s code is ED, not DT:

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S

| header length | code |credit | TPDU-NR and EOT| user data

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| | - | - |

| | - | - |

| | | |

+-

T S S T S S it S St S S S S A T =

After the credit field (which is always ZERO on out put and ignored
on input), there is one additional field prior to the user data.

TPDU- NR and EOT 8 bits

Bit 7 (the high-order bit, bit mask 1000 0000) indicates the end
of a TSDU. All other bits should be ZERO on out put and ignored on
i nput .

Note that the TP specification |imts the size of an expedited
transport service data unit (XSDU) to 16 octets.
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7. Coments

Since the rel ease of RFC983 in April of 1986, we have gai ned rmuch
experience in using | SO transport services on top of the TCP. In
Sept enber of 1986, we introduced the use of version 2 of the
protocol, based nostly on coments fromthe comunity.

In January of 1987, we observed that the differences between
version 2 of the protocol and the actual transport class O
definition were actually quite small. In retrospect, this
realization took much longer than it should have: TPO is is neant
to run over a reliable network service, e.g., X. 25. The TCP can be
used to provide a service of this type, and, if no one conplains
too loudly, one could state that this menp really just describes a
nmet hod for encapsul ati ng TPO i nsi de of TCP

The changes in going fromversion 1 of the protocol to version 2

and then to version 3 are all relatively small. Initially, in
descri bing version 1, we decided to use the TPDU formats fromthe
| SO transport protocol. This naturally led to the evolution

descri bed above.
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