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Status of this Menp

This RFC summari zes the requirenents for gateways to be used on

net wor ks supporting the DARPA Internet protocols. VWhile it applies
specifically to National Science Foundation research prograns, the
requi renments are stated in a general context and are believed
appl i cabl e throughout the Internet comunity. This docunent was
prepared by the Gateway Requirenents Subconmittee of the NSF Network
Techni cal Advisory Goup in cooperation with the Internet Activities
Board, Internet Architecture Task Force and Internet Engineering Task
Force. It requests discussion and suggestions for inprovenents.
Distribution of this meno is unlimted.

The purpose of this docunent is to present guidance for vendors

of fering products that m ght be used or adapted for use in an
Internet application. It enunerates the protocols required and gives
references to RFCs and ot her documents describing the current
specifications. 1In a nunber of cases the specifications are evolving
and may contai n anbi guous or inconplete information. In these cases
further discussion giving specific guidance is included in this
docunent. Specific policy issues relevant to the NSF scientific
net wor ki ng community are sumuarized in an Appendi X.
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This is a DRAFT edition of this statenent of gateway requirenents.
Conments are sought on this docunment for consideration and

possi bly incorporated in the final edition. Conments are

especi ally sought fromthose actually devel opi ng gat eways,
particul ar vendors and potential vendors of gateways. The period
for comrents is 90 days endi ng 15- Aug-86, at which tinme revised
edition will be issued with a new RFC nunber.
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| nt roducti on

The foll owing sections are intended as an introduction and background
for those unfamliar with the DARPA Internet architecture and the

I nternet gateway nodel. General background and di scussion on the
Internet architecture and supporting protocol suite can be found in
the DDN Protocol Handbook [25] and ARPANET | nformation Brochure [26],
both available fromthe Network Information Center, SR

International, Menlo Park, CA 94025. Readers famliar with these
concepts can proceed directly to Section 2.

1.1. The DARPA Internet Architecture

The DARPA | nternet system consists of a nunber of gateways and
networ ks that collectively provide packet transport for hosts
subscribing to the DARPA Internet protocol architecture. These
protocols include the Internet Protocol (IP), Internet Contro
Message Protocol (I1CWMP), Transm ssion Control Protocol (TCP) and
application protocols depending upon them All protocols use IP
as the basic packet-transport nechanism |P is a datagram or
connectionl ess, service and includes provision for service
specification, fragnentation/reassenbly and security information.
ICVWP is considered an integral part of IP, although it is
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architecturally layered upon it. |CWP provides error reporting,
flow control and first-hop gateway redirection. Reliable data
delivery is provided in the protocol suite by TCP, which provides
end-end retransni ssion, resequencing and connection control
Connectionl ess service is provided by the User Datagram Protoco
(UDP)

The Internet community presently includes several thousand hosts
connected to over 400 networks with about 120 gateways. There are
now wel | over 2400 hosts registered in the ARPA donmin al one and
an unknown nunber registered in other domains, with the tota

i ncreasi ng at about ten percent each nonth. Many of the hosts,
gat eways and networks in the Internet comunity are adm nistered
by civil organizations, including universities, research

| aboratories and equi pnent nmanufacturers. Most of the renmai nder
are admini stered by the US DoD and consi dered part of the DDN
Internet, which presently consists of three sets of networks: the
experimental segment, or ARPANET, the unclassified segnent, or

M LNET, and the classified segnment, which does not yet have a

col l ective name.

The I nternet nodel includes constituent networks, called |oca
networks to distinguish themfromthe Internet systemas a whol e,
which are required only to provide datagram (connecti onl ess)
transport. This requires only best-effort delivery of individua
packets, or datagrams. Each datagram carries 32-bit source and
destinati on addresses, which are encoded in three formats
providing a two-part address, one of which is the | ocal-network
nunber and the other the host nunber on that |ocal net. According
to the Internet service specification, datagrans can be delivered
out of order, be lost or duplicated and/or contain errors. In
those networ ks providing connection-oriented service the extra
reliability provided by virtual circuits enhances the end-end
robust ness of the system but is not strictly necessary.

Local networks are connected together in the Internet nodel by
nmeans of Internet gateways. These gateways provi de datagram
transport only and normally seek to minimze the state informtion
necessary to sustain this service in the interest of routing
flexibility and robustness. In the conventional nodel the gateway
has a physical interface and address on each of the local nets

bet ween which it provides forwardi ng services. The gateway al so
participates in one or nore distributed routing or reachability

al gorithm such as the Gateway- Gateway Protocol (GGP) or Exterior
Gat eway Protocol (EGP) in order to maintain its routing tables.
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An Internet gateway is a self-contained, stand-al one packet sw tch
that perforns the follow ng functions:

1

Interfaces to two or nore packet-swi tching networks,
i ncl udi ng encapsul ati on, address transformation and fl ow
control

Conforms to specific DARPA Internet protocols specified in
thi s docunent, including the Internet Protocol (IP),
Internet Control Message Protocol (1CWP), Exterior Gateway
Protocol (EGP) and others as necessary.

Supports an interior gateway protocol (I1GP) reachability or
routing algorithmin cases of multiple gateways operating
as a system Supports the EGP reachability algorithmto
exchange routes between systens, in particular the DARPA
"core" system operated by BBN

Recei ves and forwards | nternet datagranms consistent with
good engi neering practice in the nanagenent of resources,
congestion control and fairness. Recognizes various error
conditions and generates ICVMP error and information
nmessages as required.

Provi des system support facilities, including |oading,
debuggi ng, status reporting, exception reporting and
control

In sonme configurations gateways may be connected to
packet -swi tching |l ocal nets that provide generic |ocal-net
routing, error-control and resource-nmanagenent functions. In

ot hers gateways may be directly connected via serial lines, so
that these functions nust be provided by the gateways thensel ves.

There are three typical scenarios that should be addressed by
gat eway vendors:

1

Nati onal or regional network. Gateways of this class
shoul d be capabl e of switching nmultiple continuous flows in
the 1.5-Mps range at rates to several thousand packets per
second. They will be high-performance, possibly redundant,
mul ti pl e- processor devices, probably procured as a system
and operated renotely froma regional or nationa

nonitoring center. The design of these gateways shoul d
enphasi ze hi gh aggregate throughput, throughput-sensitive
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resource managenent and very high reliability. The typica
application woul d be an NSF backbone net or one of the
consortiumor regional nets.

2. Campus network. Gateways of this class should be capable
of switching sone burst flows at 10-Mops (Ethernets, etc.),
together with sone flows in the 64-Kbps range or |ower, at
rates to perhaps several thousand packets per second. They
wi || be nedi um perfornmance devices, probably conpetitively
procured fromdifferent vendors for each canmpus and
operated froma canmpus conputing center. The design of
these gateways shoul d enphasi ze | ow average del ay and good
burst performance, together with delay and type-of-service
sensitive resource managenent. Their chief function m ght
be to interconnect various LANs and canpus conputing
resources, including a high-speed interconnect to a
national or regional net. An inportant factor will be a
very flexible routing mechani sm since these gateways my
have to sel ect amobng several backbone nets based on
cost/ performance consi derations.

3. Departnment network. Gateways of this class should be
capabl e of switching a small nunber of burst flows at
10- Mops (Ethernets, etc.), together with a small nunber of
flows in the range 64-Kbps or |lower, at rates of a few
hundred packets per second. They will be
medi um per f ormance devi ces procured froma variety of
vendors and used for protocol -nmatching, LAN repeaters and
as general utility packet switches. They will probably be
locally maintained by the various users and not be used as
transit sw tches.

It is inmportant to realize that Internet gateways normally operate
in an unattended node, but that equi pnment and software faults can
affect the entire Internet. While some of the above scenari os

i nvol ve positive control of some gateways froma nonitoring
center, usually via a path involving other networks and I|nternet
gat eways, others may involve much | ess formal control procedures.
Thus the gateways nust be highly robust and be expected to
operate, possibly in a degraded state, under conditions of extrene
congestion or failure of network resources.
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2. Protocols Required

The Internet architecture uses datagram gateways to interconnect

net wor ks and subnetworks. These gateways function as internediate
systens (1S) with respect to the |1SO connectionl ess network nodel and
i ncorporate defined packet formats, routing algorithns and rel ated
procedures. In the following it is assumed the protoco

i mpl enent ati on supports the full protocol, including all required
options, with exceptions only as noted.

2.1. Internet Protocol (IP)

This is the basic datagram protocol used in the Internet system
It is described in RFC-791 [1] and also M L-STD- 1777 [5], both of
which are intended to describe the sane standard, but in quite

di fferent words.

Wth respect to current gateway requirenents the follow ng can be
i gnored, although they nmay be required in future: Type of Service
field, Security option, Stream |ID option and Ti nmestanp option
However, if recognized, the interpretation of these quantities
nmust conformto the standard specification

Note that the Internet gateway nodel does not require that the
gat eway reassenble |P datagrans with destination address ot her
than the gateway itself. However, in the case of those protocols
in which the gateway directly participates as a peer, including
routing and nmonitor/control protocols, the gateway may have to
reassenbl e datagrans addressed to it. This consideration is nost
pertinent to EGP

Note that, of the five classes of |IP addresses. C ass-A through
Class-E, Oass-D and O ass-E addresses are reserved for
experimental use. A gateway which is not participating in these
experiments should ignore all packets with a Class-D or O ass-E
destination I P address. No | CWMP Destination Unreachable or | CW
Redi rect messages should result fromreceiving such packets.

2.2. Internet Control Message Protocol (ICWP)

This is an auxiliary protocol used to convey advice and error
nmessages and is described in RFC-792 [2].

The distinction between subnets of a subnetted network, which
depends on an arbitrary mask as described in RFC-950 [21], is in
general not visible outside that network. This distinction is

i mportant in the case of certain | CMP nessages, including the | CW
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2. 3.
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Destinati on Unreachable and | CVP Redirect nessages. The |ICWP
Destinati on Unreachabl e message is sent by a gateway in response
to a datagram which cannot be forwarded because the destination is
unreachabl e or down. A choice of several types of these nessages
is available, including one designating the destination network
and anot her the destination host. However, the span of addresses
inplied by the forner is ill-defined unless the subnet nask is
known to the sender, which is in general not the case. It is
recomended that use of the | CMP Destination Network Unreachabl e
nessages be avoided. |Instead, an | CVP Destination Host

Unr eachabl e nmessage shoul d be sent for each distinct unreachable
| P address.

The |1 CVP Redirect nessage is sent by a gateway to a host in order
to change the address used by the host for a designated host or
net. A choice of four types of nessages is avail able, depending
on whether it applies to a particular host, network or service.

As in the previous case, these distinctions may depend upon the
subnet mask. As in the above case, it is recommended that the use
of 1 CMP messages inmplying a span of addresses (e.g. net
unreachabl e, net redirect) be avoided in favor of those inplying
specific addresses (e.g. host unreachable, host redirect).

The | CVP Source Quench nmessage has been the subject of much
controversy. It is not considered realistic at this time to
specify in detail the conditions under which this nmessage is to be
generated or interpreted by a host or gateway.

New host and gateway i npl enentati ons are expected to support the

| CMP Address Mask messages described in RFC-950. It is highly
desirabl e, although not required, to provide correct data for |ICWP
Ti mest anp messages, which have been found useful in network
debuggi ng and mai nt enance.

Exterior Gateway Protocol (EGP)

This is the basic protocol used to exchange information between
gat eway systems of the Internet and is described in RFC-904 [11].
However, EGP as presently specified is an asymmetric protocol with
only the "non-core" procedures defined in RFC-904. There are at
present no "core" procedures specified, which would be necessary
for a stand-alone Internet. RFC 975 [27] suggests certain

nodi fications |leading to a symretric nodel; however, this is not
an official specification.

In principle, a stand-alone Internet can be built with non-core
EGP gateways using the EGP distance field to convey some netric
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such as hop count. However, the use of EGP in this way as a
routing algorithmis discouraged, since typical inplenmentations
adapt very slowy to changi ng topol ogy and have no | oop-protection
features.

The EGP nodel requires each gateway bel ong to an aut ononous system
of gateways. |If a routing algorithmis operated in one or nore
gat eways of an autonompus system its data base nmust be coupled to
the EGP inplenentation in such a way that, when a net is declared
down by the routing algorithm the net is also declared down via
EGP to ot her autononmpbus systens. This requirenment is designed to
m nimze spurious traffic to "black holes" and insure fair
utilization of the resources on other systens.

There are no peer-discovery or authentication procedures defined
in the present EGP specification and no defined interpretation of
the distance fields in the update nessages, although such
procedures may be defined in future (see RFC-975). There is
currently no guidance on the selection of polling paraneters and
no specific recovery procedures in case of certain error nessages
(e.g. "admnistratively prohibited"). It is recommended that EGP
i mpl enentations include provisions to initialize these paraneters
as part of the nonitoring and control procedures and that changi ng
these procedures not require reconpilation or rebooting the

gat eway.

2.4. Address Resolution Protocol (ARP)

This is an auxiliary protocol used to nanage the
address-transl ati on function between hardware addresses in a

| ocal -net environnent and |Internet addresses and described in
RFC-826 [4]. However, there are a nunber of unresolved issues
having to do with subnets and response to addresses not in the
same subnet or net. These issues, which are intertwined with | CvWP
and various gateway nodels, are discussed in Appendix A

Subnet s

The concept of subnets was introduced in order to allow arbitrary
conpl exity of interconnected LAN structures within an organization
while insulating the Internet system agai nst expl osive growh in
networ k nunbers and routing conplexity. The subnet architecture,
described in RFC-950 [21], is intended to specify a standard approach
that does not require reconfiguration for host inplenmentations,
regardl ess of subnetting scheme. The docunent al so specifies a new
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| CMP Address Mask nessage, which a gateway can use to specify certain
details of the subnetting schene to hosts and is required in new host
and gateway i npl enent ati ons.

The current subnet specification RFC-950 does not describe the
specific procedures to be used by the gateway, except by inplication
It is recormended that a (sub)net address and address mask be

provi ded for each network interface and that these val ues be
establ i shed as part of the gateway configuration procedure. It is
not usually necessary to change these val ues during operation of any
particul ar gateway; however, it should be possible to add new

gat eways and/or (sub)nets and nake ot her configuration changes to a
gateway w thout taking the entire network down.

4. Local Network Interface

The packet format used for transnission of datagrans on the various
subnetworks is described in a nunber of documents sumarized bel ow.

4.1. Public data networks via X 25

The formats specified for public data networks via X 25 access are
described in RFC-877 [8]. Datagrans are transnitted over standard
level -3 virtual circuits as conpl ete packet sequences. Virtua
circuits are usually established dynamcally as required and time
out after a period of no traffic. Retransm ssion, resequencing
and flow control are performed by the network for each virtua
circuit and by the LAPB link-level protocol. Miltiple paralle
virtual circuits are often used in order to inprove the
utilization of the subscriber access line, which can result in
random r esequenci ng. The correspondence between Internet and

X. 121 addresses is usually established by table-lookup. It is
expected that this will be replaced by sone sort of directory
procedure in future.

4.2. ARPANET via 1822 Local Host, Distant Host or HDLC Di st ant Host

The formats specified for ARPANET networks via 1822 access are
described in BBN Report 1822 [3], which includes the procedures
for several subscriber access nethods. The Local Host (LH) and
Very Distant Host (VDH) nethods are not recomended for new

i mpl enentations. The Distant Host (DH) method is used when the
host and | MP are separated by not nore than about 2000 feet of
cable, while the HDLC Distant Host is used for greater distances
where a nodemis required. Retransm ssion, resequencing and flow
control are performed by the network and by the HDLC |ink-1eve
protocol, when used. Wile the ARPANET 1822 protocols are widely
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used at present, they are expected to be eventually overtaken by
the DDN Standard X. 25 protocol (see below) and the new PSN
End-to- End Protocol described in RFC-979 [29].

Wiile the cited report gives details of the various ARPANET
subscri ber access nethods, it specifies neither the |IP packet
encapsul ati on format nor address nmappings. Wile these are
general ly straightforward and easy to inplenent, the details

i nvol ve consi derations beyond the scope of readily accessable
docunent ati on. Potential vendors are encouraged to contact one of
the individuals listed at the beginning of this docunent for
further informtion.

Gat eways connected to ARPANET/ M LNET | MPs must i ncorporate
features to avoid host-port blocking (RFNM counting) and to detect
and report (as | CWMP Unreachabl e nmessages) the failure of
destination hosts or gateways.

3. ARPANET via DDN Standard X. 25

The formats specified for ARPANET networks via X 25 are descri bed
in the Defense Data Network X. 25 Host Interface Specification [6].
Thi s docunent describes two sets of procedures, the DDN Basic X 25
and the DDN Standard X. 25, but only the latter is suitable for use
in the Internet system The DDN Standard X 25 procedures are
simlar to the public data subnetwork X 25 procedures, except in
the address mappi ngs. Retransm ssion, resequencing and flow
control are performed by the network and by the LAPB |link-Ieve

pr ot ocol

4.4. FEthernets

NTAG

The formats specified for Ethernet networks are described in
RFC-894 [10]. Datagrans are encapsul ated as Ethernet packets with
48-bit source and destination address fields and a 16-bit type
field. Address translation between Ethernet addresses and |nternet
addresses i s managed by the Address Resol ution Protocol, which is
required in all Ethernet inplenmentations. There is no explicit
retransm ssion, resequencing or flow control. although nost
hardware interfaces will retransmt automatically in case of
collisions on the cable.

It is expected that anendments will be made to this specification
as the result of I|EEE 802.3 evolution. See RFC-948 [20] for
further discussion and reconmendations in this area. Note also
that the I P broadcast address, which has primary application to
Et hernets and simlar technol ogi es that support an inherent
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broadcast function, has an all-ones value in the host field of the
| P address. Sone early inplenentati ons chose the all-zeros val ue
for this purpose, which is presently not in conformance with the
definitive specification RFC-950 [21].

See Appendix A for further considerations.
4.5. Serial-Line Protocols

Gat eways may be used as packet switches in order to build
networks. In sone configurations gateways nay be interconnected

wi th each other and some hosts by neans of serial asynchronous or
synchronous lines, with or without nodens. When justified by the
expected error rate and other factors, a |link-level protocol may
be required on the serial line. Wile there is no requirenent that
a particular standard protocol be used for this, it is reconmended
that standard hardware and protocol s be used, unless a convincing
reason to the contrary exists. |n order to support the greatest
variety of configurations, it is reconmended that sone variation
on full X .25 (i.e. "symetric node") be used where resources
permt; however, X 25 LAPB would al so be acceptabl e where
requirenents permt. |In the case of asynchronous |ines no clear
choice is apparent.

Interoperability

In order to assure interoperability between gateways procured from

di fferent vendors, it is necessary to specify points of protoco
demarcation. Wth respect to interoperability of the routing
function, this is specified as EGP. Al gateway systens must include
one or nore gateways which support EGP with a core gateway, as
described in RFC-904 [11]. It is desirable that these gateways be
able to operate in a node that does not require a core gateway or
system Additional discussion on these issues can be found in

RFC- 975 [ 27].

Wth respect to the interoperability at the network |ayer and bel ow,
two points of protocol demarcation are specified, one for Ethernets

and the other for serial lines. |In the case of Ethernets the
protocols are as specified in Section 4.4 and Appendix A of this
docunent. For serial lines between gateways of different vendors,

the protocols are specified in Section 4.5 of this docunent.
Exceptions to these requirenments may be appropriate in sone cases.
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Subnetwor k Architecture

It is recognized that gateways may al so function as general packet
switches to build networks of nobdest size. This requires additiona
functionality in order to manage network routing, control and
configuration. Wile it is beyond the scope of this docunent to
specify the details of the nechanisns used in any particul ar, perhaps
proprietary, architecture, there are a nunber of basic requirenents
whi ch nust be provided by any acceptabl e architecture.

6.1. Reachability Procedures

The architecture nust provide a robust mechanismto establish the
operational status of each link and node in the network, including
the gateways, the links connecting them and, where appropriate,
the hosts as well. Odinarily, this requires at least a

Il ink-1evel reachability protocol involving a periodic exchange of
hel |l o messages across each link. This function mght be intrinsic
to the link-1evel protocols used (e.g. LAPB, DDCVWP). However, it
is in general ill-advised to assune a host or gateway is operating
correctly if its link-level reachability protocol is operating
correctly. Additional confirmation is required in the formof an
operating routing algorithmor peer-level reachability protocol
such as used in EGP

Failure and restoration of a Iink and/or gateway are consi dered
network events and nust be reported to the control center. It is
desirabl e, although not required, that reporting paths not require
correct functioning of the routing algorithmitself.

6.2. Routing Algorithm

It has been the repeated experience of the Internet comunity
partici pants that the routing nmechanism whether static or

dynam c, is the single npbst inportant engineering issue in network
design. In all but trivial network topologies it is necessary
that some degree of routing dynamics is vital to successfu
operation, whether it be affected by manual or automatic neans or
sone conbination of both. In particular, if routing changes are
nmade nanual |y, the changes nust be possible without taking down
the gateways for reconfiguration and, preferably, be possible from
a renmote site such as a control center.

It is not likely that all nets can be maintained froma
full-service control center, so that automatic-fallback or
rerouting features may be required. This nust be considered the
normal case, so that systens of gateways operating as the only
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packet switches in a network would normally be expected to have a
routing algorithmw th the capability of reacting to |Iink and

ot her gateway failures and changing the routing automatically.
Following is a list of features considered necessary:

1

The al gorithm nust sense the failure or restoration of a
link or other gateway and switch to appropriate paths
within an interval less than the typical TCP user tineout
(one mnute is a safe assunption).

The al gorithm nust never formrouting | oops between

nei ghbor gateways and nust contain provisions to avoid and
suppress routing | oops that may form between non-nei ghbor
gateways. In no case should a | oop persist for |onger than
an interval greater than the typical TCP user tineout.

The control traffic necessary to operate the routing

al gorithm nmust not significantly degrade or disrupt norma
networ k operation. Changes in state which mght nmomentarily
di srupt norrmal operation in a |ocal area nust not cause

di sruption in renote areas of the network.

As the size of the network increases, the demand on
resources nust be controlled in an efficient way. Table

| ookups shoul d be hashed, for exanple, and data-base
updat es handl ed pi eceneal, with only the changes broadcast
over a wide area. Reachability and delay netrics, if used,
nust not depend on direct connectivity to all other

gat eways or the use of network-specific broadcast

mechani sns. Polling procedures (e.g. for consistency
checki ng) should be used only sparingly and in no case

i ntroduce an overhead exceedi ng a constant independent of
networ k topol ogy tines the |ongest non-Iooping path.

The use of a default gateway as a nmeans to reduce the size
of the routing data base is strongly discouraged in view of
the many problenms with multiple paths, |oops and

m s-configuration vulnerabilities. |If used at all, it
should be limted to a discovery function, with operationa
routes cached fromexternal or internal data bases via
either the routing algorithmor EGP

Thi s docunent places no restriction on the type of routing
al gorithm such as node-based, |ink-based or any other
algorithm or nmetric, such as delay or hop-count. However,
the size of the routing data base nust not be allowed to
exceed a constant independent of network topology times the
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nunber of nodes tines the nean connectivity (average nunber
of incident links). An advanced design would not require
that the entire routing data base be kept in any particular
gat eway, so that discovery and cachi ng techni ques woul d be
necessary.

7. Operation and Mi ntenance

Gat eways and packets switches are often operated as a system by sone
organi zati on who agrees to operate and nmaintain the gateways, as well
as to resolve link problens with the respective common carriers. It
is inportant to note that the network control site may not be
physically attached to the network being nonitored. |In general, the
foll owi ng requirements apply:

1

NTAG

Each gateway nust operate as a stand-al one device for the

pur poses of |ocal hardware nai ntenance. Means nust be

avail abl e to run diagnostic progranms at the gateway site using
only on-site tools, which mght be only a diskette or tape and

local terminal. It is desirable, although not required, to
run diagnostics via the network and to automatically reboot
and dunmp the gateway via the net in case of fault. In

general, this requires special hardware.

The use of full-blown transport services such as TCP is in
general ill-advised if required just to reboot and dunp the
gat eway. Consi deration should be given sinple
retransm ssi on-overlay protocols based on UDP or specific
noni toring protocols such as HW described in RFC-869 [7].

It nust be possible to reboot and dunmp the gateway manual |y
fromthe control site. Every gateway must include a watchdog
timer that either initiates a reboot or signals a renpte
control site if not reset periodically by the software. It is
desirable that the data involved reside at the control site
and be transmitted via the net; however, the use of |oca
devices at the gateway site is acceptable. Neverthel ess, the
operation of initiating reboot or dunp must be possible via
the net, assuming a path is available and the connecting |inks
are operating.

A mechani sm nmust be provided to accunulate traffic statistics
including, but not limted to, packet tallies, error-message
tallies and so forth. The preferred nethod of retrieving
these data is by explicit, periodic request fromthe contro
site using a standard datagram protocol based on UDP or HW
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The use of full-blown transport services such as TCP is in
general ill-advised if required just to collect statistics
fromthe gateway. Consideration should be given sinple
retransm ssi on-overlay protocols based on UDP or HW

4. Exception reports ("traps") occuring as the result of hardware
or software mal functions should be transmtted i mediately
(batched to reduce packet overheads when possible) to the
control site using a standard datagram protocol based on UDP
or HWP.

5. A mechani sm nmust be provided to display |ink and node status
on a continuous basis at the control site. Wile it is
desirable that a conplete map of all |inks and nodes be
available, it is acceptable that only those conponents in use
by the routing algorithmbe displayed. This information is
usual ly available locally at the control site, assum ng that
site is a participant in the routing algorithm

The above functions require in general the participation of a contro
site or agent. The preferred way to provide this is as a user
program suitable for operation in a standard software environnent
such as Uni x. The program woul d use standard | P protocols such as
TCP, UDP, and HWP to control and nonitor the gateways. The use of
speci al i zed host hardware and software requiring significant

addi tional investnent is strongly di scouraged; nevertheless, sone
vendors nmay el ect to provide the control agent as an integrated part
of the network in which the gateways are a part. |If this is the
case, it is required that a neans be available to operate the contro
agent froma renote site using Internet protocols and paths and with
equi val ent functionality with respect to a |local agent term nal

Renote control of a gateway via Internet paths can involve either a
di rect approach, in which the gateway supports TCP and/or UDP
directly, or an indirect approach, in which the control agent
supports these protocols and controls the gateway itself using
proprietary protocols. The former approach is preferred, although
ei t her approach is acceptable.

NTAG [ Page 15]



RFC 985 May 1986
Requirenents for Internet Gateways -- DRAFT

8. References and Bi bl i ography

[1] Defense Advanced Research Projects Agency, "Internet Protocol"”,
DARPA Net wor k Wor ki ng Group Report RFC-791, USC Infornmation
Sciences Institute, Septenber 1981.

[2] Defense Advanced Research Projects Agency, "Internet Control
Message Protocol ", DARPA Network Wirking G oup Report RFC 792,
USC Information Sciences Institute, Septenber 1981.

[3] Advanced Research Projects Agency, "Interface Message Processor
- Specifications for the Interconnection of a Host and an | MP",
BBN Report 1822, Bolt Beranek and Newran, Decemrber 1981.

[4] Plummer, D., "An Ethernet Address Resolution Protocol", DARPA
Net wor k Wor ki ng Group Report RFC-826, Synbolics, Septenber 1982.

[5] United States Department of Defense, "MIlitary Standard |nternet
Protocol", MIlitary Standard M L-STD- 1777, August 1983.

[6] Defense Communi cations Agency, "Defense Data Network X 25 Host
Interface Specification", BBN Conmunications, Decenber 1983.

[7] Hinden, R, "A Host Mnitoring Protocol", DARPA Network Working
Group Report RFC-869, BBN Conmuni cati ons, Decenber 1983.

[8] Korb, J.T., "A Standard for the Transm ssion of |P Datagrans
over Public Data Networks", DARPA Network Working G oup Report
RFC- 877, Purdue University, Septenber 1983.

[9] Nagle, J., "Congestion Control in IP/TCP Internetworks", DARPA
Net wor k Wor ki ng Group Report RFC-896, Ford Aerospace,
January 1984.

[10] Hornig, C., "A Standard for the Transm ssion of |P Datagrans
over Ethernet Networks", DARPA Network Working G oup Report
RFC- 894, Synbolics, April 1984.

[11] MIIs, D.L., "Exterior Gateway fornal Specification", DARPA
Net wor k Wor ki ng Group Report RFC-904, M A-COM Li nkabit,
April 1984.

[12] Postel, J., and J. Reynolds., "ARPA-Internet Protocol Policy",

DARPA Net wor k Wor ki ng Group Report RFC-902, USC I nformation
Sciences Institute, July 1984.

NTAG [ Page 16]



RFC 985 May 1986
Requirenents for Internet Gateways -- DRAFT

[13] Kirton, P., "EGP Gateway under Berkeley UNI X 4.2", DARPA Network
Wor ki ng Group Report RFC-911, USC Information Sciences
Institute, August 1984.

[14] Postel, J., "Milti-LAN Address Resol ution", DARPA Network
Wor ki ng Group Report RFC- 925, USC Information Sciences
Institute, October 1984.

[15] International Standards O gani zation, "Protocol for Providing
the Connectionl ess- Mode Network Services", DARPA Network Wrking
Group Report RFC-926, International Standards Organi zation,
Decenber 1984.

[16] National Research Council, "Transport Protocols for Departnent
of Defense Data Networks", DARPA Network Working G oup Report
RFC- 942, National Research Council, March 1985.

[17] Postel, J., "DOD Statenent on NRC Report", DARPA Network Working
Group Report RFC-945, USC Information Sciences Institute,
April 1985.

[18] International Standards Organi zation, "Addendumto the Network
Service Definition Covering Network Layer Addressing”, DARPA
Net wor k Wor ki ng Group Report RFC-941, International Standards
Organi zation, April 1985.

[19] Leiner, B., J. Postel, R Cole and D. MIls, "The DARPA Internet
Protocol Suite", Proceedi ngs | NFOCOM 85, Washi ngton DC,
March 1985] Also in: | EEE Communi cati ons Magazi ne, March 1985.

[20] Wnston, |., "Two Methods for the Transm ssion of |P Datagrans
over | EEE 802.3 Networks", DARPA Network Working G oup Report
RFC-948, University of Pennsylvania, June 1985.

[21] Mogul, J., and J. Postel, "Internet Standard Subnetting
Procedure", DARPA Network Wrking Goup Report RFC-950, Stanford
Uni versity, August 1985.

[22] Reynolds, J., and J. Postel, "Oficial ARPA-Internet Protocols",
DARPA Net wor k Wor ki ng Group Report RFC-961, USC I nfornmation
Sciences Institute, October 1985.

[23] Reynolds, J., and J. Postel, "Assigned Numbers", DARPA Network

Wor ki ng Group Report RFC-960, USC Information Sciences
Institute, Decenber 1985.

NTAG [ Page 17]



RFC 985 May 1986
Requirenents for Internet Gateways -- DRAFT

[24] Nagle, J., "On Packet Switches with Infinite Storage", DARPA
Net wor k Wor ki ng Group Report RFC-970, Ford Aerospace,
Decenber 1985.

[ 25] Def ense Communi cati ons Agency, "DDN Protocol Handbook",
NI C- 50004, NI C-50005, NI C-50006, (three volunes), SR
I nternational, Decenber 1985.

[ 26] Def ense Commruni cations Agency, "ARPANET |nformation Brochure",
NI C- 50003, SRI International, Decenber 1985.

[27] MIIls, D.L., "Autononmous Confederations", DARPA Network Wrking
G oup Report RFC-975, M A-COM Linkabit, February 1986.

[28] Jacobsen, O, and J. Postel, "Protocol Docunent O der
Information", DARPA Network W rking G oup Report RFC-980, SR
International, March 1986.

[29] Malis, A.G, "PSN End-to-End Functional Specification", DARPA

Net wor k Wor ki ng Group Report RFC-979, BBN Conmuni cati ons,
March 1986.

NTAG [ Page 18]



RFC 985 May 1986
Requirenents for Internet Gateways -- DRAFT

Appendi x A.  Et hernet Managenent

Following is a summary of procedures specified for use by hosts and
gat eways on an Ethernet.

A.1l. Hardware

A 2.

A 3.

A 4.

NTAG

A packet is accepted fromthe cable only if its destination

Et hernet address matches either the assigned interface address or
a broadcast/nulticast address. Presunmably, this filtering is done
by the interface hardware; however, the software driver is
expected to do this if the hardware does not. Sone hosts

i ncorporate an optional feature that associ ates an assigned

mul ticast address with a specific subnet in order to restrict
access for testing, etc. Wiuen this feature is activated, the
assigned nulticast address replaces the broadcast address.

| P dat agr am

In case of broadcast/nulticast (as determ ned fromthe destination
Et hernet address) an IP datagramis discarded if the source IP
address is not in the sane subnet, as determ ned by the assigned
host | P address and subnet mask. It is desirable that this test
be overridden by a configuration paraneter, in order to support
the i nfrequent cases where nore than one subnet may coexist on the
same cabl e.

ARP dat agr am

An ARP reply is discarded if the destination |IP address does not
match the | ocal host address. An ARP request is discarded if the
source | P address is not in the same subnet. It is desirable that
this test be overridden by a configuration paraneter, in order to
support the infrequent cases where nore than one subnet nay
coexi st on the sane cable (see RFC-925 for exanples). An ARP
reply is generated only if the destination protocol |IP address is
reachable fromthe | ocal host (as deternined by the routing
algorithm and the next hop is not via the sane interface. |If the
| ocal host functions as a gateway, this may result in ARP replies
for destinations not in the same subnet.

| CVP redirect
An ICWP redirect is discarded if the destination |IP address does
not match the |l ocal host address or the new target address is not

on the sane subnet. An accepted redirect updates the routing data
base for the old target address. |If there is no route or
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associated with the old target address, the redirect is ignored.

If the old route is associated with a default gateway, a new route
associated with the new target address is inserted in the data
base. Note that it is not possible to send a gratuitous redirect
unl ess the sender is possessed of considerabl e inagination

VWhen subnets are in use there is some anbiguity as to the scope of
a redirect, unless all hosts and gateways invol ved have prior
know edge of the subnet masks. It is recomended that the use of
| CMP networ k-redirect nessages be avoided in favor of |CwW
host-redi rect nmessages instead. This requires the original sender
(i.e. redirect recipient) to support a general IP
address-transl ati on cache, rather than the usual network table.
However, this is normally done anyway in the case of ARP

An ICWP redirect is generated only if the destination |IP address
is reachable fromthe | ocal host (as determi ned by the routing
algorithm and the next hop is via the same interface and the
target address is defined in the routing data base. Redirects
shoul d never be sent in response to an |IP net or subnet broadcast
address or in response to a Cass-D or Class-E | P address.

| CVP redirects are never forwarded, regardl ess of destination
address. The source |P address of the ICMP redirect itself is not
checked, since the sending gateway may use one of its addresses
not on the conmon net. The source |P address of the encapsul ated
| P datagramis not checked on the assunption the host or gateway
sendi ng the original |P datagram knows what it is doing.
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Appendi x B. Policy |ssues

The foll owi ng sections discuss certain issues of special concern to
the NSF scientific networking conmunity. These issues have prinmary
rel evance in the policy area, but also have ramifications in the
techni cal area

B.1. Interconnection Technol ogy

B. 2.

NTAG

Currently the nost inportant common interconnection technol ogy
bet ween Internet systens of different vendors is Ethernet. Anpbng
the reasons for this are the foll ow ng:

1. Ethernet specifications are well-understood and mature.

2. FEthernet technology is in alnpbst all aspects vendor
i ndependent .

3. Ethernet-conpatible systems are comopn and becom ng nore
Sso.

These advant ages conbi ned favor the use of Ethernet technol ogy as
the conmon point of demarcation between NSF network systens
supplied by different vendors, regardl ess of technology. It is a
requi rement of NSF gat eways that, regardl ess of the possibly
proprietary sw tching technol ogy used to inplenent a given
vendor - supplied network, its gateways nust support an Ethernet
attachment to gateways of other vendors.

It is expected that future NSF gateway requirenments will specify
ot her interconnection technol ogies. The nost |ikely candidates
are those based on X 25 or | EEE 802, but other technol ogies

i ncl udi ng broadband cable, fiber-optic or other protocols such as
DDCMP nmay al so be consi dered.

Proprietary and Extensible |Issues

Internet technology is a grow ng, adaptable technology. Although
hosts, gateways and networks supporting this technol ogy have been
in continuous operation for several years, vendors users and
operators shoul d understand that not all networking issues are
fully understood. As a result, when new needs or better solutions
are devel oped for use in the NSF networking conmunity, it may be
necessary to field new protocols. Normally, these new protocols
will be designed to interoperate in all practical respects with
exi sting protocols; however, occasionally it may happen that

exi sting systenms nust be upgraded to support these protocols.
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NSF systens vendors shoul d understand that they al so undertake a
conmitrment to remain aware of current Internet technol ogy and be
prepared to upgrade their products fromtine to tine as
appropriate. As a result, these vendors are strongly urged to
consi der extensibility and periodic upgrades as fundanenta
characteristics of their products. One of the nost productive and
rewardi ng ways to do this on a long-termbasis is to participate
in ongoing Internet research and devel opment prograns in
partnership with the acadenm ¢ community.

B.3. Milti-Protocol Gateways

B. 4.
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Al t hough the present requirements for an NSF gateway specify only
the Internet protocol suite, it is highly desirable that gateway
designs allow future extensions to support additional suites and
al | ow si nmul t aneous operation with nore than a single one.

Clearly, the 1SO protocol suite is a prinme candi date for one of
these suites. O her candidates include XNS and DECnet.

Future requirements for NSF gateways may include provisions for

ot her protocol suites in addition to Internet, as well as nodels
and specifications to interwork between them should that be
appropriate. For instance, it is expected that the 1SO suite wll
eventual |y becone the dom nant one; however, it is also expected
that requirements to support other suites will continue, perhaps
indefinitely.

Present NSF gateway requirenents do not include protocols above
the network | ayer, such as TCP, unl ess necessary for network
nonitoring or control. Vendors should recognize that future
requirements to interwork between Internet and | SO applications,
for exanple, may result in an opportunity to market gateways

supporting nmultiple protocols at all levels through the
application level. It is expected that the network-Ievel NSF
gat eway requirenents sunmarized in this docunment will be

incorporated in the requirenments document for these
application-level gateways.

Access Control and Accounting

There are no requirements for NSF gateways at this tine to

i ncorporate specific access-control and accounting nmechanisns in
the design; however, these inportant issues are currently under
study and will be incorporated into a redraft of this docunment at
an early date. Vendors are encouraged to plan for the early

i ntroduction of these nmechanisns in their products. Wiile at this
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time no definitive conmon nodel for access control and accounting
has energed, it is possible to outline sone general features such

a nodel

1

is likely to have, anmpbng themthe foll ow ng:

The primary access control and accounting executive
mechani sns will be in the service hosts thensel ves, not the
gat eways, packet swi tches or workstations.

Agents acting on behalf of access control and accounting
executive nmechani sns nmay be necessary in the gateways,
packet switches or workstations. These nmay be used to
coll ect data, enforce password protection or mitigate
resource priority and fairness. However, the architecture
and protocols used by these agents may be a | ocal matter
and not possible to specify in advance.

NSF gateways nay be required to incorporate access contro
and accounting nechani sns based on packet

source/ destinati on address, as well as other fields in the
| P header, internal priority and fairness. However, it is
extremely unlikely that these nechanisns would involve a
user-level login to the gateway itself.
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