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Status of This Menp

Thi s RFC proposes certai n enhancenents of the Exterior Gateway
Protocol (EGP) to support a sinple, nultiple-level routing capability
whi |l e preserving the robustness features of the current EGP nodel

It requests discussion and suggestions for inprovenents.

Distribution of this menp is unlimted.

Overvi ew

The enhancenents, which do not require retrofits in existing

i mpl enentations in order to interoperate with enhanced

i npl enentations, in effect generalize the concept of core systemto

i nclude multiple communities of autononous systens, called autononous
conf ederati ons. Autononopus confederations naintain a higher degree of
nmutual trust than that assumed between autononmpbus systens in general

i ncl udi ng reasonabl e protecti on agai nst routing | oops between the
menber systems, but allow the routing restrictions of the current EGP
nodel to be rel axed.

The enhancenents involve the "hop count" or distance field of the EGP
Updat e nessage, the interpretation of which is not covered by the
current EGP nodel. This field is given a special interpretation
wi t hi n each aut onomous confederation to support up to three |evels of
routing, one within the autononmous system a second within the

aut onormous confederati on and an optional third within the universe of
conf ederati ons.

1. Introduction and Background

The historical devel opnent of Internet exterior-gateway routing

al gorithns began with a rather rigid and restricted topol ogi cal nodel
whi ch enphasi zed robustness and stability at the expense of routing
dynamics and flexibility. Evolution of robust and dynam c routing

al gorithms has since proved extraordinarily difficult, probably due
nore to varying perceptions of service requirenents than to

engi neeri ng probl ens.

The original exterior-gateway nodel suggested in RFC-827 [1] and
subsequently refined in RFC-888 [2] severely restricted the Internet
topol ogy essentially to a tree structure with root represented by the
BBN- devel oped "core" gateway system The npbst inportant
characteristic of the nodel was that debilitating resource-consum ng
routing | oops between clusters of gateways (called autononous
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systens) could not occur in a tree-structured topol ogy. However, the
adm ni strative and enforcement difficulties involved, not to nmention
the performance liabilities, nade w despread inpl enentation

i mpractical .

1.1. The Exterior Gateway Protoco

Requi rements for near-terminteroperability between the BBN core
gat eways and the remmi nder of the gateway popul ation inplenented
by ot her organizations required that an interi mprotocol be
devel oped with the capability of exchanging reachability

i nformation, but not necessarily the capability to function as a
true routing algorithm This protocol is called the Exterior

Gat eway Protocol (EGP) and is documented in RFC-904 [3].

EGP was not designed as a routing algorithm since no agreenent
could be reached on a trusted, conmmon nmetric. However, EGP was
designed to provide high-quality reachability information, both
about nei ghbor gateways and about routes to non-nei ghbor gateways.
At the present state of devel opnent, dynamc routes are conputed
only by the core system and provided to non-core gateways using
EGP only as an interface nmechanism Non-core gateways can provide
routes to the core systemand even to ot her non-core gateways, but
cannot pass on "third-party" routes conputed using data received
from ot her gateways.

As operational experience with EGP has accunul ated, it has becone
clear that a nore decentralized dynam c routing capability is
needed in order to avoid resource-consuni ng suboptimal routes. In
addition, there has |ong been resistance to the a-priori
assunption of a single core system wth inplications of

subopti mal performance, admnistrative probl ens, inpossible

enf orcenent and possi bl e subversion. Wether or not this
resistance is real or justified, the inportant technical question
remai ns whether a nore dynamic, distributed approach is possible
without significantly diluting stability and robustness.

Thi s docunent proposes certain enhancenents of EGP which
general i ze the concept of core systemto include nultiple
conmuni ti es of autononous systens, called autononous
confederations. Autononbus confederations maintain a higher
degree of mutual trust than that assumed between aut ononous
systens in general, including reasonable protection agai nst
routing | oops between the nenber systems. The enhancenents
i nvol ve the "hop count" or distance field of the EGP Update
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nmessage, which is given a special interpretation as described
later. Note that the interpretation of this field is not
specified in RFC-904, but is left as a matter for further study.

The interpretation of the distance field involves three |evels of
nmetrics, in which the lowest level is available to the interior

gat eway protocol (1GP) of the autononpus systemitself to extend
the interior routes to the autononous system boundary. The next

hi gher | evel selects preferred routes within the autononpbus system
to those outside, while the third and hi ghest sel ects preferred
routes within the autononous confederation to those outside.

The proposed nodel is believed conpatible with the current
specifications and practices used in the Internet. |In fact, the
entire present congl oneration of autononmpbus systens, including the
core system can be represented as a single autononous
confederation, with new confederations being formed from existing
and new systens as necessary.

2. Routing Restrictions

It was the intent in RFC-904 that the stipulated routing
restrictions superceded all previous docunents, including RFC 827
and RFC-888. The notion that a non-core gateway nust not pass on
third-party informati on was suggested in planning neetings that
occured after the previous docunents had been published and before
RFC-904 was finalized. This effectively obsoletes prior notions
of "stub" or any other asymretry other than the third-party rule.

Thus, the only restrictions placed on a non-core gateway is that
inits EGP messages (a) a gateway can be listed only if it bel ongs
to the same aut ononous system (internal neighbor) and (b) a net
can be listed only if it is reachable via gateways belonging to
that system There are no other restrictions, overt or inplied.
The specification does not address the design of the core system
or its gateways.

The restrictions inply that, to insure full connectivity, every
non-core gateway must run EGP with a core gateway. Since the
present core-gateway inplenentation disallows other gateways on
EGP- nei ghbor paths, this further inplies that every non-core

gat eway must share a net in comon with at | east one core gateway.

Note that there is no a-priori prohibition on using EGP as an | GP
or even on using EGP with a gateway of another non-core system
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providing that the third-party rule is observed. |If a gateway in
each systemran EGP with a gateway in every other system the
noti on of core systemwoul d be unneccessary and superfl ous.

At one tine during the evolution of the EGP nodel a strict

hi erarchi cal topology (tree structure) of autononous systenms was
required, but this is not the case now At one time it was
forbidden for two nets to be connected by gateways of two or nore
systens, but this is not the case now. Autononpbus systens are
sets of gateways, not nets or hosts, so that a given net or host
can be reachable via nore than one system however, every gateway
bel ongs to exactly one system

3. Exanpl es and Probl ens

Consi der the conmon case of two | ocal -area nets A and B connected
to the ARPANET by gateways of different systens. Now assune A and
B are connected to each other by a gateway A-B belonging to the
same system as the A- ARPANET gat eway, which could then list itself
and both the A and B nets in EGP nessages sent to any other

gat eway, since both are now reachable in its system However, the
B- ARPANET gateway could list itself and only the B net, since the
A-B gateway is not in its system

In principle, we could assunme the exi stence of a second gat eway
B- A belonging to the sane system as the B- ARPANET gat eway, which
would entitle it to list the A net as well; however, it may be
easier for both systens to sign a treaty and consider the A-B
gat eway under joint adm nistration. The inplenentation of the
treaty may not be trivial, however, since the joint gateway nust
appear to other gateways as two distinct gateways, each with its
own aut ononous- syst em nunber.

Anot her case occurs when for sone reason or other a system has no
path to a core gateway other than via another non-core system
Consider a third local-are net C, together with gateway C A

bel onging to a system other than the A- ARPANET and B- ARPANET

gat eways. According to the restrictions above, gateway C A could
list net Cin EGP nessages sent to A- ARPANET, while A- ARPANET
could list ARPANET in nessages sent to C-A, but not other nets
which it may | earn about fromthe core. Thus, gateway C- A cannot
acquire full routing information unless it runs EGP directly with
a core gateway.
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2. Autonompus Systens and Confederations

The second exanpl e above illustrates the need for a nmechanismin
which arbitrary routing informati on can be exchanged between non-core
gat eways wi t hout degradi ng the degree of robustness relative to a
nmutual |y agreed security nodel. One way of doing this is is to
extend the existing single-core autononous-system nodel to include
multiple core systems. This requires both a topol ogical nodel which
can be used to define the scope of these systens together with a
global, trusted netric that can be used to drive the routing
conputations. An appropriate topol ogical nodel is described in the
next section, while an appropriate nmetric is suggested in the

foll owi ng secti on.

2.1. Topol ogi cal Model s

An "aut onomous systent consists of a set of gateways, each of
whi ch can reach any other gateway in the same system using paths
via gateways only in that system The gateways of a system
cooperatively maintain a routing data base using an interior
gateway protocol (I GP) and a intra-systemtrusted routing
nmechani sm of no further concern here. The IGP is expected to

i nclude security mechanisms to insure that only gateways of the
same system can acquire each other as nei ghbors.

One or nore gateways in an autononous systemcan run EGP with one
or nore gateways in a neighboring system There is no restriction
on the nunber or configuration of EGP nei ghbor paths, other than
the requirenent that each path involve only gateways of one system
or the other and not intrude on a third system It is
specifically not required that EGP nei ghbors share a comon

net wor k, al though nost probably wll.

An "aut onomous confederation” consists of a set of autononous
systens sharing a comon security nodel; that is, they trust each
other to conmpute routes to other systens in the same
confederation. Each gateway in a confederation can reach any

ot her gateway in the sane confederation using paths only in that
confederation. Although there is no restriction on the nunber or
configuration of EGP paths other than the above, it is expected
that sonme mechani sm be avail abl e so that potential EGP nei ghbors
can di scover whether they are in the same confederation. This
could be done by access-control lists, for exanple, or by
partitioning the set of system nunbers.

A network is "directly reachabl e" froman autononmous systemif a
gateway in that systemhas an interface to it. Every gateway in
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that systemis entitled to list all directly reachable networks in
EGP nmessages sent to any other system |In general, it may happen

that a particular network is directly reachable fromnore than one
system

A network is "reachable" from an autonomous systemif it is
directly reachabl e from an aut ononobus system bel onging to the sane
confederation. A directly reachable net is always reachable from
the sanme system Every gateway in that confederation is entitled
to list all reachable nets in EGP nessages sent to any other
system It may happen that a particular net is either directly
reachabl e or reachable fromdifferent confederations.

In order to preserve global routing stability in the Internet, it
is explicitly assuned that routes within an autononpbus systemto a
directly reachable net are always preferred over routes outside
that system and that routes within an autononous confederation are
al ways preferred over routes outside that confederation. The
mechani sm by which this is assured is described in the next

secti on.

In general, EGP Update nmessages can include two |ists of gateways,
one for those gateways belonging to the sanme system (interna

nei ghbors) and the other for gateways belonging to different
systens (external neighbors). Directly reachable nets nust always
be associated with gateways of the same system that is, with

i nternal neighbors, while non-directly reachable nets can be
associated with either internal or external neighbors. Nets that
are reachable, but not directly reachabl e, nust always be

associ ated with gateways of the same confederation

.2. Trusted Routing Metrics

There seens to be a general principle which characterizes

di stributed systens: The "nearer" a thing is the nore dynanic and
trustable it is, while the "farther" a thing is the nore static
and suspicious it is. For instance, the concept of network is
intrinsic to the Internet nodel, as is the concept of gateways

whi ch bind themtogether. A cluster of gateways "near" each other
(e.g. wthin an autononous systen) typically exchange routing

i nformation using a high-performance routing al gorithm capabl e of
sensitive nonitoring of, and rapid adaptation to, changing
performance indicators such as queuei ng del ays and |ink | oading.

However, clusters of gateways "far" fromeach other (e.g. wdely

separ at ed aut ononous systens) usually need only coarse routing
i nformation, possibly only "hints" on the best |ikely next hop to
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the general destination area. On the other hand, nutual suspicion
i ncreases with distance, so these clusters may need el aborate
security considerations, including peer authentication
confidentiality, secrecy and signature verification. In addition
consi derations of efficiency usually dictate that the all owable
net wor k bandi dth consumed by the routing protocol itself decreases
with distance. The price paid for both of these things typically
is in responsiveness, with the effect that the nore distant
clusters are fromeach other, the less dynamic is the routing

al gorithm

The above observations suggest a starting point for the evolution
of a globally acceptable routing netric. Assune the metric is
represented by an integer, with | ow val ues representing finer

di stinctions "nearer" the gateway and hi gh val ues coarser
distinctions "farther" fromit. Values less than a globally
agreed constant X are associated with paths confined to the sane
aut ononmous system as the sender, values greater than X but |ess
than anot her constant Y with paths confined to the autononous
confederati on of the sender and val ues greater than Y associ ated
with the renmaining paths.

At each of these three |levels - autononous system autononous
confederati on and uni verse of confederations - nultiple routing
al gorithms coul d be operated sinultaneously, with each producing
for each destination net a possibly different subtree and netric
in the ranges specified above. However, within each systemthe
netric nust have the sane interpretation, so that other systens
can mtigate routes between nultiple gateways in that system

Li kewi se, within each confederation the netric nust have the sane
interpretation, so that other confederations can mtigate routes
to gateways in that confederation. Although all confederations
nmust agree on a conmon uni verse-of-confederations algorithm not
all confederations need to use the sanme confederation-|eve
algorithmand not all systens in the sane confederation need to
use the sanme systemlevel algorithm

| mpl enent ati on | ssues

The manner in which the eight-bit "hop count” or distance field in
the EGP Update to be used is not specified in RFC-904, but left as a
matter for further study. The above nodel provides both an
interpretation of this field, as well as hints on how to design
appropriate routing al gorithns.

For the sake of illustration, assune the values of X and Y above are
128 and 192 respectively. This nmeans that the gateways in a
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particul ar systemw ||l assign distance values |ess than 128 for
directly-reachabl e nets and that exterior gateways can compare these
val ues freely in order to select anbng these gateways. It also neans

that the gateways in all systens of a particular confederation wll
assign di stance val ues between 128 and 192 for those nets not
directly reachable in the system but reachable in the confederation
In the following it will be assuned that the various confederations
can be distinguished by some feature of the 16-bit system numnber
field, perhaps by reserving a subfield.

3.1. Data-Base Managenent Functions

The foll owi ng inplenentati on nodel may clarify the above issues,
as well as present at |east one way to organi ze the gateway data
base. The data base is organized as a routing table, the entries
of which include a net nunber together with a list of itens, where
each itemconsists of (a) the gateway address, system nunber and
di stance provi ded by an EGP nei ghbor, (b) a tine-to-live counter,

| ocal routing information and other information as necessary to
manage the data base.

The routing table is updated each tinme an EGP Update nessage is
recei ved from a nei ghbor and possi bly by other neans, such as the
system | GP. The nessage is first decoded into a |ist of quads
consi sting of a network number, gateway address, system number and
distance. |If the gateway address is internal to the nei ghbor
system as determined fromthe EGP nessage, the system nunber of
the quad is set to that system while, if not, the system nunber
is set to zero, indicating "external."

Next, a new value of distance is conmputed fromthe old val ue
provided in the nmessage and subject to the follow ng constraints:
If the system nunber matches the |ocal system nunber, the new
value is determned by the rules for the system | GP but nust be

| ess than 128. If not and either the system nunber bel ongs to the
same confederation or the systemnunber is zero and the old

di stance is less than 192, the value is determned by the rules
for the confederation EGP, but nmust be at |east 128 and | ess than
192. Oherwise, the value is determned by the rules for the

(gl obal) universe-of-federations EGP, but nust be at |east 192.

For each quad in the list the routing table is first searched for
mat chi ng net nunber and a new entry nade if not already there.
Next, the list of itens for that net nunber is searched for

mat chi ng gat eway address and system nunber and a new entry made if
not already there. Finally, the distance field is reconmputed, the
time-to-live field reset and local routing information inserted.
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The time-to-live fields of all itens in each list are increnented
on a regular basis. |If a field exceeds a preset maximum the item
is discarded; while, if all items on a list are discarded, the

entire entry including net nunber is discarded.

When a gateway sends an EGP Update nmessage to a neighbor, it mnust
invert the data base in order by gateway address, rather than net
nunber. As part of this process the routing table is scanned and
the gateway with mni num di stance sel ected for each net nunber.
The resulting list is sorted by gateway address and partitioned on
the basis of internal/external system nunber

Rout i ng Functi ons

A gateway encountering a datagram (service unit) searches the
routing table for matching destination net nunber and then selects
the gateway on that list with mninumdistance. As the result of
the val ue assignnents above, it should be clear that routes at a
hi gher level will never be chosen if routes at a | ower |eve

exist. It should also be clear that route selection within a
system cannot affect route selection outside that system except
through the intervention of the intra-confederation routing
algorithm If a sinple min-systemhop algorithmis used for the
confederation EGP, the I GP of each systemcan influence it only to
the extent of reachability.

Conpatibility Issues

The proposed interpretation is backwards-conpatibile with known
EGP i nmpl ement ati ons which do not interpret the distance field and
with several known EGP inplenentations that take private liberties
with this field. Perhaps the sinplest way to evol ve the present
systemis to collect the existing inplenmentations that do not
interpet the distance field at all as a single confederation with
the present core systemand routing restrictions. Al distances
provi ded by this confederati on woul d be assuned equal to 192,

whi ch woul d provide at least a rudinmentary capability for routing
wi thin the universe of confederations.

One or nore existing or proposed systens in which the distance
field has a uniforminterpretation throughout the system can be
organi zed as autononous confederations. This might include the
Butterfly gateways now now bei ng depl oyed, as well as cl ones

el sewhere. These systens provide the capability to sel ect routes
into the system based on the distance fields for the different
gateways. It is anticipated that the distance fields for the
Butterfly systemcan be set to at least 128 if the routing
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i nformati on comes from another Butterfly systemand to at | east
192 if froma non-Butterfly system presumed outside the
conf ederati on.

New systens using an inplnmentation nodel such as suggested above
can select routes into a confederation based on the distance
field. For this to work properly, however, it is necessary that
all systens and confederati ons adopt a consistent interpretation
of distance val ues exceedi ng 192.

Sunmary and Concl usi ons

Taken at face value, this docunent represents a proposal for an
interpretation of the distance field of the EGP Update nessage, which
has previously been assigned no architected interpretation, but has
been often used infornally. The proposal anounts to ordering the

aut onormous systens in a hierarchy of systens and confederati ons,
together with an interpretation of the distance field as a
three-level metric. The result is to create a correspondi ng
three-level routing community, one prefering routes inside a system
a second preferring routes inside a confederation and the third with
no preference.

Wil e the proposed three-level hierarchy can readily be extended to
any number of levels, this would create strain on the distance field,
which is limted to eight bits in the current EGP nodel

The concept of distance can easily be generalized to "adm nistrative
di stance" as suggested by John Nagl e and ot hers.
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