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YANG Data Model for L3VPN Service Delivery
Abst ract

Thi s docunment defines a YANG data nodel that can be used for

conmuni cati on between custoners and network operators and to deliver
a Layer 3 provider-provisioned VPN service. This docunent is limted
to BGP PE-based VPNs as described in RFCs 4026, 4110, and 4364. This
nodel is intended to be instantiated at the nanagenent systemto

deliver the overall service. It is not a configuration nodel to be
used directly on network elenents. This nodel provides an abstracted
view of the Layer 3 I P VPN service configuration conponents. It wll

be up to the nanagenent systemto take this nobdel as input and use
specific configuration nodels to configure the different network
elements to deliver the service. How the configuration of network
elements is done is out of scope for this docunent.

Thi s docunent obsol etes RFC 8049; it replaces the uninpl enentable
nodule in that RFC with a new nodule with the sanme nanme that is not
backward compati ble. The changes are a series of small fixes to the
YANG nodul e and sone clarifications to the text.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further infornmation on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
https://ww. rfc-editor.org/info/rfc8299.
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1

1.1.
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I nt roduction
Thi s docunent defines a Layer 3 VPN service data nodel witten in
YANG. The nodel defines service configuration elenments that can be
used in conmmuni cation protocols between customers and network
operators. Those elenents can al so be used as input to automated
control and configuration applications.
Thi s docunent obsoletes [RFC8049]; it creates a new nodule with the
same name as the nodul e defined in [ RFC8049]. The changes from
[ RFC8049] are listed in full in Section 1.4. They are small in
scope, but include fixes to the nodule to make it possible to
i mpl enent .
The YANG nodul e described in [ RFC8049] cannot be inpl enented because
of issues around the use of XPATH. These issues are explained in
Section 1.4.1.
Section 11 of [RFC7950] describes when it is permissible to reuse a
nmodul e name. Section 1.4.2 provides an inpact assessment in this
cont ext .
Ter m nol ogy

The following terns are defined in [ RFC6241] and are not redefined
her e:

o client

o configuration data
0 server

0 state data

The following terns are defined in [ RFC7950] and are not redefined
her e:

o augmrent
o data npde
o data node

The term nol ogy for describing YANG data nodels is found in
[ RFC7950] .
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Thi s docunent presents sone configuration exanpl es using XM
representation.

1.2. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here.

1.3. Tree D agrams

A sinplified graphical representation of the data nodel is presented
in Section 6.

The neani ngs of the synbols in these diagrans are as foll ows:
o Brackets "[" and "]" enclose list keys.

o Curly braces "{" and "}" contain names of optional features that
make t he correspondi ng node conditional

o Abbreviations before data node nanes: "rw' neans configuration
data (read-wite), and "ro" neans state data (read-only).

o Synbols after data node nanmes: "?" neans an optional node, and "*"
denotes a "list" or "leaf-list".

o Parentheses encl ose choi ce and case nodes, and case nodes are al so
marked with a colon (":").

o Ellipsis ("...") stands for contents of subtrees that are not
shown.

1.4. Summary of Changes from RFC 8049
Thi s docunent revises and obsol etes L3VPN Service Mdel [RFC8049],
drawi ng on insights gained fromL3VPN Service Mdel deploynments and

on feedback fromthe conmunity. The major changes are as foll ows:

o Change type from 16-bit integer to string for the leaf id under
"qos-classification-policy" container

o Stick to using ordered-by user and renove inefficiency to map
servi ce nmodel sequence nunber to device nbdel sequence numnber.
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o Renpbve mandating the use of deviations and add "if-feature target-
sites" under the leaf-list target-sites in Section 6.12.2.1 of
[ RFC8049] .

o Change in keywords from[RFC2119] and [ RFC8174] on operation of
the managenent systemin the third paragraph of Section 6.6,
Section 6.6.5, and Section 7.

o Fix inconplete description statenents.

0 Add YANG statement to check that Statel ess Address
Aut oconfiguration (SLAAC) paraneters are used only for |Pv6

o Fix strange wording in Section 6.11.7.

0 Change the use of the absolute paths to the use of relative paths
in the "nmust" statement or "path" statenent for vpn-policy-id |eaf
node, nmmnagenent container, |ocation |eaf node, devices container
| ocati on case, |ocation-reference |eaf, device case, device-
reference | eaf to nake configuration is only applicable to the
current sites.

o Change "nust" statenent to "when" statement for nanagenent
cont ai ner devi ce contai ner.

o Fix optional paraneter issues by adding a default or description
for others or make sone of them nandatory.

o Define new grouping vpn-profile-cfg for all the identifiers
provided by SP to the custoner. The identifiers include cloud-
identifier, std-qos-profile, OAM profil e-name, and provider-
profile for encryption.

0 Add in the XPATH string representation of identityrefs and renove
unqual i fi ed name. Change from YANG 1.0 Support to YANG 1.1
Support.

0 Renove "when" statenent from |l eaf nat44-customner-address.

o Fixed broken exanple and Add mandatory el ement in the exanples.

o Renpbve redundant paraneters in the cloud access.

o Specify provider address and a |ist of start-end addresses from
provi der address for DHCP case.

0 Add a fewtext to clarify what the site is in Section 6. 3.
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o Add nulti-filter and nmulti VPN per entry support for VPN policy.

o Modify description for svc-input-bandw dth | eaf and svc- out put -
bandwi dth |l eaf to make it consistent with the text in
Section 6.12.1.

o Carify the rational of the nodel in the Section 5.
0 Add text to clarify the way to achi eve Per-VPN QS policy.
1.4.1. Inplenentation Issues with RFC 8049

[ RFC8049] nmde an initial attenpt to define a YANG data nodel
forL3VPN services. After it was published it was di scovered that,
while the YANG conpiled it was broken froman inplenmentation
perspective. That is, it was inpossible to build a functiona

i mpl enent ati on of the nodul e.

Section 1.4 provides a full list of the changes since [ RFC8049].
Sone of these changes renove anbiguities fromthe docunented YANG
whi | e other changes fix the inplenentation issues.

1. Several uses of ’'mnust’ expressions in the nodul e were broken
badly enough that the nodule was not usable in the formit was
published. While sone conpilers and YANG checkers found no
i ssues (nost YANG tools do not attenpt to parse these
expressions), other tools that really understand the XPATH in the
expressions refused to conpile them

The changes needed to fix these expressions were small and | ocal

2. The second issue relates to how Access Control List (ACL) rules
were sorted. In [RFC8049] the English | anguage text and the text
in the YANG definition contradicted each other. Furthernore, the
nodel used classic ACL rul e nunbering notation for something that
was semantically very different (ordered-by user) in the YANG
thus creating the potential for m sunderstanding.

3. Further to point 2, the ACL nodeling in [ RFC8049] was
i nconmpatible with work going on in other | ETF documents such as
[ ACL- YANG .
1.4.2. Inpact Assessnent
When changi ng the content of a YANG nodul e, care nust be taken to

ensure that there are no interoperability issues caused by a failure
to enabl e backward conpatibility.
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Section 11 of [RFC7950] clearly describes the circunstances under
which it is not acceptable to maintain a nodul e nane.

...changes to published nodul es are not allowed if they have any
potential to cause interoperability problens between a client
using an original specification and a server using an updated
speci fication.

The nodul e defined in this docunment is not backward conpatible with

that defined in [ RFC8049], but it is inmportant to understand that

there is no possibility of an interoperability issue between the

nodul e defined in this docunent and that presented in [ RFC3049]

because that nodule could not be inplenmented for the reasons

described in Section 1.4.1. Thus, noting the rules set out in

[ RFC7950], it was decided to retain the nodule name in this docunent.

Acr onyns

AAA: Aut hentication, Authorization, and Accounting.

ACL: Access Control List.

ADSL: Asymmretric DSL.

AH: Aut henti cati on Header.

AS: Aut ononpus System

ASBR: Aut ononmous System Border Router.

ASM Any- Source Milticast.

BAS: Broadband Access Switch.

BFD: Bidirectional Forwarding Detection.

BGP: Border Gateway Protocol.

BSR: Bootstrap Router.

CE: Custoner Edge.

CLI: Conmand Line Interface.

CsC. Carriers' Carriers.

CSP: d oud Service Provider.
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DHCP: Dynam ¢ Host Configuration Protocol.

DSLAM Digital Subscriber Line Access Miltipl exer.

ESP: Encapsul ating Security Payl oad.
GRE: Generic Routing Encapsul ation

| GW: Internet Group Managenent Protocol
LAN: Local Area NetworKk.

M.D: Multicast Listener Discovery.

MIU:  Maxi mum Transni ssion Unit.

NAT: Network Address Translation
NETCONF: Networ k Configuration Protocol
NNI @ Network-to-Network Interface.

OAM Operations, Adm nistration, and M ntenance.
OSPF: (Open Shortest Path First.

OSS: Qperations Support System

PE: Provi der Edge.

PIM Protocol |ndependent Milticast.
POP: Poi nt of Presence.

QS: Quality of Service.

RD: Route Distinguisher

RI P: Routing Information Protocol

RP: Rendezvous Point.

RT: Route Target.

SFTP: Secure FTP.

SLA: Service Level Agreenent.

et al. St andards Track

January 2018

[ Page 9]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018
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SLAAC. Statel ess Address Autoconfiguration

SP: Service Provider.

SPT: Shortest Path Tree.

SSM Sour ce- Specific Milticast.

VM Virtual Machine.

VPN Virtual Private Network.

VRF: VPN Routing and Forwardi ng.

VRRP: Virtual Router Redundancy Protocol
Definitions

Custonmer Edge (CE) Device: A CE is equipnent dedicated to a
particular customer; it is directly connected (at Layer 3) to one or
nore PE devices via attachnent circuits. A CE is usually |ocated at
the customer prem ses and is usually dedicated to a single VPN,
although it may support multiple VPNs if each one has separate
attachnent circuits.

Provi der Edge (PE) Device: A PE is equi pnment nmanaged by the SP; it
can support nmultiple VPNs for different customers and is directly
connected (at Layer 3) to one or nore CE devices via attachnent
circuits. A PEis usually located at an SP point of presence (POP)
and i s nanaged by the SP

PE- Based VPNs: The PE devi ces know that certain traffic is VPN
traffic. They forward the traffic (through tunnels) based on the
destination |IP address of the packet and, optionally, based on other
information in the I P header of the packet. The PE devices are
thensel ves the tunnel endpoints. The tunnels may nake use of various
encapsul ations to send traffic over the SP network (such as, but not
restricted to, GRE, IP-in-IP, |Psec, or MPLS tunnels).

Layer 3 I P VPN Service Mde

A Layer 3 IP VPN service is a collection of sites that are authorized
to exchange traffic between each other over a shared IP
infrastructure. This Layer 3 VPN service nodel ains at providing a
conmon under st andi ng of how the corresponding I P VPN service is to be
depl oyed over the shared infrastructure. This service nodel is
l[imted to BGP PE-based VPNs as described in [ RFC4026], [RFC4110],
and [ RFC4364] .
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5. Service Data Mdel Usage

| 3vpn-svc
Model
oo oo - + +- - - - - +
| Orchestration | < --- > | OSS
o e e e oo + +o-m - - +
T + |
| Config manager | |
S + |
| NETCONF/ CLI
o m m e e e e e e e e e e e e e e e e e e e e e e e e e me e oo +
Net wor k
+++++++
+ AAA +
+++++++
++++++++ Bear er ++++++++ ++++++++ ++++++++
+ CEA+ ----------- + PE A + + PEB+ ---- + CEB +
++++++++ Connecti on ++++++++ ++++++++ ++++++++
Site A Site B

The idea of the L3 IP VPN service nodel is to propose an abstracted
i nterface between custoners and network operators to manage
configuration of components of an L3VPN service. The nodel is

i ntended to be used in a node where the network operator’s systemis
the server and the customer’s systemis the client. A typica
scenario would be to use this nodel as an input for an orchestration
| ayer that will be responsible for translating it to an orchestrated
configuration of network el enents that will be part of the service.
The network el ements can be routers but can al so be servers (like
AAA); the network’s configuration is not limted to these exanpl es.
The configuration of network el ements can be done via the CLI
NETCONF/ RESTCONF [ RFC6241] [ RFC8040] coupl ed with YANG data nodel s of
a specific configuration (BGP, VRF, BFD, etc.), or sone other

techni que, as preferred by the operator.

The usage of this service nodel is not limted to this exanple; it

can be used by any component of the management system but not
directly by network el enents.
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6.

Desi gn of the Data Mode

The YANG nodule is divided into two main containers: "vpn-services"
and "sites".

The "vpn-service" list under the vpn-services container defines
gl obal paraneters for the VPN service for a specific customner.

A "site" is conmposed of at |east one "site-network-access" and, in
the case of multihom ng, may have nultiple site-network-access
points. The site-network-access attachnent is done through a
"bearer" with an "ip-connection"” on top. The bearer refers to
properties of the attachnment that are bel ow Layer 3, while the
connection refers to properties oriented to the Layer 3 protocol

The bearer may be all ocated dynami cally by the SP, and the custoner
may provi de some constraints or paraneters to drive the placenment of
the access.

Aut hori zation of traffic exchange is done through what we call a VPN
policy or VPN service topology defining routing exchange rul es
bet ween sites.

The figure bel ow describes the overall structure of the YANG nodul e:

nodul e: ietf-I3vpn-svc

\My

+--rw | 3vpn-svc
+--rw vpn-profiles
| +--rwvalid-provider-identifiers
+--rw cloud-identifier* [id] {cloud-access}?

|

| | +--rwid string

| +--rw encryption-profile-identifier* [id]

| | +--rwid string

| +--rw qos-profile-identifier* [id]

| | +--rwid string

| +--rw bfd-profile-identifier* [id]

| +--rwid string

--rw vpn-services

+--rw vpn-service* [vpn-id]

+--rwvpn-id svc-id
+--rw cust oner - nane? string

+--rw cl oud- accesses {cl oud-access}?

| +--rw cloud-access* [cloud-identifier]
+--rw cloud-identifier | eaf ref
+--rw (list-flavor)?

| +--:(permt-any)

| | +--rwpermt-any? enpty

+

|

|

| +--rw vpn-servi ce-topol ogy? identityref
|

|

|

|

|

|

| | +--:(deny-any-except)

et al. St andards Track [ Page 12]



RFC 8299
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
+--rwW

+- -

Wi, et al.

YANG Dat a Model for L3VPN Service Delivery January 2018

| +--rwpermt-site*

I I

| || -> /1 3vpn-svc/sites/sitel/site-id

| | +--:(pernit-any-except)

| | +--rw deny-site*

| | -> /1 3vpn-svc/sites/sitel/site-id

| +--rw address-transl ation

| +--rw nat 44

| +--rw enabl ed? bool ean

| +--rw nat 44- cust oner - addr ess?

| i net:ipv4-address

+--rw multicast {nulticast}?

| +--rw enabl ed? bool ean

| +--rw custonmer-tree-flavors

| | +--rwtree-flavor* identityref

| +--rwrp

| +--rw rp-group- mappi ngs

| | +--rw rp-group-mappi ng* [id]

| | +--rwid ui nt 16

| | +--rw provider - nanaged

| | | +--rw enabl ed? bool ean
| | | +--rwrp-redundancy? bool ean
| | | +--rwoptimal-traffic-delivery? bool ean
| | +--rw rp-address i net:ip-address

| | +--rw groups

| | +--rw group* [id]

| | +--rwid ui nt 16

| | +--rw (group-format)

| | +--:(singl eaddr ess)

| | | +--rw group-address?

| | | i net:ip-address

| | +--:(startend)

| | +--rw group-start?

| | | i net:ip-address

| | +--rw group-end?

| | i net:ip-address

| +--rw rp-discovery

| +--rw rp-di scovery-type? identityref

| +--rw bsr-candi dat es

| +--rw bsr-candi dat e- addr ess* i net:ip-address
+--rw carrierscarrier? bool ean {carrierscarrier}?

+--rw extranet-vpns {extranet-vpn}?
+--rw extranet-vpn* [vpn-id]

+--rw vpn-id svc-id
+--rw local -sites-role? identityref
sites
rw site* [site-id]
+--rwsite-id svc-id
+--rw requested-site-start? yang: date-and-ti ne

St andards Track
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+--rw request ed-site-stop? yang: dat e-and-ti ne
+--rw | ocations
| +--rwlocation* [location-id]

+--rw location-id svc-id
+--rw address? string
+--rw postal - code? string
+--rw state? string
+--rwcity? string

|

|

|

|

|

| +--rw country-code? string
+--rw devi ces

| +--rw device* [device-id]

| +--rw device-id svc-id
| +--rw |l ocation

| | -> ../../l../locations/l|ocation/location-id
| +--rw managenent

| +--rw address-famly? address-fam |y

| +--rw address i net:ip-address

+--rw site-diversity {site-diversity}?

| +--rw groups

| +--rw group* [group-id]

|

+--rw group-id string
+--rw managenent
| +--rwtype identityref

+--rw vpn-policies
| +--rw vpn-policy* [vpn-policy-id]

+--rw vpn-policy-id svc-id
+--rwentries* [id]
+--rwid svc-id

+-rwfilters
| +-rwfilter* [type]

|

|

|

I

| | +--rw type i dentityref

| | +--rw | an-tag* string

| | | {lan-tag}?

| | +--rw ipv4-1lan-prefix* i net:ipva-prefix
| | | {ipva}?

| | +--rw i pv6-1an-prefix* i net:ipv6-prefix
| | {ipv6}?

| +--rw vpn* [vpn-id]

| +--rw vpn-id | eaf r ef

| +--rw site-rol e? identityref

+--rw site-vpn-flavor? identityref

+--rw maxi mum rout es

| +--rw address-fanmi|ly* [af]

| +--rw af address-fam |y
| +--rw maxi mumrout es? ui nt 32

+--rw security

| +--rw authentication

| +--rwencryption {encryption}?
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+--rw enabl ed? bool ean

+--rw | ayer?

enuner ati on

+--rw encryption-profile

+--rw (profile)?
+--:(provider-profile)

| +--rw profile-nanme? | eaf r ef
+--:(custoner-profile)
+--rw al gorithn? string
+--rw (key-type)?
+--: (psk)

January 2018

+--rw preshared- key? string

+--rw service
rw gqos {qos}?
+--rw qos-cl assification-policy

+- -

+--rwrule* [id]
+--rwid string
+--rw (match-type)?

+--: (mat ch-fl ow)

| +--rw match-flow

+--rw target-class-id? string

+--rw qos-profile

+--rw (qos-profile)?
+--: (standard)

St andards Track

|

|

|| +--rw dscp? i net:dscp
|| +--rw dot 1p? ui nt 8

|| +--rw ipv4-src-prefix?

| | i net:ipv4-prefix

| ] +--rw i pv6-src-prefix?

|| | i net:ipv6-prefix

| ] +--rw ipv4-dst-prefix?

|| | inet:ipv4-prefix

|| +--rw i pv6-dst-prefix?

| | i net:ipv6-prefix

| ] +--rw | 4-src-port?

|| | i net: port-nunber

|| +--rw target-sites* svc-id
|| | {target-sites}?

|| +--rw | 4-src-port-range

|| | +--rwlower-port? inet:port-nunber
|| | +--rw upper-port? inet:port-nunber
|| +--rw | 4-dst-port?

|| | i net: port-nunber

| ] +--rw | 4-dst-port-range

|| | +--rwlower-port? inet:port-nunber
| | +--rw upper-port? inet:port-nunber
| ] +--rw protocol -field? uni on

| +--:(match-application)

| +--rw nmat ch-application? i dentityref
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| +--rw profile? | eaf ref
+--:(custom
+--rw cl asses {qos-custon?
+--rw class* [class-id]
+--rw class-id string
+--rw direction? identityref
+--rwrate-limt? deci mal 64
+--rw | atency
| +--rw (flavor)?
+--: (1 onest)
| +--rw use-|owest-I|atency?
| enpty
+--: (boundary)
+--rw | at ency- boundary?
uintl16

|
|
|
|
|
| Ny
+--rwijitter
| +--rw (flavor)?
| +--: (] owest)
| | +--rw use-lowest-jitter?
| | enpty
| +--: (boundary)
| +--rw | at ency- boundary?
| ui nt 32
+--rw bandwi dt h
+--rw guar ant eed- bw per cent
| deci nal 64
+--rw end-t o-end? enpty
+--rw carrierscarrier {carrierscarrier}?
| +--rw signalling-type? enumer ati on
+--rw multicast {nmulticast}?
+--rw multicast-site-type? enuner ati on
+--rw mul ticast-address-famly
|  +--rwipv4d? bool ean {ipv4}?
| +--rwipv6? bool ean {ipv6}?
+--rw protocol -type? enumer ati on

+--rwtraffic-protection {fast-reroute}?

+--rw enabl ed? bool ean

+--rw routing-protocol s

+--rw routing-protocol * [type]
+--rw type identityref
+--rw ospf {rtg-ospf}?
| +--rw address-famly* address-fam |y
| +--rw area-address yang: dot t ed- quad
| +--rwnetric? ui nt 16
| +--rw shamlinks {rtg-ospf-shamlink}?
| +--rw shamlink* [target-site]
| +--rw target-site svc-id
| +--rw nmetric? ui nt 16
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+--rw bgp {rtg-bgp}~?
| +--rw aut ononous-system ui nt 32
| +--rw address-fanily* address-fanmi |y
+--rw static
| +--rw cascaded-| an-prefixes
+--rw ipvéd-lan-prefixes* [l an next-hop]

|

| | {ipva}?

| | +--rwlan inet:ipva-prefix
| | +--rwlan-tag? string

| | +--rw next-hop i net:ipv4-address
| +--rw i pv6-1an-prefixes* [|an next-hop]
| {ipve}?

| +-rw lan i net:ipv6-prefix
| +--rw | an-tag? string

| +--rw next - hop i net:ipv6-address

+--rwrip {rtg-rip}?
| +--rw address-fam|y* address-fam |y
+-rwvrrp {rtg-vrrp}?
+--rw address-fam | y* address-fam |y
+--ro0 actual -site-start? yang: date-and-ti ne
+--ro0 actual -site-stop? yang: date-and-ti ne
+--rw site-network-accesses
+--rw site-network-access* [site-network-access-id]
+--rw site-network-access-id svc-id
+--rw site-network-access-type? i dentityref
+--rw (location-flavor)
| +--:(location)
| +--rwlocation-reference? | eaf ref
+--:(device)
+--rw devi ce-reference?
-> ../../../devices/device/device-id

-rw access-diversity {site-diversity}?
+--TW groups
| +--rw group* [group-id]
| +--rw group-id string
+--rw constraints
+--rw constraint-type identityref

+--rw target
+--rw (target-flavor)?

+--:(id)
| +--rw group* [group-id]
| +--rw group-id string

|

|

|

+-

|

|

|

|

| +--rw constraint* [constraint-type]
|

|

|

|

|

|

| +--:(all -accesses)

| | +--rw all-other-accesses? enpty
| +--:(all-groups)

| +--rw al | - ot her-groups? enpty

+--rw bearer
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+--rw request ed-type {requested-type}?
| +--rw requested-type? string
| +--rwstrict? bool ean
+--rw al ways-on? bool ean {al ways-on}?
+--rw bearer-reference? string
{bearer-reference}?
--rw i p-connection
+--rwipvd {ipva}?
+--rw address-al |l ocati on-type? i dentityref
+--rw provider-dhcp
+--rw provider-address?
| i net:ipv4-address

+--rw prefix-1ength? uint8
+--rw (address-assign)?

+--: (nunber)

| +--rw nunber - of -dynam c- addr ess?

| uint 16

+--:(explicit)
+--rw cust oner - addr esses
+--rw addr ess-group* [group-id]
+--rw group-id string
+--rw start-address?
| i net:ipv4-address
+--rw end- addr ess?
i net:ipv4-address

+-- "+

--rw dhcp-rel ay
+--rw provi der - addr ess?
| i net:ipv4-address
+--rw prefix-1ength? uint8
+--rw cust omer - dhcp-servers
+--rw server-ip-address*
i net:ipv4-address
--rw addresses
+--rw provider - address”? i net:ipv4-address
+--rw cust oner - addr ess? i net:ipv4-address
+--rw prefix-1ength? uint8
+--rw ipve {ipv6}?
+--rw address-al |l ocati on-type? identityref

+--rw provider-dhcp
| +--rw provider-address?
| i net:ipv6-address

+--rw prefix-1ength? uint8
+--rw (address-assign)?

+--: (nunber)

| uint16

+--:(explicit)
+--rw cust oner - addr esses

_—_ Y ——

|
|
|
|
| | +--rw nunber - of -dynam c- addr ess?
|
|
|
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+--rw addr ess-group* [group-id]
+--rw group-id string
+--rw start-address?
| i net:i pv6-address
+--rw end- addr ess?
i net:i pv6-address

I
I
I
I
I
I
+
I
I
I
I
I
I
+

||
||
||
||
||
||
|| --rw dhcp-rel ay
|| +--rw provider-address?
| ] | i net:ipv6-address
|| +--rw prefix-1ength? uint8
| +--rw cust oner - dhcp-servers
|| +--rw server-ip-address*
|| i net:i pv6-address
|| --rw addresses
| ] +--rw provider-address? i net:i pv6-address
|| +--rw cust omer - addr ess? i net:i pv6-address
| +--rw prefix-1ength? uint8
| +--rw oam
| +--rw bfd {bfd}?
| +--rw enabl ed? bool ean
| +--rw (hol dtine)?
| +--:(fixed)
| | +--rw fixed-val ue? ui nt 32
| +--:(profile)
| +--rw profile-nanme? | eaf ref
--rw security

+--rw aut hentication

+--rw encryption {encryption}?

+--rw enabl ed? bool ean
+--rw | ayer? enuner ati on

+--rw (profile)?
+--:(provider-profile)

| +--rw profil e-nane? | eaf ref
+--:(custoner-profile)
+--rw al gorithnf string
+--rw (key-type)?
+--: (psk)

+
|
|
|
|
| +--rw encryption-profile
|
|
|
|
|
|
|
|

+--rw preshared- key? string
+--rw service

+--rw svc-i nput - bandwi dt h ui nt 64
+--rw svc-out put - bandwi dt h ui nt 64
+--rw svc-ntu ui nt 16

|
|
|
| +--rw gos {qos}?

| | +--rw gos-classification-policy

| | | +--rwrule* [id]

|| | +--rwid string
|| | +--rw (match-type)?
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|| | | +--:(match-flow)

| | | +--rw match-flow

| || +--rw dscp?

I | | i net: dscp

I || +--rw dot 1p? ui nt 8

|1 | | ] +--rw i pv4-src-prefix?

|| | || | i net:ipv4-prefix

[ | +--rw i pv6-src-prefix?

I | ] | i net:ipv6-prefix

|1 | | ] +--rw i pv4-dst-prefix?

I || | i net:ipv4-prefix

|1 | | ] +--rw i pv6-dst-prefix?

|| | || | i net:ipv6-prefix

|| | | +--rw | 4-src-port?

|| | | | i net: port - number

I | +--rw target-sites* svc-id

I || {target-sites}?

I || +--rw | 4-src-port-range

|| | | | +--rw lower-port?

|| | || | i net: port - number

|1 | ] | +--rw upper-port?

I || | i net : port - number

I | +--rw | 4-dst-port?

| || | i net: port - number

| || +--rw | 4-dst-port-range

|| | | | +--rw lower-port?

|| | || | i net: port - number

I || | +--rw upper-port?

I || | i net : port - number

| || +--rw protocol -field? uni on

| | +--:(match-application)

I | +--rw mat ch-appl i cati on?

|| | | i dentityref

| ] +--rw target-class-id? string

| | +--rwqos-profile

| +--rw (qos-profile)?

| +--: (st andar d)

| ] | +--rwoprofile? leafref

| +--:(custom

|| +--rw cl asses {qos-custon}?

| +--rw class* [class-id]

|| +--rw class-id string

|| +--rw direction? i dentityref

|| +--rwrate-lint? decinal 64

|| +--rw | at ency

|| | +-rw (flavor)?

|| | +--: (1 owest)

| | | +-rw use-lowest-I|atency?
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| | enpty
| +--: (boundary)
| +-rw | at ency-boundary?
| uint16
+--rwijitter
| +-rw (flavor)?
| +--: (] onest)
| | +--rwuse-lowest-jitter?
| | enpty
| +--: (boundary)
| +--rw | at ency- boundary?
| ui nt 32
+--rw bandwi dt h
+--rw guar ant eed- bw- per cent
| deci mal 64
+--rw end-t o-end?

enpty

+--rw carrierscarrier {carrierscarrier}?

+--rw signal ling-type? enuner ati on

+--rw multicast {nulticast}?

+--rw multicast-site-type? enumer ati on
+--rw mul ticast-address-famly

|  +--rwipv4d? bool ean {ipv4}?

|  +--rwipv6? bool ean {ipv6}?

+--rw protocol -type? enuner ati on

--rw routing-protocol s
+--rw routing-protocol * [type]

+--rw type identityref

+--rw ospf {rtg-ospf}?

| +--rw address-famly* address-fam |y
| +--rw area-address yang: dot t ed- quad
| +--rwnetric? ui nt 16

| +--rw shamlinks {rtg-ospf-shamlink}?
| +--rw shamlink* [target-site]

| +--rw target-site svc-id

| +--rw nmetric? ui nt 16
+--rw bgp {rtg-bgp}?

| +--rw aut ononous-system ui nt 32

| +--rw address-fanily* address-fanmi |y
+--rw static

| +--rw cascaded-| an-prefixes

| +--rw ipv4-1lan-prefixes*

| | [lan next-hop] {ipv4}?

|

|

|

|

|

| +--rwlan inet:ipva-prefix
| +--rwlan-tag? string
| +--rw next-hop i net:ipv4-address

+--rw i pv6-1an-prefixes*
[lan next-hop] {ipv6}?
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| +-rw lan i net:ipv6-prefix
| +--rw | an-tag? string
| +--rw next - hop i net:ipv6-address

| +--rw address-fam|y* address-fam |y
+-rwvrrp {rtg-vrrp}?
+--rw address-fam | y* address-fam |y
+--rw availability
| +--rw access-priority? ui nt 32
+--rw vpn-attachment
+--rw (attachment-fl avor)
+--:(vpn-policy-id)

I
|
| +--rwrip {rtg-rip}?
I
I
I

| +--rw vpn-policy-id? | eaf ref
+--:(vpn-id)
+--rw vpn-id? | eaf r ef
+--rw site-rol e? identityref

6.1. Features and Augnentation

The nodel defined in this docunent inplenents nmany features that
allow inplenentations to be nmodular. As an exanple, an

i mpl enentati on may support only I Pv4d VPNs (I Pv4 feature), 1Pv6 VPNs
(IPv6 feature), or both (by advertising both features). The routing
protocol s proposed to the custoner nmay al so be enabl ed t hrough
features. This nodel also defines sone features for options that are
nore advanced, such as support for extranet VPNs (Section 6.2.4),
site diversity (Section 6.6), and QoS (Section 6.12.3).

In addition, as for any YANG data nodel, this service nodel can be
augnented to i nplement new behaviors or specific features. For
exanpl e, this nmodel uses different options for |IP address
assignments; if those options do not fulfill all requirenents, new
options can be added through augmentation

6.2. VPN Service Overview

A vpn-service list itemcontains generic information about the VPN
service. The "vpn-id" provided in the vpn-service list refers to an
internal reference for this VPN service, while the custoner nane
refers to a nore-explicit reference to the customer. This identifier
is purely internal to the organization responsible for the VPN

servi ce.
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6. 2.

1. VPN Service Topol ogy

The type of VPN service topology is required for configuration. Qur
proposed nodel supports any-to-any, Hub and Spoke (where Hubs can
exchange traffic), and "Hub and Spoke disjoint" (where Hubs cannot
exchange traffic). New topologies could be added via augnentation
By default, the any-to-any VPN service topology is used.

6.2.1.1. Route Target Allocation

\My

A Layer 3 PE-based VPN is built using route targets (RTs) as
described in [RFC4364]. The managenent systemis expected to
automatically allocate a set of RTs upon receiving a VPN service
creation request. How the managenent system all ocates RTs is out of
scope for this docunent, but multiple ways coul d be envi saged, as
descri bed bel ow.

Managenment system

Qe m e e e e e e e M e e e MM eeaesaeeeassmssamsassaaaaa- >
Request RT
L + Topo a2a S +
RESTCONF | | ----- >

User ------------- | Service Orchestration | | Network |

| 3vpn-svc | | <----- | GsS
Model R e R + Response +---------- +

RT1, RT2

In the exanpl e above, a service orchestration, owning the
instantiation of this service nodel, requests RTs to the network GCSS.
Based on the requested VPN service topology, the network OSS replies
with one or nultiple RTs. The interface between this service
orchestration and the network OSS is out of scope for this docunent.

Tt +
RESTCONF | |
User ------------- | Servi ce Orchestration |
| 3vpn-svc | |
Model | |
| RT pool: 10:1->10:10000
| RT pool: 20:50->20: 5000

In the exanpl e above, a service orchestration, owning the
instantiation of this service nodel, owns one or nore pools of RTs
(specified by the SP) that can be allocated. Based on the requested
VPN service topology, it will allocate one or multiple RTs fromthe
pool
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The nmechani snms shown above are just exanples and shoul d not be
consi dered an exhaustive |ist of solutions.

6.2.1.2. Any-to-Any

Any-to- Any VPN Service Topol ogy

In the any-to-any VPN service topology, all VPN sites can comuni cate
with each other without any restrictions. The nanagenent systemthat
receives an any-to-any I P VPN service request through this nodel is
expected to assign and then configure the VRF and RTs on the
appropriate PEs. In the any-to-any case, a single RT is generally
required, and every VRF inports and exports this RT.

6.2.1.3. Hub and Spoke

\My

o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e +
| Hub_Sitel ------ PE1 PE2 ------ Spoke_Sitel

| . +
| |

| S +
| Hub_Site2 ------ PE3 PE4 ------ Spoke_Site2

o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e +

Hub- and- Spoke VPN Servi ce Topol ogy

I n the Hub-and- Spoke VPN service topology, all Spoke sites can
conmuni cate only with Hub sites but not with each other, and Hubs can
al so conmuni cate with each other. The managenent systemthat owns an
any-to-any | P VPN service request through this nodel is expected to
assign and then configure the VRF and RTs on the appropriate PEs. In
t he Hub-and- Spoke case, two RTs are generally required (one RT for
Hub routes and one RT for Spoke routes). A Hub VRF that connects Hub
sites will export Hub routes with the Hub RT and will inmport Spoke
routes through the Spoke RT. It will also inport the Hub RT to all ow
Hub-t o- Hub conmuni cati on. A Spoke VRF that connects Spoke sites wl|
export Spoke routes with the Spoke RT and will inport Hub routes
through the Hub RT.
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The managenent system MJST take into account constraints on Hub-and-
Spoke connections. For exanple, if a managenent system decides to
mesh a Spoke site and a Hub site on the sanme PE, it needs to mesh
connections in different VRFs, as shown in the figure bel ow

Hub_Site ------- (VRF_Hub) PE1
(VRF_Spoke)
_
Spoke_Sitel ------------------- + |
|
Spoke_Site2 ----------------------- +

6.2.1.4. Hub and Spoke Di sjoi nt

o m m e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e mm e memao - +

| Hub_Sitel ------ PE1 PE2 ------ Spoke_Sitel |

oo e e e o o e +
|

o m e e e i e e oo T +

| Hub_Site2 ------ PE3 PE4 ------ Spoke_Site2 |

o m m e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e mm e memao - +

Hub and Spoke Disjoint VPN Service Topol ogy

In the Hub and Spoke disjoint VPN service topol ogy, all Spoke sites
can comuni cate only with Hub sites but not with each other, and Hubs
cannot communi cate with each other. The nanagenment systemthat owns
an any-to-any IP VPN service request through this nodel is expected
to assign and then configure the VRF and RTs on the appropriate PEs.
In the Hub-and- Spoke case, two RTs are required (one RT for Hub
routes and one RT for Spoke routes). A Hub VRF that connects Hub

sites will export Hub routes with the Hub RT and will inmport Spoke
routes through the Spoke RT. A Spoke VRF that connects Spoke sites
wi Il export Spoke routes with the Spoke RT and will inport Hub routes

through the Hub RT.

The managenent system MUST take into account constraints on Hub-and-
Spoke connections, as in the previous case.

Hub and Spoke di sjoint can al so be seen as multiple Hub-and- Spoke
VPNs (one per Hub) that share a commpn set of Spoke sites.
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6.2.2. (Coud Access

The proposed nodel provides cloud access configuration via the

"cl oud- accesses" container. The usage of cloud-access is targeted
for the public cloud. An Internet access can al so be considered a
public cloud access service. The cloud-accesses contai ner provides
paranmeters for network address translation and authorization rul es.

A private cloud access may be addressed through NNI's, as described in
Section 6.15.

A cloud identifier is used to reference the target service. This
identifier is local to each adm nistration

The nodel allows for source address translation before accessing the
cloud. |1Pv4-to-1Pv4 address translation (NAT44) is the only
supported option, but other options can be added through
augnentation. |If |IP source address translation is required to access
the cloud, the "enabl ed" |eaf MJST be set to true in the "nat44"
container. An IP address may be provided in the "custoner-address"
leaf if the customer is providing the IP address to be used for the
cloud access. If the SP is providing this address, "custormer-
address" is not necessary, as it can be picked froma pool of SPs.

By default, all sites in the IP VPN MUST be authorized to access the
cloud. If restrictions are required, a user MAY configure the
"permt-site" or "deny-site" leaf-list. The permt-site leaf-Ilist
defines the list of sites authorized for cloud access. The deny-site
leaf-l1ist defines the list of sites denied for cloud access. The
nodel supports both "deny-any-except" and "permt-any-except"

aut hori zati on.

How the restrictions will be configured on network el enents is out of
scope for this docunent.
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\My

I P VPN

T o S O S S S SIS
+ Site 3 +---+ Cdoud 1 +
+ Site 1 + ettt
+ +

+ Site 2 + o= bbbt
+ + + Internet +
+ Site 4 + -+t

L L L L

+++++++H+++

+ Cloud 2 +
+++++++++++

In the exanpl e above, we configure the global VPN to access the
Internet by creating a cloud-access pointing to the cloud identifier

for the Internet service. No authorized sites will be configured, as
all sites are required to access the Internet. The "address-
transl ati on/ nat 44/ enabl ed" leaf will be set to true.

<?xm version="1.0""?7>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>I NTERNET</ cl oud-i dentifier>
<addr ess-transl ati on>
<nat 44>
<enabl ed>t r ue</ enabl ed>
</ nat 44>
</ address-transl ati on>
</ cl oud- access>
</ cl oud- accesses>
</ vpn-service>
</ vpn-servi ces>
</ 3vpn-svc>

et al. St andards Track [ Page 27]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018

If Site 1 and Site 2 require access to Cloud 1, a new cl oud-access

pointing to the cloud identifier of Cloud 1 will be created. The
permit-site leaf-list will be filled with a reference to Site 1 and
Site 2.

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>C oudl</cloud-identifier>
<permt-site>sitel</permt-site>
<permt-site>site2</pernit-site>
</ cl oud- access>
</ cl oud- accesses>
</ vpn-service>
</ vpn-servi ces>
</ 3vpn-svc>

If all sites except Site 1 require access to Cloud 2, a new cl oud-
access pointing to the cloud identifier of Cloud 2 will be created.
The deny-site leaf-list will be filled with a reference to Site 1

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>123456487</vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>C oud2</cl oud-identifier>
<deny-site>sitel</deny-site>
</ cl oud- access>
</ cl oud- accesses>
</ vpn-service>
</vpn-services>
</l 3vpn-svc>

A service with nore than one cloud access is functionally identica
to nultiple services each with a single cloud access, where the sites
that belong to each service in the |latter case correspond with the
aut hori zed sites for each cloud access in the former case. However,
defining a single service with nultiple cloud accesses nay be
operationally sinpler.
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6. 2.

\My

3. Milticast Service
Multicast in IP VPNs is described in [ RFC6513].

If nulticast support is required for an IP VPN, sone global nulticast
paranmeters are required as i nput for the service request.

Users of this nodel will need to provide the flavors of trees that
will be used by custoners within the IP VPN (custoner tree). The
proposed nodel supports bidirectional, shared, and source-based trees
(and can be augnented). Miltiple flavors of trees can be supported
si mul t aneousl y.

Operator network

/ \
| |
(SSM tree) |
Recv (1GWv3) -- Site2 ------- PE2 |
| PEL --- Sitel --- Sourcel
| | \
| | -- Source2
| |
(ASM tree) |
Recv (1GWv2) -- Site3 ------- PE3 |
I
(SSM tree) |
Recv (1GWv3) -- Site4 ------- PE4 |
|/ |
Recv (I GWv2) -- Siteb -------- |
(ASM tree) |
| |
\ /

VWhen an ASM fl avor is requested, this nodel requires that the
and "rp-di scovery" paranmeters be filled. Miltiple RP-to-group
nmappi ngs can be created using the "rp-group-nmappi ngs" container. For
each mappi ng, the SP can nanage the RP service by setting the

“provi der - managed/ enabl ed" leaf to true. |In the case of a provider-
managed RP, the user can request RP redundancy and/or optimal traffic
delivery. Those paranmeters will help the SP select the appropriate
technol ogy or architecture to fulfill the custoner service
requirenent: for instance, in the case of a request for optinal
traffic delivery, an SP nay use Anycast-RP or RP-tree-to-SPT
swi t chover architectures.

rp
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In the case of a customer-managed RP, the RP address nust be filled
in the RP-to-group mappings using the "rp-address" leaf. This |eaf
is not needed for a provider-managed RP

Users can define a specific nechanismfor RP discovery, such as the
"auto-rp", "static-rp", or "bsr-rp" nodes. By default, the nodel
uses "static-rp" if ASMis requested. A single rp-discovery
mechanismis allowed for the VPN. The "rp-discovery" contai ner can
be used for both provider-nanaged and customrer-nmanaged RPs. |n the
case of a provider-managed RP, if the user wants to use "bsr-rp" as a
di scovery protocol, an SP shoul d consider the provider-mnaged
"rp-group- mappi ngs" for the "bsr-rp" configuration. The SP will then

configure its selected RPs to be "bsr-rp-candidates". |n the case of
a custoner-managed RP and a "bsr-rp" discovery nmechanism the
"rp-address" provided will be the bsr-rp candi date.

6.2. 4. Ext ranet VPNs

\My

There are sonme cases where a particular VPN needs access to resources
(servers, hosts, etc.) that are external. Those resources nmay be
| ocated in another VPN

TSR + TSR +
/ \ / \
Site A -- | VPN A | --- VPN B | --- Site B
\ / \ [ (Shared
R + R + resour ces)

In the figure above, VPN B has sone resources on Site B that need to
be available to sone custoners/partners. VPN A nust be able to
access those VPN B resources.

Such a VPN connection scenario can be achieved via a VPN policy as
defined in Section 6.5.2.2. But there are sone sinple cases where a
particular VPN (VPN A) needs access to all resources in another VPN
(VPN B). The nodel provides an easy way to set up this connection
usi ng the "extranet-vpns" container

The extranet-vpns contai ner defines a list of VPNs a particular VPN
wants to access. The extranet-vpns contai ner nmust be used on
customer VPNs accessing extranet resources in another VPN. In the
figure above, in order to provide VPN A with access to VPN B, the
ext ranet -vpns contai ner needs to be configured under VPN A with an
entry corresponding to VPN B. There is no service configuration
requi renent on VPN B
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Readers should note that even if there is no configuration
requirement on VPN B, if VPN Alists VPN B as an extranet, all sites
in VPN B will gain access to all sites in VPN A

The "site-role" |leaf defines the role of the local VPN sites in the
target extranet VPN service topology. Site roles are defined in
Section 6.4. Based on this, the requirenments described in

Section 6.4 regarding the site-role | eaf are also applicable here.

In the exanple bel ow, VPN A accesses VPN B resources through an
extranet connection. A Spoke role is required for VPN A sites, as
sites from VPN A nust not be able to communicate with each ot her
through the extranet VPN connecti on.

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNB</ vpn-i d>
<vpn-servi ce-t opol ogy>hub- spoke</ vpn-servi ce-t opol ogy>
</vpn-service>
<vpn- servi ce>
<vpn-i d>VPNA</ vpn-i d>
<vpn-servi ce-topol ogy>any-t o- any</ vpn-servi ce-t opol ogy>
<extranet-vpns>
<extranet-vpn>
<vpn-i d>VPNB</ vpn-i d>
<l ocal -si tes-rol e>spoke-rol e</| ocal -sites-rol e>
</ extranet-vpn>
</ extranet-vpns>
</ vpn-service>
</vpn-services>
</l 3vpn-svc>

Thi s nodel does not define how the extranet configuration will be
achi eved.

Any VPN interconnection scenario that is nore conplex (e.g., only
certain parts of sites on VPN A accessing only certain parts of sites
on VPN B) needs to be achieved using a VPN attachnment as defined in
Section 6.5.2, and especially a VPN policy as defined in

Section 6.5.2.2.
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6.3. Site Overview

A site represents a connection of a custoner office to one or nore
VPN services. Each site is associated with one or nore | ocations.

Fom e e +
/ \
L + +o---- | VPN1
| | | \ /
| New York Ofice |------ (site) ----- + R +
| | | LRREEEEEREERE +
Fom - + | / \
oo | VPN2 |
\ /
N +

A site has several characteristics:

o Unique identifier (site-id): uniquely identifies the site within
the overall network infrastructure. The identifier is a string
that allows any encoding for the |l ocal administration of the VPN
servi ce.

o Locations (locations): site location information that all ows easy
retrieval of information fromthe nearest avail able resources. A
site may be conposed of nultiple |locations. Alternatively, two or
nore sites can be associated with the same |ocation, by
referencing the sane | ocation |ID

o Devices (devices): allows the custoner to request one or nore
customer prem ses equi pnent entities fromthe SP for a particul ar
site.

o Managenent (nmanagenent): defines the type of managenent for the
site -- for example, co-nmanaged, custoner-managed, or provider-
managed. See Section 6. 10.

o Site network accesses (site-network-accesses): defines the list of
networ k accesses associated with the sites, and their properties
-- especially bearer, connection, and service paraneters.

A site-network-access represents an | P | ogical connection of a site.
A site may have nultiple site-network-accesses.
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¥rkxkxk*k (site-network-access#l) *rrxxx

|
|
| New York Office |
| | ****** (site-network-access#2) **x**x
|

Mul tiple site-network-accesses are used, for instance, in the case of
mul ti homi ng. Sonme ot her meshing cases may al so include multiple
si t e- net wor k- accesses.

The site configuration is viewed as a global entity; we assune that
it is nostly the managenent systemis role to split the paraneters
between the different elements within the network. For exanple, in
the case of the site-network-access configuration, the nanagenent
system needs to split the overall paraneters between the PE
configuration and the CE configuration

6.3.1. Devices and Locations

\My

A site may be conposed of nultiple locations. Al the |locations wll
need to be configured as part of the "locations" container and |ist.
A typical exanple of a multi-location site is a headquarters office
in acity composed of nmultiple buildings. Those buildings may be
located in different parts of the city and may be |inked by intra-
city fibers (customer nmetropolitan area network). In such a case,
when connecting to a VPN service, the customer nmay ask for

mul ti hom ng based on its distributed | ocations.

New York Site

R T + Site

|+ -------------- e [
| | Manhattan | |****** (site-network-access#l) ***x**
R + |

I +

| | Brooklyn | |****** (site-network-access#2) ***x*x*
I + |

| | oo
oo o - +

A custonmer nay al so request sone prem ses equi pnent entities (CEs)
fromthe SP via the "devices" container. Requesting a CEinplies a
provi der - managed or co-nanaged nodel. A particul ar device nust be
ordered to a particul ar al ready-configured |ocation. This would help
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6.3

6.3

\My

the SP send the device to the appropriate postal address. 1|In a
multi-location site, a custoner may, for exanple, request a CE for
each |l ocation on the site where multihom ng nmust be inplenmented. In

the figure above, one device nmay be requested for the Manhattan
| ocation and one other for the Brooklyn |ocation

By using devices and | ocations, the user can influence the
mul ti hom ng scenario he wants to inplenment: single CE, dual CE, etc.

.2. Site Network Accesses

As nentioned earlier, a site nay be multi honmed. Each |IP network
access for a site is defined in the "site-network-accesses"
container. The site-network-access paraneter defines howthe site is
connected on the network and is split into three main classes of

par anet ers:

o bearer: defines requirements of the attachnent (bel ow Layer 3).
o connection: defines Layer 3 protocol parameters of the attachnent.

o availability: defines the site’'s availability policy. The
avail ability paraneters are defined in Section 6.7.

The site-network-access has a specific type (site-network-access-
type). This docunent defines two types:

0 point-to-point: describes a point-to-point connection between the
SP and the custoner.

o multipoint: describes a nmultipoint connection between the SP and
the custoner.

The type of site-network-access may have an inpact on the paraneters
offered to the custoner, e.g., an SP may not offer encryption for

nmul tipoint accesses. It is up to the provider to deci de what
paraneter is supported for point-to-point and/or nultipoint accesses;
this topic is out of scope for this docunment. Sone containers
proposed in the nodel may require extensions in order to work
properly for nultipoint accesses.

2. 1. Bear er

The bearer container defines the requirenents for the site attachnent
to the provider network that are bel ow Layer 3.

The bearer parameters will help determ ne the access nedia to be
used. This is further described in Section 6.6.3.
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6.3.2.2. Connection

The "ip-connection" container defines the protocol paraneters of the
attachment (I1Pv4 and |1 Pv6). Depending on the nanagenment node, it
refers to PE-CE addressing or CE-to-custoner-LAN addressing. In any
case, it describes the responsibility boundary between the provider
and the custonmer. For a custoner-nmanaged site, it refers to the

PE- CE connection. For a provider-nanaged site, it refers to the
CE-t o- LAN connecti on.

6.3.2.2.1. |P Addressing

\My

An | P subnet can be configured for either IPv4 or |IPv6 Layer 3
protocols. For a dual-stack connection, two subnets will be
provi ded, one for each address famly.

The "address-all ocation-type" determ nes how the address all ocation
needs to be done. The current nodel defines five ways to performlIP
address all ocation:

o provider-dhcp: The provider will provide DHCP service for customner
equi pment; this is applicable to either the "IPv4" container or
the "1 Pv6" container.

o provider-dhcp-relay: The provider will provide DHCP rel ay service
for customer equipnent; this is applicable to both |Pv4 and | Pv6
addressing. The custonmer needs to popul ate the DHCP server |ist
to be used.

0o static-address: Addresses will be assigned manually; this is
applicable to both I Pv4 and | Pv6 addressing.

o slaac: This paraneter enables statel ess address autoconfiguration
[ RFC4862]. This is applicable to I Pv6 only.

o provider-dhcp-slaac: The provider will provide DHCP service for
customer equi prent, as well as statel ess address
autoconfiguration. This is applicable to IPv6 only.

In the dynani c addressi ng nechanism the SP is expected to provide at
| east the | P address, prefix length, and default gateway information
In the case of multiple site-network-access points belonging to the
sanme VPN, address space allocated for one site-netwrk-access should
not conflict with one allocated for other site-network-accesses.
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6.3.2.2.2. OAM

A customer may require a specific IP connectivity fault detection
mechani smon the I P connection. The nodel supports BFD as a fault
detection nmechanism This can be extended with ot her nechanisns via
augnentation. The provider can propose sone profiles to the
custoner, depending on the service |level the customer wants to
achieve. Profile names must be comunicated to the customer. This
conmuni cation is out of scope for this docunent. Some fixed val ues
for the holdtime period nmay al so be inposed by the customer if the
provider allows the customer this function

The "oanmt contai ner can easily be augnented by ot her nechanisns; in
particul ar, work done by the LI ME Working G oup
(https://datatracker.ietf.org/wg/lime/charter/) may be reused in
appl i cabl e scenari os.

6.3.2.3. Inheritance of Paraneters Defined at Site Level and Site

6. 4.

\My

Net wor k Access Leve

Sone paraneters can be configured at both the site level and the
site-network-access level, e.g., routing, services, security.

I nheritance applies when paraneters are defined at the site |evel.
If a parameter is configured at both the site | evel and the access
| evel , the access-level paraneter MJST override the site-Ileve

paranmeter. Those paraneters will be described later in this
document .

In ternms of provisioning inpact, it will be up to the inplementation
to decide on the appropriate behavior when nodifying existing
configurations. But the SP will need to comruni cate to the user

about the inmpact of using inheritance. For exanmple, if we consider
that a site has already provisioned three site-network-accesses, what
wi Il happen if a customer changes a service parameter at the site
level ? An inplementation of this nodel may update the service
paraneters of all already-provisioned site-network-accesses (with
potential inpact on live traffic), or it may take into account this
new paraneter only for the new sites.

Site Role

A VPN has a particular service topol ogy, as described in

Section 6.2.1. As a consequence, each site belonging to a VPN is
assigned with a particular role in this topology. The site-role |eaf
defines the role of the site in a particular VPN topol ogy.

In the any-to-any VPN service topol ogy, all sites MJST have the sane
role, which will be "any-to-any-role".
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In the Hub-and- Spoke VPN service topology or the Hub and Spoke
di sjoint VPN service topology, sites MJST have a Hub role or a Spoke
role.

6.5. Site Belonging to Multiple VPNs

6.5.1. Site VPN Fl avor
A site may be part of one or nultiple VPNs. The "site-vpn-flavor"
defines the way the VPN multiplexing is done. The current version of
the nodel supports four flavors:
o site-vpn-flavor-single: The site belongs to only one VPN

o site-vpn-flavor-multi: The site belongs to nultiple VPNs, and al
the | ogical accesses of the sites belong to the sane set of VPNs.

o site-vpn-flavor-sub: The site belongs to multiple VPNs with
mul tiple |logical accesses. Each |ogical access may nmap to
different VPNs (one or nmany).

o site-vpn-flavor-nni: The site represents an option A NN

6.5.1.1. Single VPN Attachnent: site-vpn-flavor-single

The figure bel ow describes a single VPN attachnent. The site
connects to only one VPN

Fomm e e +
o e e e o + Site / \
| R Rt |
| | ***(site-network-access#l)***| VPNL |
| New York Office | | |
| | ***(site-network-access#2)***| |
| R EEETE | |
i + \ /

S +
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6.5.1.2. MiltiVPN Attachnent: site-vpn-flavor-nulti

The figure bel ow describes a site connected to nmultiple VPNs.

TS +

t---f---- 4 \
T R R T + Site / | \ |
N R T R | | VPN B
| | ***(site-network-access#l)****x** | | |
| New York Ofice | | | | |
| | ***(site-network-access#2)**x*x*x*x |\ | /
| R R T T | VPN At+----- | ---+
R + \ /

Fomm e +

In the exanpl e above, the New York office is nultihomed. Both
| ogi cal accesses are using the sane VPN attachnent rules, and both
are connected to VPN A and VPN B.

Reaching VPN A or VPN B fromthe New York office will be done via
destinati on-based routing. Having the sane destination reachable
fromthe two VPNs may cause routing troubles. The customer
admnistration’s role in this case would be to ensure the appropriate
mappi ng of its prefixes in each VPN

6.5.1.3. SubVPN Attachnment: site-vpn-flavor-sub

The figure bel ow describes a subVPN attachnent. The site connects to
nmul tiple VPNs, but each | ogical access is attached to a particular
set of VPNs. A typical use case for a subVPN is a custoner site used
by multiple affiliates with private resources for each affiliate that
cannot be shared (communi cati on between the affiliates is prevented).
It is simlar to having separate sites, but in the case of a SubVPN,
the customer can share some physical conponents at a single |ocation
whi | e mai ntai ning strong comruni cati on isol ation between the
affiliates. In this exanple, site-network-access#1 is attached to
VPN B, while site-network-access#2 is attached to VPN A
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R + Site R +
| I e / \
| | ****(site-network-access#l) ****x*| VPN B |
| New York Ofice | /
| | oo +
| | oo +
| | / \
| | ****(site-network-access#2)****x*| VPN A

| | /
I I R +
o e e e e e oo oo - +

A multi VPN can be inplenmented in addition to a subVPN, as a
consequence, each site-network-access can access nultiple VPNs. In
the exanpl e bel ow, site-network-access#1 is mapped to VPN B and VPN
C, while site-network-access#2 is mapped to VPN A and VPN D.

R I + Site +------ +

| I e R / +----- +

| | ****(site-network-access#1l)****| VPN B / \
| New York Ofice | \ | VPN C

| | F--m o \ /
| | +---- - +
I I

| | oo +

| | / LREEEE:
| | ****(site-network-access#2)****| VPN A / \
| | \ | VPN D |
| | e \ /
| [=- - mmr S e +

Mul tihoming is also possible with subVPNs; in this case, site-

net wor k- accesses are grouped, and a particular group will have access
to the sanme set of VPNs. In the exanple bel ow, site-network-access#l
and site-network-access#2 are part of the sane group (nultihored
together) and are mapped to VPN B and VPN C, in addition, site-

net wor k- access#3 and site-network-access#4 are part of the same group
(mul ti homed together) and are mapped to VPN A and VPN D
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R I + Site +------ +

| [ = - m e / +----- +

| | ****(site-network-access#l)*****| VPN B / \
| New York Ofice |****(site-network-access#2)***** |\ | VPN C

| | F--m o \ /
| | +---- - +

| |

| | oo +

| | | / LREEEE:

| | ****(site-network-access#3)*****| VPN A / \
| | ****(site-network-access#4)***** |\ | VPN D |
| | +oem - \ /
| R T T S e +

oo +

In ternms of service configuration, a subVPN can be achi eved by
requesting that the site-network-access use the sane bearer (see
Section 6.6.4 for nore details).

6.5.1.4. NN: site-vpn-flavor-nn

\My

A Network-to-Network Interface (NNI) scenario may be nodel ed using
the sites container (see Section 6.15.1). Using the sites container
to nodel an NNI is only one possible option for NNIs (see

Section 6.15). This option is called "option A" by reference to the
option A NNl defined in [RFC4364]. It is helpful for the SP to

i ndicate that the requested VPN connection is not a regular site but
rather is an NNI, as specific default device configuration parameters
may be applied in the case of NNIs (e.g., ACLs, routing policies).
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SP A SP B
/ \ / \
| |
++++++++ Inter-AS | i nk ++++++++
+ + + +
+ (VRF1l)---(VPN1l)----(VRF1l) +
+ ASBR + + ASBR +
+ (VRF2)---(VPN2)----(VRF2) +
+ + + +
+4+++++++ +4+++++++

++++++++ I nter-AS |ink ++++++++

+ + + +
+ (VRF1)---(VPNL)----(VRF1) +
+ ASBR + + ASBR +
+ (VRF2)---(VPN2)----(VRF2) +
+ + + +
++++++++ ++++++++
| |
| |
\ / \ /

The figure above describes an option A NNI scenario that can be

nodel ed using the sites container. In order to connect its custoner
VPNs (VPNL and VPN2) in SP B, SP A may request the creation of sone
site-network-accesses to SP B. The site-vpn-flavor-nni will be used

toinformSP B that this is an NNl and not a regular custoner site.
The site-vpn-flavor-nni may be multihomed and multi VPN as wel | .

6.5.2. Attaching a Site to a VPN
Due to the multiple site-vpn flavors, the attachnent of a site to an
IP VPN is done at the site-network-access (logical access) |eve
through the "vpn-attachment" container. The vpn-attachment container
is mandatory. The nodel provides two ways to attach a site to a VPN
o By referencing the target VPN directly.

o By referencing a VPN policy for attachnents that are nore conpl ex.

A choice is inplenented to allow the user to choose the flavor that
provi des the best fit.
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6.5.2.1. Referencing a VPN

Ref erencing a vpn-id provides an easy way to attach a particul ar

| ogi cal access to a VPN. This is the best way in the case of a
single VPN attachnment or subVPN with a single VPN attachnent per

| ogi cal access. When referencing a vpn-id, the site-role setting
nust be added to express the role of the site in the target VPN
servi ce topol ogy.

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</vpn-service>
<vpn- servi ce>
<vpn-i d>VPNB</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust ormer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<site-network-accesses>
<site-network-access>
<site-network-access-i d>LAl</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nmtu>1514</ svc- nt u>
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<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
<si te-network-access>
<site-network-access-i d>LA2</site-network-access-i d>
<i p- connecti on>
<i pv4>
<address-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-ntu>1514</svc-nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- att achnent >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</ 3vpn-svc>

The exampl e of a correspondi ng XM. sni ppet above describes a subVPN

case where a site (SITEl) has two | ogical accesses (LAl and LA2),
with LAl attached to VPNA and LA2 attached to VPNB
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6.5.2.2. VPN Policy

The "vpn-policy" list helps express a nulti VPN scenario where a

| ogi cal access belongs to nultiple VPNs. Miltiple VPN policies can
be created to handl e the subVPN case where each | ogical access is
part of a different set of VPNs.

As a site can belong to nultiple VPNs, the vpn-policy list may be
conposed of multiple entries. A filter can be applied to specify
that only some LANs of the site should be part of a particular VPN
Each tinme a site (or LAN) is attached to a VPN, the user nust
precisely describe its role (site-role) within the target VPN service

t opol ogy.

e o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mee—— oo +
| Sitel ------ PE7
Fom e + (VPN2) |
| |
e + |
Site2 ------ PE3 PE4 ------ Site3
S + |
| |
oo m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo o + |
| Sited ------ PE5 | PE6 ------ Siteb |
| | |
| ( VPN3) ||
TN N . + |
| |
o m e e e e e eeae—— oo +

In the exanpl e above, Site5 is part of two VPNs: VPN3 and VPN2. |t
will play a Hub role in VPN2 and an any-to-any role in VPN3. W can
express such a nulti VPN scenario with the follow ng XM snippet:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPN2</ vpn-i d>
</ vpn-service>
<vpn-servi ce>
<vpn-i d>VPN3</vpn-i d>
</ vpn-service>
</vpn-services>

<sites>

<site>
<site-id>Siteb</site-id>
<devi ces>
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<devi ce>
<devi ce-i d>D1</ devi ce-i d>
</ devi ce>
</ devi ces>
<managenent >
<t ype>provi der - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<vpn-polici es>
<vpn-policy>
<vpn-pol i cy-i d>POLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</i d>
<vpn>
<vpn-i d>VPN2</ vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</vpn>
</entries>
<entries>
<i d>ENTRY2</ i d>
<Vpn>
<vpn-i d>VPN3</vpn-id>
<site-rol e>any-to-any-rol e</site-rol e>
</vpn>
</entries>
</ vpn-policy>
</ vpn-polici es>
<site-network-accesses>
<si te-network-access>
<site-network-access-i d>LAl</site-network-access-id>
<devi ce-ref erence>D1</ devi ce-ref erence>
<i p-connecti on>
<i pvé4>
<address-al | ocati on-type>provi der-dhcp</ address-al |l ocati on-type>
</ipva>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-ntu>1514</svc-nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
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<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<vpn-attachment >
<vpn-policy-id>PCQLI CY1</vpn-policy-id>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ site-network-accesses>
</site>
</sites>
</ | 3vpn-svc>

Now, if a nore-granular VPN attachnent is necessary, filtering can be
used. For exanple, if only LANL fromSite5 nust be attached to VPN2
as a Hub and only LAN2 nust be attached to VPN3, the follow ng XM
sni ppet can be used:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:parans:xm:ns:yang:ietf-I3vpn-svc">
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPN2</ vpn-i d>
</ vpn-service>
<vpn-servi ce>
<vpn-i d>VPN3</vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>Siteb</site-id>
<vpn-pol i ci es>
<vpn-policy>
<vpn-pol i cy-i d>PCLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</i d>
<filters>
<filter>
<type>l an</type>
<l an-tag>LANl</ | an-t ag>

</filter>
</filters>
<vpn>

<vpn-i d>VPN2</ vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</ vpn>
</entries>
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<entries>
<i d>ENTRY2</ i d>
<filters>
<filter>
<type>l an</type>
<l an-t ag>LAN2</ | an-t ag>

</filter>
</[filters>
<vpn>

<vpn-i d>VPN3</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</vpn-policy>
</vpn-policies>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si t e- net wor k- access-i d>LAl</si t e- net wor k- access-i d>
<vpn-attachment >
<vpn-pol i cy-i d>POLI CY1</vpn-policy-id>
</ vpn- att achnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
</sites>
</ 3vpn-svc>

6.6. Deciding Wiere to Connect the Site

The managenent systemwi ||l have to determ ne where to connect each
site-network-access of a particular site to the provider network
(e.g., PE, aggregation switch).

The current nodel defines paraneters and constraints that can
i nfl uence the meshing of the site-network-access.

The managenent system MJUST honor all custoner constraints, or if a
constraint is too strict and cannot be fulfilled, the nanagenent
system MJST NOT provision the site and MJST provide information to
t he user about which constraints could not be fulfilled. How the
information is provided is out of scope for this docunent. Whether
or not to relax the constraint would then be left up to the user

Paranmeters such as site | ocation (see Section 6.6.2) and access type

are just hints (see Section 6.6.3) for the nanagenent system for
service placenent.
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In addition to paraneters and constraints, the managenent systenis
deci si on MAY be based on any other internal constraints that are left
up to the SP: least |oad, distance, etc.

6.6.1. Constraint: Device

6. 6.

\My

In the case of provider nanagenent or co-managenent, one or nore
devi ces have been ordered by the custoner to a particul ar already-
configured location. The custonmer may force a particular site-
net wor k- access to be connected on a particul ar device that he

or der ed.

New York Site

R T + Site

| B +| -----------------------------------

| | Manhattan

| ] CEl****x**** (gjte-network-access#l) **x***
I +

I +

| | Brooklyn CE2****x**** (gjte-network-access#2) ****x*
| B +|

| |

o e e e e e oo oo - +

In the figure above, site-network-access#1 is associated with CELl in
the service request. The SP nust ensure the provisioning of this
connecti on.

2. Constraint/Paraneter: Site Location

The | ocation information provided in this nodel MAY be used by a
management systemto deternine the target PE to mesh the site (SP
side). A particular location nust be associated with each site
networ k access when configuring it. The SP MJUST honor the

term nation of the access on the location associated with the site
network access (custoner side). The "country-code" in the site

| ocati on SHOULD be expressed as an | SO ALPHA-2 code.

The site-network-access |location is determ ned by the "location-

flavor™. In the case of a provider-managed or co-nanaged site, the
user is expected to configure a "device-reference" (device case) that
will bind the site-network-access to a particular device that the

customer ordered. As each device is already associated with a
particul ar | ocation, in such a case the location information is
retrieved fromthe device location. |In the case of a custoner-
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6. 6.

\My

managed site, the user is expected to configure a "location-
reference" (location case); this provides a reference to an existing
configured location and will help with placenent.

POP#1 (New Yor k)

R +
| PE1 |

Site #1 ---... | PE2

(Atlantic City) | PE3
S +

R +
| PE4 |
| PE5 |
| PE6 |
Foeme oo +

e,
| PE7 |

Site #2 CE#1---... | PES

(Rest on) | PE9 |
S +

In the exanpl e above, Site #1 is a custoner-nanaged site with a
location L1, while Site #2 is a provider-nmanaged site for which a CE
(CE#1) was ordered. Site #2 is configured with L2 as its location
When configuring a site-network-access for Site #1, the user wll

need to reference location L1 so that the managenment systemw || know
that the access will need to terminate on this location. Then, for

di stance reasons, this managenent systemnmay mesh Site #1 on a PE in
the Phil adel phia POP. It may al so take into account resources

avail able on PEs to determ ne the exact target PE (e.g., |east

| oaded). For Site #2, the user is expected to configure the site-
net wor k-access with a device-reference to CE#1 so that the managenent
systemw || know that the access must term nate on the |ocation of
CE#1 and nust be connected to CE#1. For placenent of the SP side of
the access connection, in the case of the nearest PE used, it may
mesh Site #2 on the Washi ngton POP

3. Constraint/Paraneter: Access Type
The managenment system needs to el ect the access nedia to connect the
site to the custoner (for exanple, xDSL, |eased |ine, Ethernet

backhaul ). The custoner may provi de sone paraneters/constraints that
will provide hints to the managenent system
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6. 6.
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The bearer container information SHOULD be the first piece of
i nformation consi dered when naking this decision

o The "requested-type" paraneter provides information about the
medi a type that the customer would like to use. |If the "strict"
leaf is equal to "true", this MJST be considered a strict
constraint so that the nanagenent system cannot connect the site
with another nedia type. |If the "strict" leaf is equal to "false"
(default) and if the requested nedia type cannot be fulfilled, the
management system can sel ect another nedia type. The supported
nmedi a types SHOULD be communi cated by the SP to the custoner via a
mechani smthat is out of scope for this docunent.

0o The "always-on" leaf defines a strict constraint: if set to true,
the managenment system MJST el ect a media type that is "al ways-on"
(e.g., this neans no dial access type).

o The "bearer-reference" paraneter is used in cases where the
custonmer has already ordered a network connection to the SP apart
fromthe IP VPN site and wants to reuse this connection. The
string used is an internal reference fromthe SP and describes the
al ready-avail abl e connection. This is also a strict requirenent
that cannot be relaxed. How the reference is given to the
customer is out of scope for this docunent, but as a pure exanple,
when the customer ordered the bearer (through a process that is
out of scope for this nodel), the SP may have provi ded the bearer
reference that can be used for provisioning services on top.

Any other internal parameters fromthe SP can al so be used. The
managenent system MAY use other paraneters, such as the requested
"svc-i nput - bandw dt h" and "svc-out put - bandwi dt h", to hel p deci de
whi ch access type to use.

4. Constraint: Access Diversity

Each site-network-access may have one or nore constraints that woul d
drive the placenent of the access. By default, the nodel assunes
that there are no constraints, but allocation of a unique bearer per
site-network-access i s expected.

In order to help with the different placenment scenarios, a site-

net wor k- access may be tagged using one or nultiple group identifiers.
The group identifier is a string, so it can acconmpdate both explicit
nam ng of a group of sites (e.g., "multihoned-setl" or "subVPN') and
the use of a nunbered identifier (e.g., 12345678). The neani ng of
each group-id is local to each custoner administrator, and the
management system MJST ensure that different customers can use the
sanme group-ids. One or nore group-ids can also be defined at the
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\My

site level; as a consequence, all site-network-accesses under the
site MJUST inherit the group-ids of the site they belong to. Wen, in
addition to the site group-ids sone group-ids are defined at the
site-network-access | evel, the managenent system MJST consi der the
uni on of all groups (site level and site network access |level) for
this particular site-network-access.

For an al ready-configured site-network-access, each constraint MJST
be expressed agai nst a targeted set of site-network-accesses. This
site-network-access MJST never be taken into account in the targeted
set -- for exanple, "My site-network-access S must not be connected
on the sane POP as the site-network-accesses that are part of G oup
10." The set of site-network-accesses agai nst which the constraint
is evaluated can be expressed as a list of groups, "all-other-
accesses", or "all-other-groups". The all-other-accesses option
means that the current site-network-access constraint MJIST be

eval uated against all the other site-network-accesses belonging to
the current site. The all-other-groups option neans that the
constraint MJST be eval uated against all groups that the current
site-network-access does not belong to.

The current nodel defines multiple constraint-types:

o pe-diverse: The current site-network-access MJST NOT be connected
to the same PE as the targeted site-network-accesses.

o pop-diverse: The current site-network-access MIST NOT be connected
to the same POP as the targeted site-network-accesses.

o linecard-diverse: The current site-network-access MJST NOT be
connected to the sane linecard as the targeted site-network-
accesses.

0 bearer-diverse: The current site-network-access MJUST NOT use
conmon bearer conmponents conpared to bearers used by the targeted

site-network-accesses. "bearer-diverse" provides sonme |evel of
diversity at the access level. As an exanple, two bearer-diverse
site-network-accesses nust not use the sane DSLAM BAS, or Layer 2
switch.

0 same-pe: The current site-network-access MJST be connected to the
sanme PE as the targeted site-network-accesses.

o sane-bearer: The current site-network-access MJST be connected
using the same bearer as the targeted site-network-accesses.

These constraint-types can be extended through augnentation
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Each constraint is expressed as "The site-network-access S nust be
<constraint-type> (e.g., pe-diverse, pop-diverse) fromthese <target>
site-network-accesses. "

The group-id used to target sone site-network-accesses may be the
sane as the one used by the current site-network-access. This eases
the configuration of scenarios where a group of site-network-access
poi nts has a constraint between the access points in the group. As
an example, if we want a set of sites (Site#l to Site#5) to be
connected on different PEs, we can tag themw th the same group-id
and express a pe-diverse constraint for this group-id with the

foll owi ng XM. sni ppet:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust orer - mranaged</t ype>
</ managenent >
<site-network-accesses>
<si te-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipva>
<i pv6>
<address-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc- nt u>1514</svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
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<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocati on-reference>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>10</group-i d>
</ group>
</ groups>
<constrai nt s>
<constraint >
<constraint-type>pe-di verse</constraint-type>
<t arget >
<g|’ 0Up>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e-networ k-access>
</ si t e- net wor k- accesses>
</site>
<site>
<site-id>SI TE2</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</| ocati ons>
<managenent >
<t ype>cust orer - nranaged</t ype>
</ managemnent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si t e- net wor k- access-i d>1</site-network-access-i d>
<i p-connecti on>
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<i pvé4>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipvd>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc- ntu>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocati on-reference>
<access-di versity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint >
<constrai nt-type>pe-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>10</ group-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- att achnent >
</ site-network-access>
</ site-network-accesses>
</site>

<site>
<site-id>S|I TE5</site-id>
<l ocati ons>
<l ocati on>
<l ocati on-id>L1</|ocation-id>
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</l ocation>
</l ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managemnent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p-connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
<lipvad>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nt u>1514</svc- nt u>
<svc-i nput - bandw dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint >
<constraint-type>pe-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>10</group-i d>
</ group>
</target>
</ constraint>
</ constraints>
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</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si te-network-access>
</ site-network-accesses>
</site>
</sites>
</ 3vpn-svc>

The group-id used to target sone site-network-accesses may al so be

di fferent than the one used by the current site-network-access. This
can be used to express that a group of sites has sone constraints
agai nst another group of sites, but there is no constraint within the
group. For exanple, we consider a set of six sites and two groups;
we want to ensure that a site in the first group nust be pop-diverse
froma site in the second group. The exanple of a correspondi ng XM
sni ppet is described as foll ows:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SITEl</site-id>
<site-network-accesses>
<site-network-access>
<si te-network-access-i d>1</site-network-access-id>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>10</group-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constrai nt-type>pop-di verse</constrai nt-type>
<t ar get >
<gr oup>
<group-i d>20</ group-id>
</ group>
</target>
</ constraint>
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</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
<site>
<site-id>SlI TE2</site-id>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si te- net wor k- access-i d>1</site-netwrk-access-i d>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>10</ group-i d>
</ group>
</ groups>
<constrai nt s>
<constrai nt >
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
<group>
<group-i d>20</ group-i d>
</ group>
</target>
</ constrai nt>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- att achnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>

<site>
<site-id>S|I TE5</site-id>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si te- net wor k- access-i d>1</site-net wor k- access-i d>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>20</ gr oup-i d>
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</ group>
</ groups>
<constraints>
<constraint>
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>SlI TE6</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust ormer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<site-network-accesses>
<site-network-access>
<site-network-access-i d>1</site-netwrk-access-id>
<i p- connecti on>
<i pv4>

January 2018

<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>

</ipvd>
<i pv6>

<address-al | ocati on-type>provi der-dhcp</address-al | ocati on-type>

</ipv6>

</i p-connecti on>

<servi ce>

<svc- nt u>1514</svc- nmt u>
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<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>20</ group-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constrai nt-type>pop-di verse</constrai nt-type>
<t ar get >
<gr oup>
<group-i d>10</group-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ site-network-accesses>
</site>
</sites>
</ I 3vpn-svc>

6.6.5. Infeasible Access Pl acenent

Sone i nfeasi bl e access pl acenent scenari os could be created via the

proposed configuration framework. Such infeasible access pl acenent

scenarios could result fromconstraints that are too restrictive

| eading to infeasible access placenent in the network or conflicting
constraints that would also lead to infeasible access placenent. An
exanpl e of conflicting rules would be to request that site-network-

access#1 be pe-diverse from site-network-access#2 and to request at

the sane tinme that site-network-access#2 be on the same PE as site-
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net wor k- access#1. Wen the nanagenent system cannot determnine the
pl acement of a site-network-access, it MJST return an error nessage
i ndi cating that placenent was not possible.

6.6.6. Exanples of Access Pl acenent

6.6.6.1. Miltihomng
The custonmer wants to create a multihoned site. The site will be
conposed of two site-network-accesses; for resiliency purposes, the

custonmer wants the two site-network-accesses to be neshed on
di fferent POPs.

POP#1
R + R +
| | |  PEL |
| | ---site-network-access#l----| PE2
| | | PE3 |
| | oo +
| Site#1|
I I POP#2
| | oo +
| | |  PE4 |
| | ---site-network-access#2----| PE5
| | | PE6 |
| | b +
R +

Thi s scenario can be expressed with the foll owi ng XM sni ppet:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans:xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn- servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust omer - managed</t ype>
</ managenent >
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<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si te-networ k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-mu>1514</svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constrai nt-type>pop-di verse</constrai nt-type>
<t ar get >
<gr oup>
<gr oup-i d>20</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
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</ si te-network-access>
<si t e-networ k- access>
<site-network-access-i d>2</site-netwrk-access-i d>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nmtu>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<groups>
<gr oup>
<group-i d>20</ group-i d>
</ group>
</ groups>
<constrai nt s>
<constraint>
<constrai nt-type>pop-di verse</constrai nt-type>
<t ar get >
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</ | 3vpn-svc>
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But it can also be expressed with the followi ng XM. snippet:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SITEl</site-id>
<si t e-network-accesses>
<si t e-networ k- access>
<site-network-access-i d>1</site-netwrk-access-id>
<access-di versity>
<constraint s>
<constraint >
<constrai nt-type>pop-di verse</constrai nt-type>
<t ar get >
<al | - ot her-accesses/ >
</target>
</ constrai nt >
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
<si t e-networ k- access>
<site-network-access-i d>2</site-netwrk-access-id>
<access-diversity>
<constraint s>
<constraint>
<constrai nt-type>pop-di verse</constrai nt-type>
<t ar get >
<al | - ot her-accesses/ >
</target>
</ constrai nt >
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- att achnent >
</ site-network-access>
</ site-network-accesses>
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</site>
</sites>
</l 3vpn-svc>

6.6.6.2. Site Ofl oad

The custoner has six branch offices in a particular region, and he
wants to prevent having all branch offices connected on the sanme PE

He wants to express that three branch offices cannot be connected on
the sane linecard. Also, the other branch offices nust be connected
on a different POP. Those other branch offices cannot al so be
connected on the sane |inecard.

POP#1
S +
| PE1 |
Ofice#l ---... | PE2
Ofice#2 ---... | PE3
Ofice#3 ---... | PE4
T +
POP#2
R +
Ofice#d ---... | PE5
Ofice#5 ---... | PE6
Ofice#6 ---... | PE7
S +

This scenario can be expressed as foll ows:

0o W need to create two groups of sites: G oup#l0, which is conposed
of OFfice#l, Ofice#2, and Ofice#3; and G oup#20, which is
conposed of Ofice#4, Ofice#5, and Ofice#6.

o Sites within Goup#l10 nust be pop-diverse fromsites within
Group#20, and vice versa.

o Sites within Goup#l10 nust be |linecard-diverse fromother sites in
G oup#10 (sane for G oup#20).

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
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<sites>
<site>
<site-id>Oficel</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managemnent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p-connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
<lipvad>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nt u>1514</svc- nt u>
<svc-i nput - bandw dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ servi ce>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>10</ group-id>
</ group>
</ groups>
<constraints>
<constraint>
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
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<gr oup>
<group-i d>20</ group-i d>
</ group>
</target>
</ constraint >
<constraint>
<constraint-type>linecard-diverse</constraint-type>
<t ar get >
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>Ofice2</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust orer - nanaged</t ype>
</ managenent >
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si te-network-accesses>
<si t e-networ k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
</ipv6>
</i p-connection>
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<servi ce>
<svc- nt u>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>

<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>

<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-di versity>
<groups>
<gr oup>
<group-i d>10</group-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>20</ group-i d>
</ group>
</target>
</ constraint>
<constraint >
<constraint-type>linecard-diverse</constraint-type>
<t ar get >
<gr oup>
<group-i d>10</ gr oup-i d>
</ group>
</target>
</ constrai nt >
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>0fice3</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
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</l ocation>
</l ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managemnent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p-connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
<lipvad>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nt u>1514</svc- nt u>
<svc-i nput - bandw dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</|ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint >
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>20</ group-i d>
</ group>
</target>
</ constraint>
<constraint>
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<constraint-type>linecard-di verse</constrai nt-type>
<t ar get >
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>Oficed</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust orer - nanaged</t ype>
</ managenent >
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si te-network-accesses>
<si t e- net wor k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipva>
<i pv6>
<address-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-ntu>1514</svc-nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>

<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>

<security>
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<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocati on-reference>
<access-di versity>
<gr oups>
<group>
<group-i d>20</ group-i d>
</ group>
</ groups>
<constrai nt s>
<constraint >
<constrai nt-type>pop-di verse</constraint-type>
<t arget >
<g|’ 0Up>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
<constraint >
<constraint-type>linecard-di verse</constraint-type>
<t ar get >
<group>
<group-i d>20</ group-i d>
</ group>
</target>
</ constrai nt>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
<site>
<site-id>Officeb</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managemnent >
<security>
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<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p-connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
<lipvad>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nt u>1514</svc- nt u>
<svc-i nput - bandw dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ servi ce>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>20</ group-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>10</group-i d>
</ group>
</target>
</ constraint>
<constraint>
<constraint-type>linecard-di verse</constrai nt-type>
<t ar get >
<gr oup>
<gr oup-i d>20</ gr oup-i d>
</ group>
</target>
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</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>Officeb</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust orer - nanaged</t ype>
</ managenent >
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si te-network-accesses>
<si t e- net wor k- access>
<si te-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-ntu>1514</svc-nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ servi ce>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-di versity>
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<groups>
<gr oup>
<group-i d>20</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constrai nt-type>pop-di verse</constraint-type>
<t ar get >
<gr oup>
<group-i d>10</group-i d>
</ group>
</target>
</ constraint>
<constraint >
<constraint-type>linecard-diverse</constraint-type>
<t ar get >
<gr oup>
<group-i d>20</ group-i d>
</ group>
</target>
</ constrai nt >
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</l 3vpn-svc>

6.6.6.3. Parallel Links
To increase its site bandwi dth at | ower cost, a custoner wants to
order two parallel site-network-accesses that will be connected to
t he sane PE.

FrREXEEXGIt e- net wor K- access#HL* * xxxxxxxx
Site 1 ****x**gjte-network-access#2xx******xxx pgj
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Thi s scenario can be expressed with the foll owi ng XM. sni ppet:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPNB</ vpn-i d>
</vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SITEl</site-id>
<site-network-accesses>
<si t e-networ k- access>
<site-network-access-i d>1</site-netwrk-access-id>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>PE-| i nkgr p- 1</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constraint-type>sane- pe</constraint-type>
<t ar get >
<gr oup>
<group-i d>PE- i nkgr p- 1</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
<si t e- net wor k- access>
<site-network-access-i d>2</site-netwrk-access-i d>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>PE- i nkgr p- 1</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constraint-type>sane- pe</constraint-type>
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<group-i d>PE- i nkgr p- 1</ gr oup-i d>

</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>

<site-rol e>spoke-rol e</site-rol e>

</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
</sites>
</ I 3vpn-svc>

6.6.6.4. SubVPN with Miltihom ng

A custoner has a site that is dual -honed.

done on two different PEs.
subVPNs on those nulti homed accesses.

Thi s scenario can be expressed as foll ows:

0 The site will
vi a dual - hom ng) .

0 Site-network-access#1l and site-network-access#3 will
A PE-di verse constraint

the multi homi ng of subVPN B
bet ween t hem

Wi, et al. St andards Track

| ****(site-network-access#l)*****|
New York Office |****(site-network-access#2)****xxx&kkix|

| ****(site-network-access#3) *****|
| ****(site-network-access#4) *x**x*rxkxkx|

The dual - hom ng nust be

The custoner also wants to inplenent two

VPN B / \

VPN C |
+----- \ /
+o-m - - +
S . +
/ +---- - +
VPN B / \
VPN C |
to---- \ /
----------- S

have four site network accesses (two subVPNs coupl ed

correspond to
is required
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o Site-network-access#2 and site-network-access#4 will correspond to
the mul ti homi ng of subVPN C. A PE-diverse constraint is required
bet ween t hem

o To ensure proper usage of the same bearer for the subVPN, site-
net wor k- access#1 and site-network-access#2 nust share the sane
bearer as site-network-access#3 and site-network-access#4.

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNB</ vpn-i d>
</vpn-service>
<vpn-servi ce>
<vpn-i d>VPNC</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SITEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managemnent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e-net wor k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<i p-connecti on>
<i pv4>
<address-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
<lipvad>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nt u>1514</svc-nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
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<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ servi ce>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup- i d>dual honed- 1</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constraint-type>pe-di verse</constraint-type>
<t ar get >
<gr oup>
<group- i d>dual homed- 2</ gr oup-i d>
</ group>
</target>
</ constraint >
<constraint>
<constrai nt-type>samne- bearer</constrai nt-type>
<t ar get >
<gr oup>
<gr oup- i d>dual homed- 1</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nts>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
<si te-network-access>
<si t e-networ k- access-i d>2</si te-net wor k- access-i d>
<access-diversity>
<groups>
<gr oup>
<group- i d>dual homed- 1</ gr oup-i d>
</ group>
</ groups>
<constrai nt s>
<constraint>
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<constrai nt-type>pe-di verse</constraint-type>
<t ar get >
<gr oup>
<gr oup- i d>dual homed- 2</ gr oup-i d>
</ group>
</target>
</ constraint>
<constraint >
<constrai nt-type>same- bearer</constraint-type>
<t ar get >
<gr oup>
<gr oup- i d>dual honed- 1</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNC</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
<si t e- net wor k- access>
<si te-network-access-i d>3</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv4>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-ntu>1514</svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandw dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup- i d>dual homed- 2</ gr oup-i d>
</ group>
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</ groups>
<constraint s>
<constraint >
<constrai nt-type>pe-di verse</constraint-type>
<t ar get >
<gr oup>
<group- i d>dual honed- 1</ gr oup-i d>
</ group>
</target>
</ constrai nt >
<constraint >
<constrai nt-type>samne- bearer</constraint-type>
<t ar get >
<gr oup>
<group- i d>dual homed- 2</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
<si t e- net wor k- access>
<site-network-access-i d>4</site-netwrk-access-i d>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipva>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-nmtu>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<groups>
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<gr oup>
<group- i d>dual homed- 2</ gr oup-i d>
</ group>
</ groups>
<constrai nt s>
<constraint>
<constrai nt-type>pe-di verse</constrai nt-type>
<t ar get >
<gr oup>
<gr oup- i d>dual homed- 1</ gr oup-i d>
</ group>
</target>
</ constraint>
<constraint >
<constrai nt-type>same- bearer</constraint-type>
<t ar get >
<gr oup>
<gr oup- i d>dual honed- 2</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNC</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
</site>

</sites>
</ 3vpn-svc>

6. 6.

\My

7. Route Distinguisher and VRF Allocation

The route distinguisher (RD) is a critical paranmeter of PE-based
L3VPNs as described in [ RFC4364] that provides the ability to

di stingui sh common addressing plans in different VPNs. As for route
targets (RTs), a mamnagenent systemis expected to allocate a VRF on
the target PE and an RD for this VRF.

If a VRF already exists on the target PE and the VRF fulfills the
connectivity constraints for the site, there is no need to recreate
anot her VRF, and the site MAY be nmeshed within this existing VRF.
How t he managenent system checks that an existing VRF fulfills the
connectivity constraints for a site is out of scope for this
docunent .

et al. St andards Track [ Page 80]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018

If no such VRF exists on the target PE, the managenent systemhas to
initiate the creation of a new VRF on the target PE and has to
allocate a new RD for this new VRF

The management system MAY apply a per-VPN or per-VRF allocation
policy for the RD, depending on the SP's policy. |In a per-VPN

al l ocation policy, all VRFs (dispatched on nmultiple PES) within a VPN
will share the same RD value. In a per-VRF nodel, all VRFs shoul d

al ways have a unique RD value. Sone other allocation policies are

al so possible, and this docunent does not restrict the allocation
policies to be used.

The al | ocation of RDs MAY be done in the sanme way as RTs. The
exanpl es provided in Section 6.2.1.1 could be reused in this
scenari o.

Note that an SP MAY configure a target PE for an automated all ocation
of RDs. In this case, there will be no need for any backend system
to allocate an RD val ue.

6.7. Site Network Access Availability

A site may be multi honed, neaning that it has multiple site-network-
access points. Placenent constraints defined in previous sections
wi Il help ensure physical diversity.

When the site-network-accesses are placed on the network, a custoner
may want to use a particular routing policy on those accesses.

The "site-network-access/availability" container defines paraneters
for site redundancy. The "access-priority" |leaf defines a preference
for a particular access. This preference is used to nodel | oad-

bal anci ng or primary/backup scenarios. The higher the access-
priority value, the higher the preference will be.
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The figure bel ow describes how the access-priority attribute can be

used.
Hub#1 LAN (Pri mary/ backup) Hub#2 LAN (Load-shari ng)
| |
| access-priority 1 access-priority 1
|--- CE1 ------- PE1 PE3 --------- CE3 ---
| |
|--- CE2 ------- PE2 PE4 --------- CE4 ---
| access-priority 2 access-priority 1
PE5
|
|
|
CE5

|
Spoke#1 site (Single-honed)

In the figure above, Hub#2 requires |oad-sharing, so all the site-
net wor k- accesses must use the same access-priority value. On the

ot her hand, as Hub#1 requires a primary site-network-access and a
backup site-network-access, a higher access-priority setting will be
configured on the primary site-network-access.

Scenarios that are nore conplex can be nodel ed. Let’'s consider a Hub
site with five accesses to the network (Al, A2, A3, A4, A5). The
customer wants to | oad-share its traffic on A1, A2 in the nom na
situation. |If Al and A2 fail, the custonmer wants to | oad-share its
traffic on A3 and A4; finally, if Al to A4 are down, he wants to use
A5. We can nodel this easily by configuring the follow ng access-
priority values: Al1=100, A2=100, A3=50, A4=50, A5=10.

The access-priority scenario has sone limtations. An access-
priority scenario |ike the previous one with five accesses but with
the constraint of having traffic |oad-shared between A3 and A4 in the
case where Al OR A2 is down is not achievable. But the authors
bel i eve that using the access-priority attribute will cover nobst of
the depl oyment use cases and that the nodel can still be extended via
augnmentation to support additional use cases.

6.8. Traffic Protection
The service nodel supports the ability to protect the traffic for a

site. Such protection provides a better level of availability in
mul ti hom ng scenarios by, for exanple, using |ocal-repair techniques
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in case of failures. The associated | evel of service guarantee would
be based on an agreenent between the custoner and the SP and is out
of scope for this docunent.

Site#l Site#2
CEl ----- PE1 -- P1 P3 -- PE3 ---- CE3
| | |
CE2 ----- PE2 -- P2 P4 -- PE4 ---- CE4
/
/
CE5 ----+
Site#3

In the figure above, we consider an IP VPN service with three sites,

i ncluding two dual -honed sites (Site#l and Site#2). For dual - hormed
sites, we consider PE1-CEl and PE3-CE3 as primary and PE2- CE2, PE4- CE4
as backup for the exanple (even if protection also applies to | oad-
sharing scenari o0s).

In order to protect Site#2 against a failure, a user may set the
"traffic-protection/enabled" leaf to true for Site#2. How the
traffic protection will be inplenented is out of scope for this
docunent. However, in such a case, we could consider traffic com ng
froma renpte site (Site#l or Site#3), where the primary path would
use PE3 as the egress PE. PE3 nay have preprogramred a backup
forwarding entry pointing to the backup path (through PE4-CE4) for
all prefixes going through the PE3-CE3 |ink. How the backup path is
conputed is out of scope for this docunent. When the PE3-CE3 |ink
fails, traffic is still received by PE3, but PE3 automatically
switches traffic to the backup entry; the path will therefore be
PE1- P1-(...)-P3-PE3-PE4-CE4 until the renote PEs reconverge and use
PE4 as the egress PE

6.9. Security
The "security" contai ner defines custoner-specific security
paranmeters for the site. The security options supported in the node
are limted but may be extended via augnentation

6.9.1. Authentication
The current nodel does not support any authentication paraneters for

the site connection, but such paraneters may be added in the
"aut henti cation" container through augnentation
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6.9.

\My

2. Encryption

Traffic encryption can be requested on the connection. It may be
performed at Layer 2 or Layer 3 by selecting the appropriate
enuneration in the "layer” leaf. For exanple, an SP may use | Psec
when a custoner requests Layer 3 encryption. The encryption profile
can be SP defined or customer specific.

When an SP profile is used and a key (e.g., a pre-shared key) is
al l ocated by the provider to be used by a customer, the SP shoul d
provide a way to comunicate the key in a secured way to the

cust omer .

When a custoner profile is used, the nodel supports only a pre-shared
key for authentication of the site connection, with the pre-shared
key provided through the NETCONF or RESTCONF request. A secure
channel must be used to ensure that the pre-shared key cannot be

i ntercepted

For security reasons, it may be necessary for the custonmer to change
the pre-shared key on a regular basis. To performa key change, the
user can ask the SP to change the pre-shared key by subnmitting a new
pre-shared key for the site configuration (as shown below with a
correspondi ng XM. snippet). This nmechanism nm ght not be hitless.
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<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn- servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SlI TEl</site-id>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>1</site-network-access-id>
<security>
<encryption>
<encryption-profil e>
<pr eshar ed- key>MY_NEW KEY</ pr eshar ed- key>
</ encryption-profile>
</ encryption>
</security>
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</ | 3vpn-svc>

A hitless key change nechani sm may be added through augnentation

O her key-managenent met hodol ogies (e.g., PKlI) may be added through
augnent ati on.

6.10. Managenent
The nodel defines three types of conmpbn nanagenent options:

o provider-nmanaged: The CE router is nmanaged only by the provider
In this nodel, the responsibility boundary between the SP and the
customer is between the CE and the custonmer network.

o customer-nmanaged: The CE router is nanaged only by the customer.
In this nodel, the responsibility boundary between the SP and the
custoner is between the PE and the CE

o co-managed: The CE router is primarily managed by the provider; in
addition, the SP allows custonmers to access the CE for
configuration/monitoring purposes. In the co-nanaged node, the
responsi bility boundary is the sane as the responsibility boundary
for the provider-nmanaged nodel .
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Based on the nanagenent nodel, different security options MAY be
derived.

In the co-managed case, the nodel defines options for the nanagenent
address famly (1Pv4 or 1Pv6) and the associ ated managenent address.

.11. Routing Protocols

"“routing-protocol" defines which routing protocol must be activated
bet ween the provider and the custoner router. The current node
supports the follow ng settings: bgp, rip, ospf, static, direct, and
vrrp.

The routing protocol defined applies at the provider-to-custoner
boundary. Dependi ng on how t he managenment nodel is admnistered, it
may apply to the PE-CE boundary or the CE-to-customer boundary. In
the case of a custoner-managed site, the routing protocol defined

will be activated between the PE and the CE router nmanaged by the
custonmer. |In the case of a provider-managed site, the routing
protocol defined will be activated between the CE managed by the SP
and the router or LAN belonging to the custoner. |In this case, we

expect the PE-CE routing to be configured based on the SP's rules, as
both are managed by the sane entity.

Rtg protoco
192.0.2.0/24 ----- CE -------emmmmmm - - - PE1

Cust omrer - managed site

Rt g protoco
Custoner router ----- CE ----------------- PE1

Provi der - managed site

Al the exanples beloww Il refer to a scenario for a customner-
managed site.
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Al'l routing protocol types support dual stack by using the "address-

fam ly" leaf-1list.

Exanpl e of a corresponding XM. sni ppet with dua

routing protocol

<?xm version="1.0"?>

stack using the sane

<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">

<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SITEl</site-id>
<routi ng-protocol s>
<routi ng- protocol >
<type>static</type>
<static>
<cascaded- | an- prefi xes>
<i pv4-1lan-prefixes>
<l an>192. 0. 2. 0/ 24</| an>

<next - hop>203. 0. 113. 1</ next - hop>

</ipv4-I|an-prefixes>
<i pv6-1 an- prefi xes>
<l an>2001: db8: : 1/ 64</| an>

<next - hop>2001: db8: : 2</ next - hop>

</ipv6-I| an-prefixes>
</ cascaded- | an- prefi xes>
</static>

</ routing- protocol >

</ routing- protocol s>
</site>

</sites>

</ 3vpn-svc>
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Exanmpl e of a corresponding XM. sni ppet with dual stack using two
di fferent routing protocols:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms:xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<routi ng- protocol s>
<routi ng- protocol >
<type>rip</type>
<rip>
<addr ess-fam | y>i pv4d</ address-fam | y>
</rip>
</ routing-protocol >
<routi ng- protocol >
<type>ospf </type>
<ospf >
<addr ess-fam | y>i pv6</ address-fam | y>
<ar ea- addr ess>4. 4. 4. 4</ ar ea- addr ess>
</ ospf >
</ routing-protocol >
</ routing- protocol s>
</site>
</sites>
</ | 3vpn-svc>

6.11.2. LAN Directly Connected to SP Network
The routing protocol type "direct" SHOULD be used when a customer LAN
is directly connected to the provider network and nmust be advertised
in the P VPN
LAN attached directly to provider network:
192.0.2.0/24 ----- PE1

In this case, the custonmer has a default route to the PE address.
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6.11.3. LAN Directly Connected to SP Network wi th Redundancy

The routing protocol type "vrrp" SHOULD be used and advertised in the
| P VPN when

o the custoner LAN is directly connected to the provider network,
and

o LAN redundancy is expected.
LAN attached directly to provider network with LAN redundancy:
192.0.2.0/24 ------ PE1
L--- PE2
In this case, the custonmer has a default route to the SP network.

6.11.4. Static Routing

The routing protocol type "static" MAY be used when a customer LAN is
connected to the provider network through a CE router and rnust be
advertised in the IP VPN. In this case, the static routes give next
hops (nh) to the CE and to the PE. The custoner has a default route
to the SP network.

Static rtg
192.0.2.0/24 ------ CE ----cmmcmecaas PE

|
| Static route 192.0.2.0/24 nh CE
Static route 0.0.0.0/0 nh PE

6.11.5. R P Routing

The routing protocol type "rip" MAY be used when a custonmer LAN is
connected to the provider network through a CE router and nust be
advertised in the P VPN. For |IPv4, the nodel assunes that RIP
version 2 is used.

In the case of dual-stack routing requested through this nodel, the
managenment systemw || be responsible for configuring R P (including

the correct version nunber) and associ ated address famlies on
net wor k el enents.

192.0.2.0/24 ------ CE ----cmmcmecaas PE
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6.11.6. OSPF Routing

\My

The routing protocol type "ospf" MAY be used when a customer LAN is
connected to the provider network through a CE router and rnust be
advertised in the I P VPN

It can be used to extend an existing OSPF network and interconnect
different areas. See [RFC4577] for nore details.

o m e e e e aa o - +
| |
OSPF | | OSPF
area 1 | | area 2
( OSPF | | ( OSPF
area 1) --- CE ---------- PE PE ----- CE --- area 2)
| |
T +

The nodel al so defines an option to create an OSPF sham | ink between
two sites sharing the sane area and having a backdoor |ink. The sham
link is created by referencing the target site sharing the same OSPF
area. The managenent systemw || be responsible for checking to see
if there is already a shamlink configured for this VPN and area

bet ween the sane pair of PEs. |If there is no existing shamlink, the
managenent systemw || provision one. This shamlink MAY be reused
by ot her sites.

T o mren 1| 08PF area 1
1 o

( OsPF Lrea 1) (CSPFlarea 1)
e |

Regar di ng dual - stack support, the user MAY specify both I Pv4 and | Pv6
address famlies, if both protocols should be routed through OSPF

As OSPF uses separate protocol instances for |IPv4 and | Pv6, the
managenent systemw || need to configure both OSPF version 2 and OSPF
version 3 on the PE-CE |ink.
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Q her OSPF paraneters, such as tiners, are typically set by the SP
and comuni cated to the custonmer outside the scope of this nodel

Exanmpl e of a corresponding XM. sni ppet with OSPF routing parameters
in the service nodel

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn- servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<routi ng- protocol s>
<routi ng- protocol >
<t ype>ospf </type>
<ospf >
<ar ea- addr ess>0. 0. 0. 1</ ar ea- addr ess>
<address-fam | y>i pv4</address-fam|y>
<addr ess-fam | y>i pv6</ address-fam | y>
</ ospf >
</routing-protocol >
</ routing- protocol s>
</site>
</sites>
</ I 3vpn-svc>

Exampl e of PE configuration done by the nmanagenment system

router ospf 10
area 0.0.0.1
interface Ethernet0/0
!
router ospfv3d 10
area 0.0.0.1

interface Ethernet0/0
!
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6.11.7. BGP Routing

The routing protocol type "bgp" MAY be used when a custoner LAN is
connected to the provider network through a CE router and rnust be
advertised in the I P VPN

192.0.2.0/24 ------ (o R PE

The session addressing will be derived from connection paraneters as
well as the SP's know edge of the addressing plan that is in use.

In the case of dual -stack access, the user MAY request BGP routing
for both IPv4 and | Pv6 by specifying both address famlies. It wll
be up to the SP and managenent systemto determ ne how to describe
the configuration (two BGP sessions, single, nulti-session, etc.).
This, along with other BGP paraneters such as tiners, is comruni cated
to the custoner outside the scope of this nodel.

The service configuration bel ow activates BG on the PE-CE |ink for
both 1 Pv4 and | Pv6.

BGP activation requires the SP to know the address of the custoner
peer. |If the site-network-access connection addresses are used for
BGP peering, the "static-address" allocation type for the IP
connection MJST be used. Oher peering mechani snms are outside the
scope of this nodel. An exanple of a corresponding XM snippet is
descri bed as foll ows:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>S|I TEl</site-id>
<routi ng- protocol s>
<routi ng- protocol >
<t ype>bgp</type>
<bgp>
<aut ononous- syst en>65000</ aut ononous- syst enp
<addr ess-fam | y>i pvd</ address-fam | y>
<address-fam | y>i pv6</ address-fam | y>
</ bgp>
</routing-protocol >
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</ routing- protocol s>
</site>
</sites>
</ 3vpn-svc>

Dependi ng on the SP flavor, a managenent systemcan divide this
service configuration into different flavors, as shown by the
foll owi ng exanpl es.

Exanmpl e of PE configuration done by the management system (single
| Pv4 transport session):

router bgp 100
nei ghbor 203.0.113.2 renote-as 65000
address-fam |y ipvd vrf Custl
nei ghbor 203.0.113.2 activate
address-fam |y ipv6 vrf Custl
nei ghbor 203.0.113.2 activate
nei ghbor 203.0.113.2 route-map SET-NH | PV6 out

Exanmpl e of PE configurati on done by the managenent system (two
sessi ons):

router bgp 100
nei ghbor 203.0.113.2 renote-as 65000
nei ghbor 2001::2 renote-as 65000
address-famly ipvd vrf Custl

nei ghbor 203.0.113.2 activate
address-fam |y ipve vrf Custl

nei ghbor 2001::2 activate

Exampl e of PE configurati on done by the managenent system (nulti-
session):

router bgp 100
nei ghbor 203.0.113.2 renote-as 65000
nei ghbor 203.0.113.2 nultisession per-af
address-fam |y ipvd vrf Custl
nei ghbor 203.0.113.2 activate
address-fam |y ipve vrf Custl
nei ghbor 203.0.113.2 activate
nei ghbor 203.0.113.2 route-nmap SET-NH | PV6 out

6.12. Service

The service defines service paraneters associated with the site.
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6.12.1. Bandwi dth

The service bandwi dth refers to the bandw dth requirenent between the
PE and the CE (WAN |ink bandwi dth). The requested bandwidth is
expressed as svc-input-bandw dth and svc-out put-bandwi dth in bits per
second. The input/output direction uses the custoner site as a
reference: "input bandw dth" means downl oad bandwi dth for the site,
and "out put bandw dt h" neans upl oad bandwi dth for the site.

The service bandwidth is only configurable at the site-network-access
| evel .

Using a different input and output bandwidth will allow the SP to
determne if the custoner allows for asymetric bandw dth access,
such as ADSL. It can also be used to set rate-liniting in a

di fferent way for uploading and downl oadi ng on a synmmretric bandw dth
access.

The bandwidth is a service bandw dth expressed primarily as IP
bandwi dt h, but if the custonmer enables MPLS for Carriers’ Carriers
(CsC), this becomes MPLS bandw dt h.

6.12.2. MU

The service MIU refers to the nmaxi mum PDU si ze that the custoner may
use. |f the custonmer sends packets that are |onger than the
requested service MIU, the network may discard it (or for |Pv4,
fragment it).

6.12.3. QS

The nodel defines QoS paraneters in an abstracted way:

0 gos-classification-policy: policy that defines a set of ordered
rules to classify custoner traffic.

o gqos-profile: QS scheduling profile to be applied.

6.12.3.1. QS dassification

\My

QS classification rules are handl ed by the "qgos-classification-
policy" container. The gos-classification-policy container is an
ordered list of rules that match a flow or application and set the
appropriate target class of service (target-class-id). The user can
define the match using an application reference or a flow definition
that is nore specific (e.g., based on Layer 3 source and destination
addresses, Layer 4 ports, and Layer 4 protocol). Wen a flow
definition is used, the user can enploy a "target-sites" leaf-list to
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identify the destination of a flow rather than using destination IP
addresses. |In such a case, an association between the site
abstraction and the | P addresses used by this site nust be done
dynam cally. How this association is done is out of scope for this
docunent. The association of a site to an IP VPN is done through the
"vpn-attachnment" container. Therefore, the user can al so enpl oy
"target-sites" leaf-list and "vpn-attachnent” to identify the
destination of a flowtargeted to a specific VPN service. Arule
that does not have a match statement is considered a match-all rule.
An SP may inplement a default terminal classification rule if the
customer does not provide it. It will be up to the SP to determ ne
its default target class. The current nodel defines sone
applications, but new application identities nmay be added through
augnent ati on. The exact neaning of each application identity is up
to the SP, so it will be necessary for the SP to advi se the custoner
on the usage of application matching.

Where the classification is done depends on the SP's inpl enentation
of the service, but classification concerns the flow conming fromthe
custoner site and entering the network.

Provi der networ k

192.0.2.0/ 24
198.51.100.0/24 ---- CE --------- PE

Traffic fl ow

In the figure above, the nmanagenment system should inplenent the
classification rule:

0 in the ingress direction on the PE interface, if the CEis
cust omer - managed.

o inthe ingress direction on the CE interface connected to the
customer LAN, if the CE is provider-nanaged.

The figure bel ow describes a sanple service description of QS
classification for a site:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
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</ vpn-servi ces>

<sites>
<site>
<site-id>SI TEl</site-id>
<servi ce>
<qOS>
<qos-cl assification-policy>
<rul e>
<i d>Svr A- htt p</i d>
<mat ch-f | ow>
<i pv4-src-prefix>192.0.2.0/24</i pv4-src-prefix>
<i pv4-dst-prefix>203. 0. 113. 1/ 32</i pv4-dst - prefi x>
<| 4- dst - port >80</| 4-dst - port>
<pr ot ocol -type>t cp</ protocol -type>
</ mat ch-fl ow>
<target-cl ass-i d>DATA2</t arget -cl ass-i d>
</rul e>
<rul e>
<i d>Svr A-ftp</id>
<mat ch- f | ow>
<i pv4-src-prefix>192.0. 2.0/ 24</i pv4-src-prefix>
<i pv4-dst-prefix>203. 0. 113. 1/ 32</i pv4-dst - prefi x>
<l 4-dst - port>21</1| 4-dst-port>
<protocol -fiel d>tcp</protocol -fiel d>
</ mat ch-fl ow>
<target-cl ass-i d>DATA2</t arget -cl ass-i d>
</rul e>
<rul e>
<i d>p2p</id>
<mat ch- appl i cati on>p2p</ mat ch- appl i cati on>
<target-cl ass-i d>DATA3</target-cl ass-i d>
</rul e>
<rul e>
<i d>any</i d>
<t arget-cl ass-i d>DATAl</target-cl ass-i d>
</rul e>
</ qos-cl assification-policy>
</ qos>
</ service>
</site>
</sites>

</ | 3vpn-svc>
In the exanpl e above:

o HITP traffic fromthe 192.0.2.0/24 LAN destined for 203.0.113.1/32
will be classified in DATA2.
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o FTP traffic fromthe 192.0.2.0/24 LAN destined for 203.0.113.1/32
will be classified in DATA2.

o Peer-to-peer traffic will be classified in DATA3.
o Al other traffic will be classified in DATAL.

The order of rule list entries is defined by the user. The
managenment system responsi ble for translating those rules in network
el ement configurati on MIST keep the sane processing order in network
el ement configuration

6.12.3.2. QS Profile

The user can choose either a standard profile provided by the
operator or a customprofile. The "qos-profile" container defines
the traffic-scheduling policy to be used by the SP

Provi der network

192.0.2.0/ 24

198.51.100.0/24 ---- CE --------- PE
\ /
gos-profile

A custom QoS profile is defined as a |ist of classes of services and
associ ated properties. The properties are as foll ows:

o direction: used to specify the direction to which the QS profile
is applied. This npbdel supports three direction settings: "Site-
to-WAN', "WAN-to-Site", and "both". By default, the "both"
direction value is used. |If the direction is "both", the provider
shoul d ensure scheduling according to the requested policy in both
traffic directions (SP to custoner and custoner to SP). As an
exanpl e, a device-scheduling policy may be inplenmented on both the
PE side and the CE side of the WAN link. |If the direction is
"WAN-to-Site", the provider should ensure scheduling fromthe SP
network to the custoner site. As an exanple, a device-scheduling
policy may be inplemented only on the PE side of the WAN | i nk
towards the customer.

O rate-limt: used to rate-limt the class of service. The value is
expressed as a percentage of the gl obal service bandw dth. Wen
the qos-profile container is inplenmented on the CE side,
svc-out put -bandwi dth is taken into account as a reference. When
it is inplemented on the PE side, svc-input-bandw dth is used.
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o latency: used to define the |atency constraint of the class. The
| atency constraint can be expressed as the | owest possible |atency
or a |l atency boundary expressed in mlliseconds. How this |atency
constraint will be fulfilled is up to the SP's inplenentation of
the service: a strict priority queuing my be used on the access
and in the core network, and/or a | owlatency routing
configuration may be created for this traffic class.

o jitter: used to define the jitter constraint of the class. The
jitter constraint can be expressed as the | owest possible jitter
or a jitter boundary expressed in mcroseconds. How this jitter
constraint will be fulfilled is up to the SP's inplenmentation of
the service: a strict priority queuing my be used on the access
and in the core network, and/or a jitter-aware routing
configuration may be created for this traffic class.

0o bandwi dth: used to define a guaranteed anount of bandw dth for the
class of service. It is expressed as a percentage. The
"guar ant eed- bw percent” paraneter uses avail abl e bandwi dth as a
reference. When the qos-profile container is inplenmented on the
CE side, svc-output-bandwidth is taken into account as a
reference. When it is inplenented on the PE side, svc-input-
bandwi dth is used. By default, the bandw dth reservation is only
guaranteed at the access level. The user can use the "end-to-end"
| eaf to request an end-to-end bandw dth reservation, including
across the MPLS transport network. (In other words, the SP wll
activate something in the MPLS core to ensure that the bandwi dth
request fromthe customer will be fulfilled by the MPLS core as
well.) Howthis is done (e.g., RSVP reservation, controller
reservation) is out of scope for this docunment.

In addition, due to network conditions, sone constraints may not be
conpletely fulfilled by the SP; in this case, the SP shoul d advise
the custonmer about the linmtations. How this conmunication is done
is out of scope for this document.

Exanmpl e of service configuration using a standard QoS profile with
the follow ng correspondi ng XM. sni ppet:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms:xm:ns:yang:ietf-I3vpn-svc">
<vpn-profil es>

<val i d- provi der-identifiers>

\My

<qos-profile-identifier>
<i d>COLD</i d>

</ qos-profile-identifier>
<qos-profile-identifier>
<i d>PLATI NUWK/ i d>
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</ qos-profile-identifier>
</valid-provider-identifiers>
</vpn-profil es>
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>1245HRTFGIGI154654</ si t e- net wor k- access-i d>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-att achnent >
<i p-connecti on>
<i pvé4>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipva>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connection>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</|ocation-reference>
<servi ce>
<svc-i nput - bandwi dt h>100000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>100000000</ svc- out put - bandwi dt h>
<svc-nt u>1514</svc-nt u>
<q05>
<qos-profil e>
<profil e>PLATI NUMK/ profil e>
</ qos-profil e>
</ qos>
</ service>
</ site-network-access>
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<site-network-access>
<site-network-access-i d>555555AAAA2344</ si t e- net wor k- access-i d>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv4>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connection>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<servi ce>
<svc-i nput - bandwi dt h>2000000</ svc-i nput - bandw dt h>
<svc- out put - bandwi dt h>2000000</ svc- out put - bandwi dt h>
<svc-mu>1514</svc- nt u>
<q03>
<gos-profile>
<profil e>GOLD</profile>
</ qos-profile>
</ qos>
</ service>
</ si t e- net wor k- access>
</ site-network-accesses>
</site>
</sites>
</ I 3vpn-svc>

Exampl e of service configuration using a custom QS profile with the
foll owi ng correspondi ng XML sni ppet:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms:xm:ns:yang:ietf-I3vpn-svc">
<vpn-profil es>
<val i d- provi der-identifiers>
<qos-profile-identifier>
<i d>G0LD</i d>
</ qos-profile-identifier>
<qos-profile-identifier>
<i d>PLATI NUM/ i d>
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</ qos-profile-identifier>
</valid-provider-identifiers>
</vpn-profil es>
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</vpn-services>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<si t e- net wor k- accesses>
<site-network-access>
<site-network-access-i d>Sitel</site-network-access-id>
<l ocation-reference>L1</| ocation-reference>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</ address-al |l ocati on-type>
</ipv6>
</i p-connecti on>
<service>
<svc-mu>1514</svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
<servi ce>
<svc-i nput - bandwi dt h>100000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>100000000</ svc- out put - bandwi dt h>
<qOS>
<qos-profile>
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<cl asses>
<cl ass>
<cl ass-i d>REAL_TI ME</ cl ass-i d>
<di recti on>bot h</ di recti on>
<rate-limt>10</rate-limt>
<l atency>
<use-| owest - | at ency/ >
</l atency>
<bandwi dt h>
<guar ant eed- bw per cent >80</ guar ant eed- bw per cent >
</ bandwi dt h>
</cl ass>
<cl ass>
<cl ass- i d>DATAl</ cl ass-i d>
<l at ency>
<l at ency- boundar y>70</| at ency- boundar y>
</l atency>
<bandw dt h>
<guar ant eed- bw per cent >80</ guar ant eed- bw per cent >
</ bandwi dt h>
</cl ass>
<cl ass>
<cl ass-i d>DATA2</ cl ass-i d>
<l atency>
<l at ency- boundar y>200</ | at ency- boundary>
</l atency>
<bandwi dt h>
<guar ant eed- bw per cent >5</ guar ant eed- bw per cent >
<end-t o-end/ >
</ bandwi dt h>
</ cl ass>
</cl asses>
</ qos-profil e>
</ qos>
</ service>
</ si te-network-access>
</ site-network-accesses>
</site>
</sites>
</ 3vpn-svc>

The custom QoS profile for Sitel defines a REAL_TIME class with a

| at ency constraint expressed as the | owest possible latency. It also
defines two data classes -- DATA1 and DATA2. The two cl asses express
a | atency boundary constraint as well as a bandwi dth reservation, as
the REAL_TIME class is rate-limted to 10% of the service bandw dth
(10% of 100 Mops = 10 Mips). In cases where congestion occurs, the
REAL_TIME traffic can go up to 10 Mops (let’s assune that only 5 Mips
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are consuned). DATAL and DATA2 will share the remaini ng bandwi dth
(95 Mops) according to their percentage. So, the DATAL class will be
served with at | east 76 Mips of bandwi dth, while the DATA2 class wll
be served with at |east 4.75 Mops. The |atency boundary informtion
of the data class may help the SP define a specific buffer tuning or
a specific routing within the network. The maxi num percentage to be
used is not limted by this nodel but MJST be limted by the
managenment system according to the policies authorized by the SP

6.12.4. Milticast

\My

The "mul ticast" container defines the type of site in the custoner
nmul ticast service topol ogy: source, receiver, or both. These
paranmeters will hel p the managenent system optinize the multicast
service. Users can also define the type of multicast relationship
with the customer: router (requires a protocol such as PIM, host
(IGwW or M.LD), or both. An address famly (I1Pv4, |1Pv6, or both) can
al so be defined.
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6.13. Enhanced VPN Feat ures
6.13.1. Carriers’ Carriers

In the case of CsC [ RFC4364], a custoner may want to build an MPLS
service using an IP VPN to carry its traffic.

LAN custonerl

(vrf_custl)

CEl1_| SP1
| | SP1 POP
| MPLS link
T —
|
(vrf 1SP1)
PE1
(...) Provi der backbone
PE2
(vrf 1SP1)
|
I ............
| MPLS link
| | SP1 POP
CE2_| SP1

(vrf_custl)

LAN custonerl

In the figure above, ISPl resells an IP VPN service but has no core

network infrastructure between its POPs. |SP1 uses an I[P VPN as the
core network infrastructure (bel onging to another provider) between
its POPs.
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In order to support CsC, the VPN service nust indicate MPLS support
by setting the "carrierscarrier" leaf to true in the vpn-service
list. The link between CE1_I SP1/PE1 and CE2_l SP1/PE2 nust al so run
an MPLS signalling protocol. This configuration is done at the site
| evel .

In the proposed nodel, LDP or BGP can be used as the MPLS signalling
protocol. 1In the case of LDP, an I GP routing protocol MJST al so be
activated. In the case of BGP signalling, BG MJST al so be
configured as the routing protocol

If CsCis enabled, the requested "svc-ntu" leaf will refer to the
MPLS MIU and not to the IP MIU

6.14. External |D References

The service nodel sometinmes refers to external information through
identifiers. As an exanple, to order a cloud-access to a particular
cl oud service provider (CSP), the nodel uses an identifier to refer
to the targeted CSP. If a custoner is directly using this service
nodel as an APl (through REST or NETCONF, for example) to order a
particul ar service, the SP should provide a |list of authorized
identifiers. |In the case of cloud-access, the SP will provide the
associated identifiers for each avail able CSP. The sane applies to
other identifiers, such as std-qos-profile, OAM profile-nane, and
provider-profile for encryption.

How an SP provi des the neanings of those identifiers to the custoner
is out of scope for this document.

6.15. Defining NNI's

An aut onomous system (AS) is a single network or group of networks
that is controlled by a commpn system adni ni stration group and that
uses a single, clearly defined routing protocol. In some cases, VPNs
need to span different ASes in different geographic areas or span
different SPs. The connection between ASes is established by the SPs
and is seam ess to the custoner. Exanples include

0 a partnership between SPs (e.g., carrier, cloud) to extend their
VPN service seam essly.

0 an internal adm nistrative boundary within a single SP (e.g.
backhaul versus core versus data center).

NNl s (network-to-network interfaces) have to be defined to extend the
VPNs across multiple ASes.
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[ RFC4364] defines nultiple flavors of VPN NNl inplenmentations. Each
i mpl enentati on has pros and cons; this topic is outside the scope of
this docunent. For exanple, in an Inter-AS option A autononous
system border router (ASBR) peers are connected by nultiple
interfaces with at | east one of those interfaces spanning the two
ASes while being present in the sane VPN. | n order for these ASBRs
to signal unlabeled IP prefixes, they associate each interface with a
VPN routing and forwardi ng (VRF) instance and a Border Gateway
Protocol (BGP) session. As a result, traffic between the back-to-
back VRFs is IP. In this scenario, the VPNs are isolated from each
ot her, and because the traffic is I P, QS mechani sns that operate on
IP traffic can be applied to achieve custoner service |eve
agreements (SLAS).

/ \ / \ / \
| doud | | | | |
| Provider |----- NNI----- | |----NNI---| Data Center
| #1 | | | | |
\ / | | \ /
________ | | e
| |
———————— | My net wor k | R
/ \ | | / \
| Qoud | | | | |
| Provider |----- NNl ----- | | ---NNI---] L3VPN |
| #2 | | | | Partner |
\ / | | | |
-------- | | | |
\ / | |
-------------- \ /
U
|
NNI
|
|
/ \
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The figure above describes an SP network called "My network" that has
This network uses NNI's to:

S

(0]

o

o

| i nks on ASBRs.

P
0

to cross the AS boundary,

From a service nodel’s perspective,
Let’s say that AS B wants to extend sonme VPN connections
The adm nistrator of AS B can use this service

as a site.
for VPN C on AS A

everal NN s.

increase its footprint by relying on L3VPN partners.

connect its

enabl e the custoner to access its private resources located in a

own data center

services to the custoner |P VPN

private cloud owned by some CSPs.

1. Defining

an NNl with the Option A Flavor
AS B
\ / \

| |
++++++++ Inter-AS | i nk ++++++++
+ + + +
+ (VRF1)---(VPNl)----(VRF1) +
+ ASBR + + ASBR +
+ (VRF2)---(VPN2)----(VRF2) +
+ + + +
++++++++ ++++++++

| |

: :
++++++++ I nter-AS |ink ++++++++
+ + + +
+ (VRF1l)---(VPN1l)----(VRFl1l) +
+ ASBR + + ASBR +
+ (VRF2)---(VPN2)----(VRF2) +
+ + + +
++++++++ ++++++++

| |

| |

/ \ /

n option A the two ASes are connected to each other wth physica
For resiliency purposes, there may be multiple

hysi cal connecti ons between the ASes. A VPN connection -- physica
r logical (on top of physical)

nodel to order

et al.

a site on AS A

St andards Track

Al

is created for each VPN that needs
thus providing a back-to-back VRF nodel.

this VPN connection can be seen

connection scenari os could be
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realized using the features of the current nodel. As an exanple, the
figure above shows two physical connections that have | ogica
connections per VPN overlaid on them This could be seen as a dual -
honed subVPN scenario. Also, the admnistrator of AS B will be able
to choose the appropriate routing protocol (e.g., E-BGP) to

dynam cal | y exchange routes between ASes.

Thi s docunent assunes that the option A NNl flavor SHOULD reuse the
exi sting VPN site nodeling.

Exampl e: a custonmer wants its CSP A to attach its virtual network N
to an existing IP VPN (VPN1) that he has from L3VPN SP B
CSP A L3VPN SP B
/ \ / \
| | | | |
| VM --| ++++++++ NN ++++++++ | --- VPNL
| | + + + + | Site#l
| [-------- (VRF1)---(VPN1)--(VRF1) +
| | + ASBR + + ASBR + |
| | + + + + |
| | +4++++++ +4++++++ |
| VWM --| | | | --- VPN
| | Virtual | | | Site#2
| | Net wor k | | |
| VM --| | | | --- VPNL
| | | | | Site#3
\ / \ /
|
|
VPN1
Site#4

To create the VPN connectivity, the CSP or the custoner nay use the
L3VPN service nodel that SP B exposes. W could consider that, as
the NNI is shared, the physical connection (bearer) between CSP A and
SP B already exists. CSP A may request through a service nodel the
creation of a new site with a single site-network-access (single-

hom ng is used in the figure). As a placenent constraint, CSP A nay
use the existing bearer reference it has fromSP A to force the

pl acement of the VPN NNI on the existing link. The XM snippet bel ow
illustrates a possible configuration request to SP B
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<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-profil es>
<val i d-provi der-identifiers>
<qos-profile-identifier>
<i d>COLD</i d>
</ qos-profile-identifier>
<qos-profile-identifier>
<i d>PLATI NUMK/ i d>
</ qos-profile-identifier>
</valid-provider-identifiers>
</vpn-profil es>
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNL</vpn-id>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>CSP_A attachnent</site-id>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</I|ocation-id>
</l ocation>
</l ocations>
<l ocati ons>
<l ocati on>
<l ocation-id>1</1ocation-id>
<city>NY</city>
<count ry- code>US</ count ry-code>
</l ocation>
</l ocations>
<site-vpn-flavor>site-vpn-flavor-nni</site-vpn-flavor>
<routi ng- protocol s>
<routi ng- protocol >
<type>bgp</type>
<bgp>
<aut ononous- syst en>500</ aut ononpus- syst en
<addr ess-fam | y>i pvd</ address-fam | y>
</ bgp>
</ routing- protocol >
</ routing- protocol s>
<site-network-accesses>
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<site-network-access>
<site-network-access-i d>CSP_A VN1</site-network-access-i d>
<l ocation-reference>L1</| ocation-reference>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipvd>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al | ocati on-type>
</ipv6>
</i p-connecti on>
<i p-connecti on>
<i pvé4>
<address-al |l ocati on-type>stati c-address</address-all ocation-type>
<addr esses>
<provi der - addr ess>203. 0. 113. 1</ pr ovi der - addr ess>
<cust omer - addr ess>203. 0. 113. 2</ cust oner - addr ess>
<prefi x-1 engt h>30</ prefi x-1 engt h>
</ addr esses>
</ipvd>
</i p-connecti on>
<servi ce>
<svc-i nput - bandwi dt h>450000000</ svc- i nput - bandwi dt h>
<svc- out put - bandw dt h>450000000</ svc- out put - bandwi dt h>
<svc-nmtu>1514</ svc- nt u>
</ servi ce>
<security>
<encrypti on>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<vpn-attachment >
<vpn-i d>VPNL</vpn-id>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn- att achnent >
</ si te-network-access>
</ site-network-accesses>
<managenent >
<t ype>cust orer - nranaged</t ype>
</ managemnent >
</site>
</sites>
</ | 3vpn-svc>

The case described above is different froma scenario using the

cl oud- accesses container, as the cloud-access provides a public cloud
access while this exanple enabl es access to private resources |ocated
in a CSP network.
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6.15.2. Defining an NNl with the Option B Fl avor

AS A AS B
/ \ / \
| |
++++++++ Inter-AS | i nk ++++++++
+ + + +
+ + + +
+ ASBR +<---MP-BGP---->+ ASBR +
+ + + +
+ + + +
++++++++ ++++++++

++++++++ Inter-AS | i nk ++++++++

+ + + +
+ + + +
+ ASBR +<---MP-BGP---->+ ASBR +
+ + + +
+ + + +
++++t+++ ++++++++
| |
| |
\ / \ /

In option B, the two ASes are connected to each other with physica
links on ASBRs. For resiliency purposes, there may be nultiple
physi cal connections between the ASes. The VPN "connection" between
ASes is done by exchanging VPN routes through MP-BGP [ RFC4760] .

There are multiple flavors of inplenentations of such an NNI. For
exanpl e:

1. The NNI is internal to the provider and is situated between a
backbone and a data center. There is enough trust between the
domains to not filter the VPN routes. So, all the VPN routes are
exchanged. RT filtering nmay be inplenmented to save sone
unnecessary route states.

2. The NNI is used between providers that agreed to exchange VPN

routes for specific RTs only. Each provider is authorized to use
the RT values fromthe other provider
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3. The NNI is used between providers that agreed to exchange VPN
routes for specific RTs only. Each provider has its own RT
schene. So, a customer spanning the two networks will have
different RTs in each network for a particular VPN

Case 1 does not require any service nodeling, as the protocol enables
the dynam ¢ exchange of necessary VPN routes.

Case 2 requires that an RT-filtering policy on ASBRs be mai ntai ned.
From a service nodeling point of view, it is necessary to agree on
the list of RTs to authorize.

In Case 3, both ASes need to agree on the VPN RT to exchange, as well
as howto map a VPN RT fromAS A to the corresponding RT in AS B (and
Vi ce versa).

Those nodelings are currently out of scope for this docunent.

CSP A L3VPN SP B

/ \ / \
| | | | |
| VM --| +4++++++ NNI +4++++++ | --- VPNL
| | + + + + | Site#l
| [------- + + + +
| | + ASBR +<- MP- BGP- >+ ASBR + |
| | + + + + |
| | ++++++++ ++++++++ |
| VM --| | | | --- VPNL
| | Virtual | | | Site#2
| | Net wor k | | |
| VM --| | | | --- VPNL
| | | | | Sit e#3
\ / | |

----------------- | |

\ /
|
|
VPN1
Site#4

The exanpl e above describes an NNI connection between CSP A and SP
network B. Both SPs do not trust themselves and use a different RT
allocation policy. So, in terns of inplenentation, the customer VPN
has a different RT in each network (RT Ain CSP A and RT Bin SP
network B). In order to connect the customer virtual network in CSP
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A to the customer
that SP network B open the custoner VPN on the NN
appropriate RT).

agreenment between
(RT) translation.
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IP VPN (VPN1) in SP network B, CSP A should request

(accept the

Who does the RT translation depends on the
the two SPs: SP B may permit CSP A to request VPN

NNI with the Option C Fl avor

++++++++ Mul ti hop E-BGP ++++++++

+ + + +
+ + + +
+ RGW +<----MP-BGP---->+ RGN +
+ + + +
+ + + +
++++++++ ++++++++

++++++++ I nter-AS |ink ++++++++

+ + + +
+ + + +
+ ASBR + + ASBR +
+ + + +
+ + + +
++++++++ ++++++++

++++++++ Inter-AS | i nk ++++++++

+ + + +
+ + + +
+ ASBR + + ASBR +
+ + + +
+ + + +
+H++tttt +H+ttttt

| |

| |

/ \

St andards Track
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From a VPN service’'s perspective, the option CNNl is very sinmlar to
option B, as an MP-BGP session is used to exchange VPN routes between
the ASes. The difference is that the forwardi ng plane and the
control plane are on different nodes, so the MP-BGP session is
mul ti hop between routing gateway (RGN nodes.

From a VPN service's point of view, nodeling options B and C will be
i denti cal

Servi ce Mddel Usage Exampl e

As explained in Section 5, this service nodel is intended to be
instantiated at a nanagenent |ayer and is not intended to be used
directly on network el ements. The nanagenent system serves as a
central point of configuration of the overall service.

This section provides an exanmpl e of how a managenent system can use
this nodel to configure an IP VPN service on network el ements.

In this exanple, we want to achi eve the provisioning of a VPN service
for three sites using a Hub-and- Spoke VPN service topology. One of

the sites will be dual -homed, and | oad-sharing is expected.

o m e m e o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Hub_Site ------ PE1 PE2 ------ Spoke_Sitel

| | NS +
| | |

| | o m m e e e e e e e e e e e e e maamn +
| Hub_Site ------ PE3 PE4 ------ Spoke_Site2

o m e m e o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e +

The foll owing XML sni ppet describes the overall sinplified service
configuration of this VPN
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<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I3vpn-svc">
<vpn-profil es>
<val i d- provi der-identifiers>
<qos-profile-identifier>
<i d>COLD</i d>
</ qos-profile-identifier>
<qos-profile-identifier>
<i d>PLATI NUMK/ i d>
</ qos-profile-identifier>
</valid-provider-identifiers>
</vpn-profil es>
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>12456487</vpn-i d>
<vpn- servi ce-t opol ogy>hub- spoke</ vpn-servi ce-t opol ogy>
</ vpn-service>
</ vpn-servi ces>
</ | 3vpn-svc>

When receiving the request for provisioning the VPN service, the
management systemw |l internally (or through comunication wth
anot her OSS conponent) allocate VPN RTs. In this specific case, two
RTs will be allocated (100:1 for Hub and 100:2 for Spoke). The

out put of correspondi ng XM. sni ppet bel ow descri bes the configuration
of Spoke Sitel.

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms:xm:ns:yang:ietf-I3vpn-svc">
<vpn-profil es>
<val i d- provi der-identifiers>
<qos-profile-identifier>
<i d>G0LD</i d>
</ qos-profile-identifier>
<qos-profile-identifier>
<i d>PLATI NUM/ i d>
</ qos-profile-identifier>
</valid-provider-identifiers>
</vpn-profil es>
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>12456487</vpn-i d>
<vpn-servi ce-t opol ogy>hub- spoke</ vpn-servi ce-t opol ogy>
</vpn-service>
</vpn-services>
<sites>
<site>
<site-id>Spoke Sitel</site-id>
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<devi ces>

<devi ce>
<devi ce-i d>Dl1</ devi ce-i d>

</ devi ce>

</ devi ces>

<l ocati ons>

<l ocati on>
<l ocation-id>1</|ocation-id>
<city>Ny</city>
<count ry- code>US</ count ry- code>

</l ocation>

</l ocations>

<security>

<encryption>
<l ayer >l ayer 3</ | ayer >

</ encryption>

</security>

<routi ng-protocol s>

<routi ng- protocol >
<t ype>bgp</type>
<bgp>
<aut ononpus- syst ent500</ aut ononous- syst enp
<addr ess-fam | y>i pv4</ address-fam | y>
<addr ess-fam | y>i pv6</ address-fam | y>
</ bgp>

</routing- protocol >

</ routing- protocol s>

<si t e- net wor k- accesses>

<si t e- net wor k- access>

January 2018

<site-network-access-i d>Spoke_Sitel</site-network-access-id>

<devi ce-ref erence>Dl</ devi ce-ref erence>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>20</ group-i d>
</ group>
</ groups>
<constrai nt s>
<constraint >
<constraint-type>pe-di verse</constraint-type>
<t ar get >
<group>
<group-i d>10</ gr oup-i d>
</ group>
</target>
</ constrai nt>
</ constrai nts>
</ access-diversity>
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<i p-connecti on>
<i pv4>
<address-al |l ocati on-type>static-address</address-all ocation-type>
<addr esses>
<provi der - addr ess>203. 0. 113. 254</ pr ovi der - addr ess>
<cust oner - addr ess>203. 0. 113. 2</ cust oner - addr ess>
<prefi x-1engt h>24</ prefi x-1engt h>
</ addr esses>
</ipva>
<i pv6>
<address-al | ocati on-type>stati c-address</ address-all ocati on-type>
<addr esses>
<provi der - addr ess>2001: db8: : 1</ provi der - addr ess>
<cust omer - addr ess>2001: db8: : 2</ cust oner - addr ess>
<prefix-1engt h>64</ prefix-Iengt h>
</ addr esses>
</ipv6>
</i p-connection>
<servi ce>
<svc-i nput - bandwi dt h>450000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>450000000</ svc- out put - bandwi dt h>
<svc-mtu>1514</svc-mt u>
</ servi ce>
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<vpn-attachment >
<vpn-i d>12456487</vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ site-network-accesses>
<managenent >
<t ype>provi der - managed</t ype>
</ managenent >
</site>
</sites>
</ 3vpn-svc>

When receiving the request for provisioning Spoke Sitel, the
nmanagenent system MUST al |l ocate network resources for this site. It
MUST first determine the target network elenents to provision the
access, particularly the PE router (and perhaps also an aggregation
switch). As described in Section 6.6, the management system SHOULD
use the location information and MJST use the access-diversity
constraint to find the appropriate PE. In this case, we consider
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that Spoke Sitel requires PE diversity with the Hub and that the
managenment system al |l ocates PEs based on the | east distance. Based
on the location information, the managenent system finds the

avail able PEs in the area nearest the custoner and picks one that
fits the access-diversity constraint.

When the PE is chosen, the nanagenent system needs to allocate
interface resources on the node. One interface is selected fromthe
pool of available PEs. The managenent system can start provisioning
the chosen PE node via whatever neans the nanagement system prefers
(e.g., NETCONF, CLI). The managenent systemw || check to see if a

VRF that fits its needs is already present. If not, it wll
provision the VRF: the RDwill be derived fromthe interna
al l ocation policy nodel, and the RTs will be derived fromthe VPN

policy configuration of the site (the nmanagenent system all ocated
some RTs for the VPN). As the site is a Spoke site (site-role), the
management system knows which RTs nust be inported and exported. As
the site is provider-nmanaged, sone managenent RTs nmay al so be added
(100: 5000). Standard provider VPN policies MAY al so be added in the
configurati on.

Exanmpl e of generated PE configuration:

ip vrf Customrerl

export-nmap STD CUSTOVER- EXPORT <---- Standard SP configuration
rout e-di stingui sher 100: 3123234324

route-target inport 100:1

route-target inmport 100: 5000 <---- Standard SP configuration

route-target export 100: 2 for provider-mnaged CE
!

When the VRF has been provisioned, the managenent system can start
configuring the access on the PE using the allocated interface

information. | P addressing is chosen by the managenment system One
address will be picked froman allocated subnet for the PE, and
another will be used for the CE configuration. Routing protocols

will also be configured between the PE and CE; because this nodel is
provi der - managed, the choices are left to the SP. BGP was chosen for
this exanple. This choice is independent of the routing protoco
chosen by the customer. BGP will be used to configure the CE-to-LAN
connection as requested in the service nodel. Peering addresses w ||
be derived fromthose of the connection. As the CE is provider-
nmanaged, the CE's AS nunber can be autonmatically allocated by the
managenment system Standard configuration tenplates provided by the
SP may al so be added.
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\My

Exampl e of generated PE configuration:

interface Ethernetl/1/0.10
encapsul ati on dot1lqg 10
ip vrf forwardi ng Custonerl
i p address 198.51.100.1 255. 255. 255. 252 <---- Cones from
automated al | ocation
i pv6 address 2001: db8::10:1/64
i p access-group STD PROTECT-I N <---- Standard SP config
|
router bgp 100
address-fam |y ipv4 vrf Custonerl

nei ghbor 198.51. 100.2 renote-as 65000 <---- Cones from
automated al | ocation
nei ghbor 198.51.100.2 route-map STD in <---- Standard SP config
nei ghbor 198.51.100.2 filter-list 10 in <---- Standard SP config
!
address-fam |y ipv6 vrf Custonerl
nei ghbor 2001: db8::0al0: 2 renote-as 65000 <---- Cones from
automated al | ocation
nei ghbor 2001: db8::0al0:2 route-map STD in <---- Standard SP
config
nei ghbor 2001:db8::0al10:2 filter-list 10 in <---- Standard SP
config

ip route vrf Customerl 192.0.2.1 255.255.255. 255 198. 51. 100. 2

I Static route for provider administration of CE
!

As the CE router is not reachable at this stage, the managenent
system can produce a conplete CE configuration that can be manually
upl oaded to the node before sending the CE configuration to the
customer prem ses. The CE configuration will be built in the sane
way as the PE woul d be configured. Based on the CE type (vendor/
nodel ) allocated to the customer as well as the bearer information

t he managenment system knows which interface nmust be configured on the
CE. PE-CE link configuration is expected to be handl ed automatically
using the SP CSS, as both resources are nmanaged internally. CE-to-
LAN-interface paraneters such as | P addressing are derived fromthe

i p-connection container, taking into account how t he managemnent
system di stri butes addresses between the PE and CE within the subnet.
This will allow a plug-and-play configuration for the CE to be
created.
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Exampl e of generated CE configuration:

i nterface Loopbackl0
description "Adm nistration”
i p address 192.0.2.1 255. 255. 255. 255
I
i nterface FastEt hernet 10
description "WAN'
i p address 198.51. 100. 2 255. 255. 255. 252 <---- Cones from
aut omat ed al | ocati on
i pv6 address 2001: db8::0al10: 2/ 64
I
interface FastEthernet1l
description "LAN'
i p address 203.0.113. 254 255.255.255.0 <---- Cones fromthe
i p-connection contai ner
i pv6 address 2001: db8::1/64
I

fouter bgp 65000
address-fanmily ipv4

redistribute static route-nmap STATIC2BGP <---- Standard SP
configuration
nei ghbor 198.51.100.1 renmpte-as 100 <---- Comes from
automated al | ocation
nei ghbor 203.0.113.2 renote-as 500 <---- Cones fromthe

i p-connection cont ai ner
address-fanily ipv6

redistribute static route-nmap STATIC2BGP <---- Standard SP
configuration
nei ghbor 2001: db8::0al0:1 renote-as 100 <---- Cones from
automated al |l ocation
nei ghbor 2001: db8::2 renote-as 500 <---- Comes fromthe

i p-connecti on cont ai ner
|

fout e- map STATI C2BGP pernit 10
match tag 10
!
Interaction with G her YANG Model s
As expressed in Section 5, this service nodel is intended to be

instantiated in a nanagenment system and not directly on network
el enent s.
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\My

The managenent systemis role will be to configure the network
el ements. The nmanagenent system nay be nodul ar, so the conponent
instantiating the service nodel (let’s call it "service component")
and the conponent responsible for network el ement configuration
(let’s call it "configuration conponent™) may be different.
| 3vpn-svc |
Model |
+----------! ---------- +
| Service conponent | Service datastore
T +
|
|
o e e e +
+----] Config conponent [------ +
/ A R + \ Net wor k
/ / \ \  Configuration
/ / \ \ nodel s
/ / \ \
++++++++ ++++++++ ++++++++ ++++++++
+ CEA+ ------- + PE A + + PEB+ ----- + CE B + Config
++++++++ ++++++++ ++++++++ ++++++++ dat astore
Site A Site B

In the previous sections, we provided sonme exanpl es of the

transl ati on of service provisioning requests to router configuration
lines. 1In the NETCONF/ YANG ecosystem we expect NETCONF/ YANG to be
used between the configuration conponent and network el enents to
configure the requested services on those el enents.

In this franmework, specifications are expected to provide specific
YANG nodel i ng of service conponents on network el enments. There will
be a strong relationship between the abstracted view provided by this
service nmodel and the detailed configuration viewthat will be

provi ded by specific configuration nodels for network el enents.

The authors of this docunent anticipate definitions of YANG nodul es
for the network el enents listed below Note that this list is not
exhausti ve:

o VRF definition, including VPN policy expression

o Physical interface.

o |IP layer (1Pv4, |Pv6).
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QS: classification, profiles, etc.

Routi ng protocol s: support of configuration of al

listed in the docunent,
wi th those protocols.

Mul ti cast VPN.

as well as routing policies

Net wor k address transl ation.

January 2018

pr ot ocol s
associ at ed

Exampl e of a corresponding XM. snippet with a VPN site request at the

S

ervice level, using this

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I3vpn-svc">
<vpn-profil es>

<val i d- provi der-identifiers>

<

<
<

<

gos-profile-identifier>
<i d>GOLD</i d>
/qos-profile-identifier>
gos-profile-identifier>
<i d>PLATI NUMK/ i d>
/qos-profile-identifier>

nodel :

</valid-provider-identifiers>
</vpn-profil es>
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNL</vpn-id>
<vpn-servi ce-t opol ogy>hub- spoke</ vpn-servi ce-t opol ogy>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>

\My

<
<

site-id>Site A</site-id>
security>

<encryption>

<l ayer >l ayer 3</ | ayer >
</ encryption>

</security>

<

| ocati ons>
<l ocati on>

<l ocation-id>L1</|ocation-id>

</l ocation>

</l ocations>

<

si t e- net wor k- accesses>
<si t e- net wor k- access>

<si t e- net wor k- access-i d>1</site-network-access-i d>

<i p-connecti on>

et al.
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<i pvé4>
<address-al |l ocati on-type>static-address</address-all ocation-type>
<addr esses>
<provi der - addr ess>203. 0. 113. 254</ pr ovi der - addr ess>
<cust omer - addr ess>203. 0. 113. 2</ cust oner - addr ess>
<prefi x-1engt h>24</ prefi x-1engt h>
</ addr esses>
</ipva>
<i pv6>
<addr ess-al | ocati on-type>provi der - dhcp</ addr ess-al | ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc- nt u>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ servi ce>
<l ocation-reference>L1</| ocati on-reference>
<vpn-attachment >
<vpn-pol i cy-i d>VPNPOL1</ vpn-policy-id>
</ vpn-attachnent >
</ site-network-access>
</ site-network-accesses>
<routi ng-protocol s>
<routi ng- protocol >
<type>static</type>
<static>
<cascaded- | an- prefi xes>
<i pv4-1 an-prefixes>
<l an>198. 51. 100. 0/ 30</ | an>
<next - hop>203. 0. 113. 2</ next - hop>
</ipv4-I|an-prefixes>
</ cascaded- | an- prefi xes>
</static>
</routing- protocol >
</routing-protocol s>
<managenent >
<t ype>cust orer - nranaged</t ype>
</ managemnent >
<vpn-pol i ci es>
<vpn-policy>
<vpn-policy-i d>VPNPCQL1</vpn-policy-id>
<entries>
<id>1</id>
<vpn>
<vpn-i d>VPN1</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
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</entries>
</vpn-policy>
</vpn-policies>
</site>
</sites>
</ | 3vpn-svc>

In the service exanpl e above, the service conponent is expected to
request that the configuration conponent of the managenent system
provide the configuration of the service elenents. |If we consider
that the service conponent selected a PE (PE A) as the target PE for
the site, the configuration conponent will need to push the
configuration to PE A The configuration conponent will use severa
YANG data nodels to define the configuration to be applied to PE A
The XM sni ppet configuration of PE A might |ook like this:

<if:interfaces>
<if:interface>
<i f:nane>et hO</i f: name>
<if:type>ianaift:ethernetCsnacd</if:type>
<if:description>
Link to CE A
</if:description>
<ip:ipvd>
<i p: addr ess>
<ip:ip>203.0.113. 254</ip:ip>
<i p: prefix-1length>24</ip: prefix-Iength>
</i p: address>
<i p: f orwar di ng>t rue</i p: f orwar di ng>
</ip:ipvd>
</[if:interface>
</if:interfaces>
<rt:routing>
<rt:routing-instance>
<rt:name>VRF_Cust A</ rt: name>
<rt:type>l 3vpn-network:vrf</rt:type>
<rt:description>VRF for Custoner A</rt:description>
<l 3vpn- net wor k: r d>100: 1546542343</ | 3vpn- net wor k: r d>
<l 3vpn- networ k: i mport-rt>100: 1</| 3vpn- network: i nport-rt>
<l 3vpn- net wor k: export-rt>100: 1</ | 3vpn- net wor k: export-rt>
<rt:interfaces>
<rt:interface>
<rt:nane>et hO</rt: name>
</rt:interface>
</rt:interfaces>
<rt:routing-protocol s>
<rt:routing-protocol >
<rt:type>rt:static</rt:type>
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<rt:nanme>st0</rt: nane>
<rt:static-routes>
<v4ur:i pv4>
<v4ur:rout e>
<v4ur:destination-prefix>198.51.100. 0/ 30</v4ur:destination-prefix>
<v4ur : next - hop>
<v4ur : next - hop- addr ess>203. 0. 113. 2</ v4ur : next - hop- addr ess>
</ v4ur: next - hop>
</v4ur:route>
</ vdur:ipva>
</rt:static-routes>
</rt:routing-protocol >
</rt:routing-protocol s>
</rt:routing-instance>
</rt:routing>

9.  YANG Modul e

<CODE BEG NS>file "ietf-13vpn-svc@018-01-19. yang"
nodul e ietf-13vpn-svc {
yang-version 1.1;
nanespace "urn:ietf:paramnms:xm:ns:yang:ietf-|3vpn-svc";
prefix | 3vpn-svc;
import ietf-inet-types {
prefix inet;
}
i mport ietf-yang-types {
prefix yang;

i mport ietf-netconf-acm {
prefix nacm
}
or gani zati on
"I ETF L3SM Wor ki ng G oup”;
cont act
"WG List: <mailto:l3sm@etf.org>
Edi tor:
L3SM WG
Chairs:
Adrian Farrel, Qn W
description
"Thi s YANG nodul e defines a generic service configuration
nodel for Layer 3 VPNs. This nodel is common across al
vendor inpl enmentations.
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Copyright (c) 2018 | ETF Trust and the persons
identified as authors of the code. Al rights reserved.

Redi stribution and use in source and binary forns, with or

wi t hout nodification, is permtted pursuant to, and subject
to the license terns contained in, the Sinplified BSD License
set forth in Section 4.c of the | ETF Trust’s Legal Provisions
Rel ating to | ETF Documents
(https://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC 8299; see
the RFC itself for full legal notices.";

revision 2018-01-19 {
description
"Revi sion of RFC 8049 to fix inplementation issues.”;
reference
"RFC 8299";
}
revision 2017-01-27 {
description
“Initial document.";
reference
"RFC 8049.";
}
/* Features */
feature cl oud-access {
description
"Allows the VPN to connect to a CSP.";
}
feature nmulticast {
description
"Enabl es nulticast capabilities in a VPN.";
}
feature ipvd {
description
"Enabl es | Pv4 support in a VPN ";
}
feature ipv6 {
description
"Enabl es I Pv6 support in a VPN ";
}
feature lan-tag {
description
"Enabl es LAN Tag support in a VPN Policy filter.";
}
feature carrierscarrier {
description
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"Enabl es support of CsC. ";
}
feature extranet-vpn {

description

"Enabl es support of extranet VPNs.";
}
feature site-diversity {

description

"Enabl es support of site diversity constraints.";
}
feature encryption {

description

"Enabl es support of encryption.";

feature qos {
description
"Enabl es support of classes of services.";
}
feature qos-custom {
description
"Enabl es support of the custom QoS profile.";
}
feature rtg-bgp {
description
"Enabl es support of the BGP routing protocol.";
}
feature rtg-rip {
description
"Enabl es support of the R P routing protocol.";
}
feature rtg-ospf {
descri ption
"Enabl es support of the OSPF routing protocol.";
}
feature rtg-ospf-shamlink {
description
"Enabl es support of OSPF sham i nks.";
}
feature rtg-vrrp {
description
"Enabl es support of the VRRP routing protocol.";
}
feature fast-reroute {
description
"Enabl es support of Fast Reroute.";

}
feature bfd {
description
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"Enabl es support of BFD.";
}
feature al ways-on {
description
"Enabl es support of the ’always-on’ access constraint.";
}
feature requested-type {
description
"Enabl es support of the 'requested-type’ access constraint.";

feature bearer-reference {

description

"Enabl es support of the 'bearer-reference’ access constraint.";
}
feature target-sites {

description

"Enabl es support of the 'target-sites’ match flow paraneter."”;

}
/* Typedefs */
typedef svc-id {
type string;
description
"Defines a type of service conponent identifier.";
}
typedef tenplate-id {
type string;
description
"Defines a type of service tenplate identifier.";

}
typedef address-famly {
type enuneration {
enum i pv4d {
description
"I Pv4 address famly.";

enum i pv6 {

description

"I Pv6 address famly.";
}
}

description
"Defines a type for the address famly.";

/[* ldentities */
identity site-network-access-type {
description
"Base identity for site-network-access type.";

}
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identity point-to-point {
base site-network-access-type;
description
"ldentity for point-to-point connection.”;
}
identity multipoint {
base site-network-access-type;
description
"ldentity for multipoint connection
Exanpl e: Ethernet broadcast segnent."”;

identity placenent-diversity {
description
"Base identity for site placenent constraints.";

identity bearer-diverse {

base pl acenent-diversity;

description

"Identity for bearer diversity.

The bearers should not use comon el ements.";

identity pe-diverse {

base pl acenent-diversity;
description

“Identity for PE diversity.";

identity pop-diverse {
base pl acenent-diversity;
description
"Identity for POP diversity.";

}

identity |linecard-diverse {
base pl acenent-diversity;
description
"ldentity for linecard diversity.";

identity same-pe {
base pl acenent-diversity;
description
"ldentity for having sites connected on the sane PE.";
}
identity same-bearer {
base pl acenent-diversity;
description
"Identity for having sites connected using the sanme bearer.";

identity customer-application {
description
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"Base identity for customer application.”;
}
identity web {
base custoner-application;
description
"Identity for Wb application (e.g., HITP, HTTPS).";

identity mail {

base custoner-application
description

"ldentity for mail application."”;

identity file-transfer {

base custoner-application

description

"ldentity for file transfer application (e.g., FTP, SFTP).";

}

identity database {
base custoner-application
description
"Identity for database application.”;

identity social ({

base custoner-application

description

"ldentity for social-network application.";
}

identity games {

base custoner-application

description

“"Identity for gaming application.";

}
identity p2p {
base custoner-application;
description
"ldentity for peer-to-peer application.”;

i dentity network-managenent {

base custoner-application
description

"ldentity for managenent application
(e.g., Telnet, syslog, SNWP).";

identity voice {

base custoner-application
description

"ldentity for voice application.”;

}
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identity video {

base custoner-application

descri ption

"ldentity for video conference application.”;

}

identity enbb {
base custoner-application
description
"Identity for an enhanced Mobil e Broadband (eMBB)
application. Note that an eMBB applicati on denmands
network performance with a wide variety of
characteristics, such as data rate, |atency,
loss rate, reliability, and nmany other paraneters."”;

identity urllc {
base custoner-application;
description
"Identity for an Utra-Reliable and Low Latency
Conmruni cati ons (URLLC) application. Note that a
URLLC application denands network perfornmance
with a wide variety of characteristics, such as |atency,
reliability, and many other parameters."”;
}
identity mtc {
base custoner-application
description
"Identity for a massive Machine Type
Conmuni cati ons (mMIC) application. Note that an
nmMIC appl i cati on demands networ k perfornmance
with a wide variety of characteristics, such as data
rate, latency, loss rate, reliability, and many
ot her paraneters.";

identity site-vpn-flavor {
description
"Base identity for the site VPN service flavor.";

identity site-vpn-flavor-single {

base site-vpn-flavor;

description

"Base identity for the site VPN service flavor.
Used when the site belongs to only one VPN ";

identity site-vpn-flavor-multi {

base site-vpn-flavor;

description

"Base identity for the site VPN service flavor.
Used when a | ogical connection of a site
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bel ongs to multiple VPNs.";
}
identity site-vpn-flavor-sub {
base site-vpn-flavor;
description
"Base identity for the site VPN service flavor.
Used when a site has nultiple |ogical connections.
Each connection may belong to different nmultiple VPNs.";
}
identity site-vpn-flavor-nni {
base site-vpn-flavor;
description
"Base identity for the site VPN service flavor.
Used to describe an NNI option A connection.";

identity managenent {
description
"Base identity for site managenent schene.";

identity co-managed {
base nanagenent;
description
"Base identity for co-managed site.";
}
identity custoner-nanaged {
base nanagenent;
description
"Base identity for customer-nanaged site.";

identity provider-nanaged {
base nanagenent;
description
"Base identity for provider-nanaged site.";
}
identity address-allocation-type {
description
"Base identity for address-allocation-type for PE-CE |ink.";
}
identity provider-dhcp {
base address-all ocation-type;
description
"Provi der network provides DHCP service to custoner.";

}
identity provider-dhcp-relay {
base address-all ocation-type;
description
"Provi der network provides DHCP relay service to custoner.”;

}
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identity provider-dhcp-slaac {
base address-all ocation-type;
description
"Provi der network provides DHCP service to custormer,
as well as SLAAC ";
}
identity static-address {
base address-all ocation-type;
description
"Provi der-to-custonmer addressing is static.";

identity slaac {
base address-all ocation-type;
description
"Use | Pv6 SLAAC. ";
}
identity site-role {
description
"Base identity for site type.";
}
identity any-to-any-role {
base site-role;
description
"Site in an any-to-any IP VPN ";

identity spoke-role {

base site-role;

description

"Spoke site in a Hub-and-Spoke IP VPN ";

identity hub-role {

base site-role;

description

"Hub site in a Hub-and- Spoke I P VPN. ";

identity vpn-topol ogy {
description
"Base identity for VPN topol ogy.";

identity any-to-any {

base vpn-topol ogy;

description

"Identity for any-to-any VPN topol ogy.";

}
identity hub-spoke {
base vpn-topol ogy;
description
"Identity for Hub-and-Spoke VPN topol ogy.";
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}

identity hub-spoke-disjoint {

base vpn-topol ogy;

description

"ldentity for Hub-and- Spoke VPN topol ogy

wher e Hubs cannot comuni cate with each other.";

identity multicast-tree-type {
description
"Base identity for multicast tree type.";

identity ssmtree-type {
base nulticast-tree-type;
description
"Ildentity for SSMtree type.";
}
identity asmtree-type {
base nulticast-tree-type;
description
“"ldentity for ASMtree type.";

}
identity bidir-tree-type {
base nulticast-tree-type;
description
“"Identity for bidirectional tree type.";

identity multicast-rp-discovery-type {
description
"Base identity for RP discovery type.";
}
identity auto-rp {
base nulticast-rp-di scovery-type;
descri ption
"Base identity for Auto-RP discovery type.";

identity static-rp {

base nul ticast-rp-di scovery-type;
description

"Base identity for static type.";

}
identity bsr-rp {
base nulticast-rp-di scovery-type;
description
"Base identity for BSR di scovery type.";
}
identity routing-protocol -type {
description
"Base identity for routing protocol type.";
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}
identity ospf {
base routing-protocol -type;
description
"ldentity for OSPF protocol type.";
}
identity bgp {
base routing-protocol -type;
description
"ldentity for BGP protocol type.";

identity static {

base routing-protocol -type;

description

"Identity for static routing protocol type.";
}

identity rip {

base routing-protocol -type;

description

"ldentity for RIP protocol type.";

identity vrrp {

base routing-protocol -type;

description

“Identity for VRRP protocol type.

This is to be used when LANs are directly connected
to PE routers.";

}

identity direct {
base routing-protocol -type;
description
“"ldentity for direct protocol type.";

identity protocol -type {
description
"Base identity for protocol field type.";

}
identity tcp {
base protocol -type;
description
"TCP protocol type.";
}
identity udp {
base protocol -type;
description
"UDP protocol type.";

}
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identity icnmp {
base protocol -type;
description
"I CMP protocol type.";

}

identity icnp6 {
base protocol -type;
description

"I CMPv6 protocol type.";

}

identity gre {
base protocol -type;
description
"GRE protocol type.";

}
identity ipip {
base protocol -type;
description
"IP-in-1P protocol type.";
}
i dentity hop-by-hop {
base protocol -type;
description
"Hop- by-Hop | Pv6 header type.";

identity routing {
base protocol -type;
description
"Routing | Pv6 header type.";
}
identity esp {
base protocol -type;
description
"ESP header type.";

}

identity ah {
base protocol -type;
description

"AH header type.";

}
identity vpn-policy-filter-type {
description
"Base identity for VPN Policy filter type.";

}
identity ipvd {
base vpn-policy-filter-type;
description
"Identity for IPv4 Prefix filter type.";
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}
identity ipve {
base vpn-policy-filter-type;
description
"ldentity for IPv6 Prefix filter type.";
}
identity lan {
base vpn-policy-filter-type;
description
"ldentity for LAN Tag filter type.";

identity qgos-profile-direction {
description
"Base identity for QoS profile direction.";

}

identity site-to-wan {
base qos-profile-direction
description
“Identity for Site-to-WAN direction.";

identity wan-to-site {
base qos-profile-direction
description
"“Identity for WAN-to-Site direction.";
}
identity both {
base qos-profile-direction
description
"Identity for both WAN-to-Site direction
and Site-to-WAN direction."”;
}
[* Groupings */
groupi ng vpn-service-cl oud-access {
cont ai ner cl oud-accesses {
i f-feature cl oud-access;
list cloud-access {
key cloud-identifier
| eaf cloud-identifier {
type leafref {
path "/ 3vpn-svc/vpn-profiles/"+
"val id-provider-identifiers/cloud-identifier/id";
}
descri ption
"Identification of cloud service.
Local admi nistration neaning.";

}
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choice list-flavor {
case permt-any {
| eaf pernit-any {
type enpty;
description
"Allows all sites.";

}
}

case deny-any-except {
leaf-list permit-site {
type leafref {
path "/13vpn-svc/sites/sitel/site-id";
}
description
"Site IDto be authorized.";

}
}

case permt-any-except {

| eaf-1ist deny-site {

type leafref {

path "/13vpn-svc/sites/site/site-id";

}

description

"Site IDto be denied.";

}
}

description
"Choi ce for cloud access policy. By
default, all sites in the I P VPN MUST
be authorized to access the cloud.";
}
cont ai ner address-translation {
cont ai ner nat44 {
| eaf enabl ed {
type bool ean;
default fal se;
description
"Controls whether or not Network address
translation fromlPv4d to | Pv4 (NAT44)
[ RFC3022] is required.";

| eaf nat 44-cust omer - address {

type inet:ipv4-address;
description
"Address to be used for network address
translation fromIPv4 to IPv4. This is
to be used if the customer is providing
the | Pv4 address. |f the custoner address
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is not set, the nodel assunmes that the
provider will allocate the address.";
}
description
"I Pv4-to-1Pv4 translation.”;
}
description
"Contai ner for NAT.";
}
description
"C oud access configuration."”;
}
description
"Container for cloud access configurations.";
}
description
"Grouping for VPN cloud definition.";

groupi ng nulticast-rp-group-cfg {
choi ce group-format {
mandat ory true
case singl eaddress {
| eaf group-address {
type inet:ip-address;
description
"A single multicast group address.";

}
}

case startend {
| eaf group-start {
type inet:ip-address;
description
"The first multicast group address in
the multicast group address range.";
}
| eaf group-end {
type inet:ip-address;
description
"The last nulticast group address in
the multicast group address range.";

}
}

description
"Choice for multicast group format.";
}
description
"This grouping defines multicast group or
nmul ticast groups for RP-to-group mapping.";

Wi, et al. St andards Track [ Page 139]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery

}
groupi ng vpn-service-multicast {
contai ner multicast {
if-feature nulticast;
| eaf enabl ed {
type bool ean;
default fal se;
description
"Enabl es nmulticast.";
}
cont ai ner custoner-tree-flavors {
leaf-list tree-flavor {
type identityref {
base nulticast-tree-type;
}
description
"Type of tree to be used.";

description
"Type of trees used by custoner.";
}
container rp {
cont ai ner rp-group-mappi ngs {
[ist rp-group-nmapping {

key id;
leaf id {
type uint 16;

description
"Unique identifier for the mapping."”;
}
cont ai ner provi der-managed {
| eaf enabl ed {
type bool ean;
default false;
description
"Set to true if the Rendezvous Point (RP)
nust be a provider-nmanaged node. Set to fal se
if it is a customer-managed node.";
}
| eaf rp-redundancy {
type bool ean;
default fal se;
description
“I'f true, a redundancy nechanismfor the RP
is required."”;

| eaf optimal-traffic-delivery {
type bool ean;
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default false;

description

"If true, the SP nust ensure that

traffic uses an optimal path. An SP may use
Anycast RP or RP-tree-to-SPT sw tchover
architectures.”;
}

description

"Paraneters for a provider-nmanaged RP.";

| eaf rp-address {
when "../provider-mnaged/ enabled = 'false’ " {
description

}
type inet:ip-address;
mandat ory true
description
“Defines the address of the RP
Used if the RP is custoner-nmanaged.";
}
cont ai ner groups {
[ist group {
key id;
leaf id {
type uint 16;
description
"ldentifier for the group.";

"Rel evant when the RP is not provider-nanaged.";

uses nul ticast-rp-group-cfg;
description
"List of nmulticast groups.";
}
description
"Mul ticast groups associated with the RP.";
}
description
"Li st of RP-to-group mappings.";
}
description
"RP-to-group mappi ngs paraneters.";
}
contai ner rp-discovery {
| eaf rp-discovery-type {
type identityref {
base nulticast-rp-di scovery-type;

default static-rp;
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description
"Type of RP discovery used.";
}
cont ai ner bsr-candi dates {
when "derived-fromor-self(../rp-discovery-type, "+
"' 3vpn-svc: bsr-rp )" {
description
"Only applicable if discovery type
is BSRRRP.";

| eaf -1i st bsr-candi dat e-address {
type inet:ip-address;
description
"Address of BSR candidate.";
}
description
"Container for List of Custoner
BSR candi dat e’ s addresses.";
}
descri ption
"RP di scovery paraneters.";
}
description
"RP paraneters.";
}
descri ption
"Mul ticast global paraneters for the VPN service.";
}
description
"Grouping for nmulticast VPN definition.";

groupi ng vpn-service-npls {
| eaf carrierscarrier {
if-feature carrierscarrier;
type bool ean;
default fal se;
description
"The VPN is using CsC, and so MPLS is required.";
}
description
"Grouping for MPLS CsC definition.";

groupi ng customner-location-info {
cont ai ner | ocations {
list location {
key location-id;
| eaf location-id {
type svc-id;
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description
“"Identifier for a particular location.";

| eaf address {

type string;

description

"Address (nunber and street) of the site.";

| eaf postal-code {

type string;

description

"Postal code of the site.";

}
eaf state {
type string;
description
"State of the site. This |eaf can al so be
used to describe a region for a country that
does not have states.";
}
leaf city {
type string;
description
"City of the site.”;

| eaf country-code {
type string {
pattern '[A-Z] {2} ;
}
description
"Country of the site.
Expressed as | SO ALPHA-2 code. ";
}
description
"Location of the site.";
}
description
"List of locations for the site.";
}
description
"Thi s groupi ng defines custoner |ocation paraneters."”;
}
groupi ng site-group {
cont ai ner groups {
[ist group {
key group-id;
| eaf group-id {
type string;
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description
"Group-id the site belongs to.";
}
description
"List of group-ids.";
}
description
"Groups the site or site-network-access belongs to.";

}

description
"Grouping definition to assign
group-ids to site or site-network-access.";

groupi ng site-diversity {
container site-diversity {
if-feature site-diversity;
uses site-group;
description
"Diversity constraint type. Al
site-network-accesses will inherit
the group val ues defined here.";
}
description
"This grouping defines site
diversity paraneters.";
}
groupi ng access-diversity {
cont ai ner access-diversity {
if-feature site-diversity;
uses site-group;
contai ner constraints {
list constraint {
key constraint-type;
| eaf constraint-type {
type identityref {
base pl acenent-diversity;
}
description
"Diversity constraint type."
}
contai ner target {
choice target-flavor {
default id;
case id {
[ist group {
key group-id;
| eaf group-id {
type string;
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description
"The constraint will be applied against
this particular group-id for this site
network access |evel.";
}
description
"List of group-ids associated with one specific
constraint for this site network access |evel.";

}

case all-accesses {
| eaf all-other-accesses {

type enmpty;

description

"The constraint will be applied against

all other site network accesses of this site.";
}

case all-groups {
| eaf all-other-groups {

type enpty;

description

"The constraint will be applied against

all other groups nmanaged by the custoner.";
}

}

description
"Choice for the target flavor definition.";

}

description

"The constraint will be applied against a
Specific target, and the target can be a |ist
of group-ids,all other site network accesses of
this site, or all other groups managed by the
customer.";

}

description
"List of constraints.";

}

description
"Pl acement constraints for this site network access.";

}

description
"Diversity paraneters."”;

}

description
"Thi s groupi ng defines access diversity paraneters.”;

}
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groupi ng operational -requirenents {
| eaf requested-site-start {
type yang: date-and-ti ne;
description
"Optional |eaf indicating requested date and
time when the service at a particular site is
expected to start.";

}

| eaf requested-site-stop {
type yang: date-and-ti ne;
description
"Optional |eaf indicating requested date and
time when the service at a particular site is
expected to stop.";
}
description
"Thi s groupi ng defines sonme operationa
parameters. ",
}
groupi ng operational -requirenents-ops {
| eaf actual -site-start {
type yang: date-and-ti ne;
config fal se
description
"Optional |eaf indicating actual date and
time when the service at a particular site
actually started.”;

| eaf actual -site-stop {

type yang: date-and-ti ne;

config fal se
description
"Optional |eaf indicating actual date and
time when the service at a particular site
actual ly stopped.”;

}

description

"Thi s groupi ng defines sonme operationa

paranmeters."”;

grouping flowdefinition {
contai ner match-flow {
| eaf dscp {
type inet:dscp
description
"DSCP val ue. ";

}
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| eaf dot1lp {
type uint8 {
range "0..7";
}
description
"802.1p matching.";

| eaf ipv4-src-prefix {
type inet:ipv4-prefix;
description

"Match on | Pv4 src address.";

| eaf ipv6-src-prefix {
type inet:ipv6-prefix;
description

"Match on | Pv6 src address."

| eaf ipv4-dst-prefix {
type inet:ipvéd-prefix;
description

"Match on | Pv4 dst address.”;

| eaf ipv6-dst-prefix {
type inet:ipv6-prefix;
description

"Match on | Pv6 dst address.";

}

| eaf |4-src-port {
type inet: port-nunber;
nust

for

L3VPN Service Delivery

“current() > ../l 4-src-port-range/upper-port" {

description

“I'f l4-src-port and | 4-src-port-range/lower-port and
upper-port are set at the sane tine,

| 4-src-port

shoul d not overlap with | 4-src-port-range.”;

}

description

"“Match on Layer 4 src port."

leaf-list target-sites {
if-feature target-sites;
type svc-id;
description

"Identify a site as traffic destination.";

}

cont ai ner |4-src-port-range {
| eaf | ower-port ({
type inet: port-nunber;

et al.
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}
|

}

description
"Lower boundary for port.";
}
| eaf upper-port {
type inet: port-nunber;
must ". >= ../lower-port" {
description
"Upper boundary for port. If it
exi sts, the upper boundary nust be
hi gher than the | ower boundary.";
}
description
"Upper boundary for port.";
}
descri ption
"Match on Layer 4 src port range. Wen
only the lower-port is present, it represents
a single port. Wen both the | ower-port and
upper-port are specified, it inplies
a range inclusive of both values.";

eaf |4-dst-port {
type inet: port-nunber;
nmust “"current() < ../l4-dst-port-range/lower-port or "+
“current() > ../l 4-dst-port-range/upper-port" {
description
“I'f |4-dst-port and | 4-dst-port-range/l ower-port
and upper-port are set at the sanme tine,
| 4-dst-port should not overlap with
| 4-src-port-range.";
}
description
"Match on Layer 4 dst port.";

cont ai ner |4-dst-port-range {
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"“Upper boundary for port. If it exists,
upper boundary nust be hi gher than | ower
boundary.";

}

description

"Match on Layer 4 dst port range. Wen only

| ower-port is present, it represents a single
port. \Wen both | ower-port and upper-port are
specified, it inplies a range inclusive of both
val ues.";

| eaf protocol-field {
type union {
type uint8;
type identityref {
base protocol -type;
}
}
description
“Match on I Pv4 protocol or |Pve Next Header field.";
}
description
"Describes flowmatching criteria.";
}
description
"Fl ow definition based on criteria.";
}
groupi ng site-service-basic {
| eaf svc-input-bandw dth {
type ui nt 64;
units bps;
mandat ory true
description
"Fromthe custoner site’'s perspective, the service
i nput bandwi dt h of the connection or downl oad
bandwi dth fromthe SP to the site.";
}
| eaf svc-out put-bandwi dth {
type uint 64,
units bps;
mandat ory true
description
"Fromthe custoner site's perspective, the service
out put bandwi dth of the connection or upload
bandwi dth fromthe site to the SP.";
}
| eaf svc-mu {
type uint 16;
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units bytes;
mandat ory true
description

"MIU at service |evel. If the service is |P,
it refers tothe IP MU |f CsCis enabl ed,
the requested "svc-ntu leaf will refer to the

MPLS MIU and not to the IP MU ";
}
description
"Defines basic service paraneters for a site."”;
}
groupi ng site-protection {
container traffic-protection {
if-feature fast-reroute;
| eaf enabl ed {
type bool ean;
default fal se;
description
"Enabl es traffic protection of access link.";
}
description
"Fast Reroute service paranmeters for the site.";
}
description
"Defines protection service paraneters for a site.";
}
groupi ng site-service-npls {
container carrierscarrier {
if-feature carrierscarrier;
| eaf signalling-type {
type enuneration {
enum | dp {
description
"Use LDP as the signalling protoco
between the PE and the CE. In this case,
an | GP routing protocol nust also be activated.";

}
enum bgp {

description

"Use BGP (as per RFC 8277) as the signalling protoco
bet ween the PE and the CE

In this case, BGP nust also be configured as

the routing protocol.";

}

}
defaul t bgp;

description
"MPLS signalling type.";
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description

"This container is used when the custoner provides
MPLS- based services. This is only used in the case
of CsC (i.e., a customer builds an MPLS service using
an |P VPN to carry its traffic).";

description
"Defines MPLS service paraneters for a site.";
}
groupi ng site-service-qos-profile {
cont ai ner gos {
i f-feature qos;
contai ner qos-classification-policy {
list rule {
key id;
or der ed- by user;
leaf id {
type string;
description
"A description identifying the
gos-classification-policy rule.";
}
choi ce match-type {
default match-fl ow,
case match-fl ow {
uses flowdefinition

case match-application {
| eaf match-application {
type identityref {
base custoner-application
}
description
"Defines the application to match.";
}
}

descri ption
"Choice for classification.";

| eaf target-class-id {

type string;

description

"Identification of the class of service.

This identifier is internal to the admnistration.";
}

description

"List of marking rules.";
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}

description
"Configuration of the traffic classification policy.";
}
contai ner qos-profile {
choi ce qos-profile {
description
"Choice for QoS profile.
Can be standard profile or custom zed profile.";
case standard {
description
"Standard QoS profile."”;
| eaf profile {
type leafref {
path "/13vpn-svc/vpn-profiles/valid-provider-identifiers"+
"/qos-profile-identifier/id"
}

description
"QoS profile to be used.”;

case custom {
description
"Custom zed QoS profile.";
contai ner classes {
i f-feature gos-custom
list class {
key cl ass-id;
| eaf class-id {
type string;
description
“"Identification of the class of service.
This identifier is internal to the
adm nistration.";

| eaf direction {
type identityref {
base qos-profile-direction

}
defaul t bot h;

description

"The direction to which the QoS profile
is applied.";

leaf rate-limt {

type deci mal 64 {
fraction-digits 5;
range "0..100",
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units percent;
description
"To be used if the class nust be rate-limted.
Expressed as percentage of the service
bandwi dth.";
}
contai ner latency {
choice flavor {
case | owest {
| eaf use-lowest-Ilatency {
type enpty;
description
"The traffic class should use the path with the
| owest latency.";

}

case boundary {

| eaf | atency-boundary {

type uint 16;

units msec;

default 400;
description
"The traffic class should use a path with a
defi ned maxi mum | at ency.";

}
}

description
"Latency constraint on the traffic class.";
}
description
"Latency constraint on the traffic class.";
}
container jitter {
choice flavor {
case | owest {
| eaf use-lowest-jitter {
type enpty;
description
"The traffic class should use the path with the
| owest jitter.";

}

case boundary {
| eaf | atency-boundary {
type uint32;
units usec;
def aul t 40000;

Wi, et al. St andards Track [ Page 153]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018

description

"The traffic class should use a path with a
defined maximumjitter.";

}
}

description
"Jitter constraint on the traffic class.";

}

description
"Jitter constraint on the traffic class.";

}
cont ai ner bandwi dth {
| eaf guar ant eed- bw percent {
type deci mal 64 {
fraction-digits 5;
range "0..100";
}
units percent;
mandatory true
description

"To be used to define the guaranteed bandw dth
as a percentage of the avail able service bandw dth.";

| eaf end-to-end {
type enpty;

description

"Used if the bandwi dth reservation

nmust be done on the MPLS network too.";

}

description
"Bandwi dt h constraint on the traffic class.";

}

description
"List of classes of services.";

}

description
"Container for list of classes of services.";

}
}
}

description

"QoS profile configuration."”;
}

description

"QoS configuration."”;
}

description
"This grouping defines QS paranmeters for a site.";
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}
groupi ng site-security-authentication {
cont ai ner authentication {
description
"Aut henti cati on paraneters.”;
}
description
"This grouping defines authentication paraneters for a site.";
}
groupi ng site-security-encryption {
cont ai ner encryption {
if-feature encryption;
| eaf enabl ed {
type bool ean;
default fal se;
description
"If true, traffic encryption on the connection is required."”;

| eaf |ayer {
when "../enabled = "true’ " {
description
"Require a value for |ayer when enabled is true.";
}
type enuneration {
enum | ayer2 {
description
"Encryption will occur at Layer 2.";

enum | ayer 3 {
description
"Encryption will occur at Layer 3.
For exanple, |Psec may be used when
a custoner requests Layer 3 encryption.";
}
}

description
“Layer on which encryption is applied.";
}

contai ner encryption-profile {
choice profile {
case provider-profile {
| eaf profile-nanme {
type leafref {
path "/13vpn-svc/vpn-profiles/valid-provider-identifiers"+
“/encryption-profile-identifier/id";
}

description
"Nanme of the SP profile to be applied.";
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}
}

case custoner-profile {
| eaf al gorithm{
type string;
description
"Encryption algorithmto be used.";

choi ce key-type {
defaul t psk;
case psk {
| eaf preshared-key {
type string;
description
"Pre-Shared Key (PSK) coming fromthe custoner.";

}
}

description
"Type of keys to be used.";

}

description
"Choi ce of encryption profile. The encryption

profile can be the provider profile or custoner profile.

}

description

"Profile of encryption to be applied.";
}

description

"Encryption paraneters.";

descri ption
"Thi s groupi ng defines encryption paraneters for a site.";
}
groupi ng site-attachnent-bearer {
cont ai ner bearer {
cont ai ner requested-type {
i f-feature requested-type;
| eaf requested-type {
type string;
description
"Type of requested bearer: Ethernet, DSL,
Wrel ess, etc. Operator specific.";

| eaf strict {
type bool ean;
default fal se;
description
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"Defines whether requested-type is a preference

or a strict requirenent.";

}

description

"Contai ner for requested-type.";
}
| eaf al ways-on {

i f-feature al ways-on;

type bool ean;

default true;

description

"Request for an al ways-on access type.

For exanple, this could nmean no dial access type.";

| eaf bearer-reference {
if-feature bearer-reference
type string;
description
"This is an internal reference for the SP.";
}
description
"Bearer-specific paraneters.
To be augnented.”;
}
description
"Defines physical properties of a site attachnment.";
}
groupi ng site-routing {
cont ai ner routing-protocols {
list routing-protocol {
key type;
| eaf type {
type identityref {
base routing-protocol -type;
}
description
"Type of routing protocol.";

cont ai ner ospf {

January 2018

when "derived-fromor-self(../type, '|3vpn-svc:ospf’)" {

description
"Only applies when protocol is OSPF.";

if-feature rtg-ospf;
leaf-1ist address-famly {
type address-famly;
m n-el emrents "1";
description
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"If OSPF is used on this site, this node
contains a configured value. This node
contains at |east one address famly
to be activated.";

}

| eaf area-address {

type yang: dotted- quad;

mandat ory true
description
"Area address.";

| eaf netric {
type uint 16;
default 1;
description
"Metric of the PEECE Ilink. It is used
in the routing state cal cul ati on and
path sel ection.";
}
cont ai ner sham|links {
if-feature rtg-ospf-shamlink;
[ist sham|ink {
key target-site;
| eaf target-site {
type svc-id;
description
"Target site for the shamlink connection
The site is referred to by its ID.";

| eaf netric {

type uint 16;

default 1;
description
"Metric of the shamlink. It is used in
the routing state cal culation and path
sel ection. The default value is set
to 1.";

description
"Creates a shamlink with another site.";
}
description
"List of shamlinks.";
}
descri ption
" OSPF-speci fic configuration.";

}

cont ai ner bgp {
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}
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when "derived-fromor-self(../type, '|3vpn-svc:bgp' )" {

description
"Only applies when protocol is BGP.";

if-feature rtg-bgp;

| eaf aut ononmpus-system {

type uint32;

mandat ory true
description
"Customer AS nunber in case the customer
requests BGP routing.";

leaf-1ist address-famly {
type address-famly;
m n-el ements "1";
description
"If BGP is used on this site, this node
contains a configured value. This node
contains at | east one address famly
to be activated.";
}
description
"BGP-specific configuration."”;

container static {
when "derived-fromor-self(../type, 'I3vpn-svc:static')" {

Wi, et

description

"Only applies when protocol is static.
BGP activation requires the SP to know
the address of the custoner peer. Wen
BGP is enabled, the 'static-address’

al l ocation type for the | P connection
MUST be used.";

}

cont ai ner cascaded-| an-prefixes {
list ipv4-lan-prefixes {
if-feature ipv4;
key "l an next-hop";
[ eaf lan {
type inet:ipvéd-prefix;
description
"LAN prefixes.";

| eaf lan-tag {
type string;
description

"Internal tag to be used in VPN policies.";

}

al . St andards Track
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| eaf next-hop {
type inet:ipv4-address;
descri ption
"Next-hop address to use on the customer side.";
}
description
"List of LAN prefixes for the site.";
}
list ipv6-lan-prefixes {
if-feature ipv6
key "l an next-hop";
| eaf lan {
type inet:ipv6-prefix;
description
"LAN prefixes.";
}
| eaf lan-tag {
type string;
description
“Internal tag to be used in VPN policies.";

| eaf next-hop {
type inet:ipv6-address;
description
"Next -hop address to use on the custoner side.";
}
description
"List of LAN prefixes for the site.";
}
description
"LAN prefixes fromthe custoner.";
}
description
"Configuration specific to static routing.";

}

container rip {

January 2018

when "derived-fromor-self(../type, '|I3vpn-svc:rip )" {

description
"Only applies when the protocol is RIP. For |Pv4,
the nodel assumes that RIP version 2 is used.";

if-feature rtg-rip;
|eaf-1ist address-famly {
type address-famly;
m n-el ements "1";
description
"If RRP is used on this site, this node
contains a configured value. This node
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contains at | east one address famly
to be activated.";
}

description
"Configuration specific to RIP routing.";

}
container vrrp {
when "derived-fromor-self(../type, 'I3vpn-svc:vrrp )" {
description
is VRRP.";

"Only applies when protoco

if-feature rtg-vrrp
leaf-1ist address-famly {
type address-famly;
m n-el ements "1";
description
"I'f VRRP is used on this site, this node
contains a configured value. This node contains
at |least one address fanmly to be activated.";

}

description
"Configuration specific to VRRP routing.";

}
description
"List of routing protocols used on

the site. This list can be augnmented.";

}
description
"Defines routing protocols.”;

}
description
"Grouping for routing protocols.";

groupi ng site-attachnent-ip-connection {
cont ai ner ip-connection {
contai ner ipvéd {
if-feature ipv4;
| eaf address-allocation-type {

type identityref {
base address-all ocation-type;

}
nmust "not (derived-fromor-self(current(), 'I3vpn-svc:slaac’) or "+
"derived-fromor-sel f(current(), "+
"' 3vpn-svc: provi der-dhcp-slaac’))" {
error-message "SLAAC is only applicable to | Pv6";
}
description
"Defi nes how addresses are all ocated.
[ Page 161]
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If there is no value for the address
all ocation type, then IPv4 is not enabled.";
}
cont ai ner provider-dhcp {
when "derived-fromor-self(../address-allocation-type, "+
"’ | 3vpn-svc: provider-dhcp’ )" {
description
"Only applies when addresses are allocated by DHCP.";

| eaf provider-address {

type inet:ipv4-address;
description
"Address of provider side. |If provider-address is not
specified, then prefix Iength should not be specified
either. It also inplies provider-dhcp allocation is
not enabled. |If provider-address is specified, then
the prefix length may or may not be specified.”;

| eaf prefix-length {
type uint8 {
range "0..32";
must " (../provider-address)"” {
error-nmessage
“I'f the prefix length is specified, provider-address
nust al so be specified.";
description
"I'f the prefix length is specified, provider-address
nmust al so be specified.”;
}
description
"Subnet prefix length expressed in bits.
If not specified, or specified as zero,
this neans the customer |eaves the actua
prefix length value to the provider.";

choi ce address-assign {
defaul t nunber;
case nunber {
| eaf nunber - of - dynam c- address {
type uint 16;
default 1;
description
"Descri bes the nunber of |IP addresses
the customer requires.";
}
}

case explicit {
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cont ai ner cust oner - addresses {
list address-group {
key "group-id";
| eaf group-id {
type string;
description

"Group-id for the address range from
start-address to end-address.";

}

eaf start-address {
type inet:ipv4-address;
description
"First address.";

eaf end-address {

type inet:ipv4-address;
description

“Last address.";

}

description

"Describes | P addresses all ocated by DHCP

VWhen only start-address or only end-address

is present, it represents a single address.
When both start-address and end-address are
specified, it inplies a range inclusive of both
addresses. |If no address is specified,
cust omer addresses group is not supported.”;

}

description

January 2018

"Container for custoner addresses is allocated by DHCP.";

}

}
description
"Choice for the way to assign addresses.”;

}
description
"DHCP al | ocat ed addresses rel ated paraneters.”;

}

cont ai ner dhcp-relay {

when "derived-fromor-self(../address-allocation-type,
"’ | 3vpn-svc: provi der-dhcp-relay’ )" {

description

"Only applies when provider is required to inplenent

DHCP rel ay function.";

| eaf provider-address {
type inet:ipv4-address;
description
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"Address of provider side. |If provider-address is not
specified, then prefix Iength should not be specified
either. It also inmplies provider-dhcp allocation is
not enabled. |f provider-address is specified, then
prefix length may or may not be specified.”;

}

| eaf prefix-length {

type uint8 {

range "0..32";

must " (../provider-address)"” {
error-nessage
"I'f prefix length is specified, provider-address
nust al so be specified.";
description
"If prefix length is specified, provider-address
nmust al so be specified.”;

}
description
"Subnet prefix length expressed in bits. |f not
specified, or specified as zero, this neans the
customer | eaves the actual prefix | ength val ue
to the provider.";
}

cont ai ner custoner-dhcp-servers {
| eaf-1ist server-ip-address {
type inet:ipv4-address;
description
"I P address of custoner DHCP server.";
}
description
"Container for list of custonmer DHCP servers.";
}
description
"DHCP rel ay provided by operator.";
}
cont ai ner addresses {
when "derived-fromor-self(../address-allocation-type, "+
"' 3vpn-svc:static-address’ )" {
description
"Only applies when protocol allocation type is static.";

| eaf provider-address {

type inet:ipv4-address;
description
"I Pv4 Address List of the provider side.
VWen the protocol allocation type is static,
the provider address nust be configured.";
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| eaf custoner-address {
type inet:ipv4-address;
description
"1 Pv4 Address of customer side.";
}
| eaf prefix-length {
type uint8 {
range "0..32";

description
"Subnet prefix length expressed in bits.
It is applied to both provider-address
and custoner-address.";
}
description
"Describes | Pv4 addresses used.";
}
description
"I Pv4-specific paranmeters.”;
}
cont ai ner ipv6 {
if-feature ipv6
| eaf address-allocation-type {
type identityref {
base address-all ocation-type;
}
description
"Defines how addresses are all ocat ed.
If there is no value for the address
al l ocation type, then IPv6 is
not enabled.";

}

cont ai ner provider-dhcp {

when "derived-fromor-self(../address-allocation-type,

| 3vpn-svc: provi der-dhcp’) "+

January 2018

"

"or derived-fromor-self(../address-allocation-type, "+

"' 3vpn-svc: provi der-dhcp-slaac’ )" {

description

"Only applies when addresses are allocated by DHCP.";
| eaf provider-address {
type inet:ipv6-address;
description
"Address of the provider side. |[|f provider-address
is not specified, then prefix |length should not be
specified either. It also inplies provider-dhcp
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allocation is not enabled. |If provider-address is
specified, then prefix I ength nmay or may
not be specified."”;

}
| eaf prefix-length {
type uint8 {
range "0..128";
must " (../provider-address)" {
error-message
"If prefix length is specified, provider-address
nust al so be specified.";
description
"If prefix length is specified, provider-address
nmust al so be specified.";
}
description
"Subnet prefix length expressed in bits. [If not
specified, or specified as zero, this neans the
custonmer | eaves the actual prefix length val ue
to the provider.";

choi ce address-assign {
def aul t nunber;
case nunber {
| eaf nunber - of - dynami c- address {
type uint 16;
default 1;
description
"Descri bes the nunber of |P addresses the custoner
requires.";
}
}
case explicit {
cont ai ner cust oner - addr esses {
list address-group {
key "group-id";
| eaf group-id {
type string;
description
"Group-id for the address range from
start-address to end-address.";

| eaf start-address {
type inet:ipv6-address;
description

"First address.";

}
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| eaf end-address {
type inet:ipv6-address;
description
"Last address.";
}
description
"Describes | P addresses all ocated by DHCP. Wen only
start-address or only end-address is present, it
represents a single address. When both start-address
and end-address are specified, it inplies a range
i nclusive of both addresses. |If no address is
specified, it inplies custoner addresses group is
not supported.";
}
description
"Cont ai ner for custoner addresses allocated by DHCP.";

}
}

description
"Choice for the way to assi gn addresses.";
}
description
"DHCP al | ocat ed addresses rel ated paraneters.”;
}
cont ai ner dhcp-relay {
when "derived-fromor-self(../address-allocation-type, "+
"' 3vpn-svc: provi der-dhcp-relay’ )" {
description
"Only applies when the provider is required
to inplenment DHCP relay function.";
}
| eaf provider-address {
type inet:ipv6-address;
description

"Address of the provider side. |If provider-address is
not specified, then prefix length should not be
specified either. It also inplies provider-dhcp
allocation is not enabled. |If provider address

is specified, then prefix length may or may
not be specified."”;

}
| eaf prefix-length {

type uint8 {

range "0..128";

}

must " (../provider-address)" {

error-nessage
"I'f prefix length is specified, provider-address

Wi, et al. St andards Track [ Page 167]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018

nust al so be specified.";

description
"If prefix length is specified, provider-address
nmust al so be specified.";

}
description
"Subnet prefix length expressed in bits. |f not

specified, or specified as zero, this neans the
custoner | eaves the actual prefix length val ue
to the provider.";
}
cont ai ner custoner-dhcp-servers {
| eaf-1ist server-ip-address {
type inet:ipv6-address;
description
"This node contains the |IP address of
the customer DHCP server. |If the DHCP rel ay
function is inplenented by the
provider, this node contains the
configured value.";
}
description
"Container for list of custonmer DHCP servers.";
}
description
"DHCP rel ay provided by operator.";
}
cont ai ner addresses {
when "derived-fromor-self(../address-allocation-type, "+
"' | 3vpn-svc:static-address’ )" {
description
"Only applies when protocol allocation type is static.";

| eaf provider-address {
type inet:ipv6-address;
description
"I Pv6 Address of the provider side. Wen the protoco
allocation type is static, the provider address
nmust be configured.";

| eaf custoner-address {
type inet:ipv6-address;
description
"The 1 Pv6 Address of the custoner side.";

| eaf prefix-length {

type uint8 {
range "0..128",
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}
description
"Subnet prefix length expressed in bits.

It is applied to both provider-address and
cust oner - address. ";

}
description
"Descri bes | Pv6 addresses used.";

}

description
"l Pv6-specific paranmeters.”;
}
cont ai ner oam {
contai ner bfd {
if-feature bfd;
| eaf enabl ed {
type bool ean;
default fal se;
description
“I'f true, BFD activation is required.";

choi ce holdtime {
defaul t fixed;
case fixed {
| eaf fixed-value {
type uint 32;
units msec;
description
"Expected BFD hol dti ne expressed in nmsec. The customer
may i npose sone fixed values for the holdtinme period
if the provider allows the custonmer use this function
If the provider doesn’t allow the custonmer to use this
function, the fixed-value will not be set.";

}

case profile {
| eaf profile-nanme {
type leafref {

path "/13vpn-svc/vpn-profiles/valid-provider-identifiers/"+
"bfd-profile-identifier/id"
}

description

"Wl | -known SP profile nane. The provider can propose
sonme profiles to the custoner, depending on the service
| evel the custoner wants to achieve. Profile nanes
must be communicated to the customer.";

}

description
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"Wl | -known SP profile.";

}

description

"Choice for holdtinme flavor.";
}
description
"Cont ai ner for BFD.";

}

description
"Defines the Qperations, Adm nistration, and M ntenance (QAM
mechani sns used on the connection. BFD is set as a fault
det ecti on nmechani sm but the 'oam container can easily
be augnented by ot her mechani snms";
}
description
"Defines connection parameters.";

}

description
"This grouping defines IP connection paraneters.”;
}
groupi ng site-service-multicast {
contai ner multicast {
if-feature multicast;
| eaf nulticast-site-type {
type enuneration {
enum recei ver-only {
description
"The site only has receivers.";
}
enum source-only {
description
"The site only has sources.";
}
enum sour ce-receiver {
description
"The site has both sources and receivers.";
}
}
default source-receiver;
description
"Type of multicast site.”;
}
container multicast-address-famly {
| eaf ipvd {
if-feature ipv4;
type bool ean;
default fal se;
description
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"Enables | Pv4 multicast.";
}

| eaf ipv6 {

if-feature ipv6

type bool ean;

default fal se;

description

"Enables I Pv6 multicast.";
}
description
"Defines protocol to carry multicast.";

| eaf protocol-type {
type enuneration {
enum host {
description
"Hosts are directly connected to the provider network.
Host protocols such as I|GW or MD are required.”;

enumrouter {

description

"Hosts are behind a customer router.
PIMw Il be inplenmented.”;

enum bot h {

description

"Sone hosts are behind a custoner router, and

some others are directly connected to the

provi der network. Both host and routing protocols
nust be used. Typically, 1GW and PIMw || be

i mpl enented. ”;

}

}

default "both";

description

"Mul ticast protocol type to be used with the customer site.";

}

description
"Mul ticast paraneters for the site."”;
}
description
"Mul ticast paraneters for the site."”;
}
groupi ng site-managenent {
cont ai ner managemnent {
| eaf type {
type identityref {
base nanagenent;
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mandatory true
description
"Managenent type of the connection.”;
}
description
"Managenent configuration.”;
}
description
"Managenent parameters for the site.";
}
groupi ng site-devices {
cont ai ner devices {
when "derived-fromor-self(../mnagenment/type, "+
"’ | 3vpn-svc: provi der-managed’ ) or "+
"derived-fromor-sel f(../mnagenment/type, ’'|3vpn-svc:co-nanaged )" ({
description
"Applicable only for provider-mnaged or
co- managed device.";
}
list device {
key device-id;
| eaf device-id {
type svc-id;
description
"ldentifier for the device.";
}
| eaf location {
type leafref {
path “../../../locations/"+
"l ocation/location-id";

mandat ory true
description
"Location of the device.";
}
cont ai ner managenent {
when "derived-fromor-self(../../../mnagenent/type, "+
"’ 3vpn-svc: co- managed’ )" {
description
"Applicable only for co-managed device.";

| eaf address-famly {

type address-famly;

description

"Address famly used for nanagenent.";

| eaf address {
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when "(../address-famly)" {
description
"If address-family is specified, then address should

al so be specified. |If address-fanmly is not specified,
then address should al so not be specified.”;
}

type inet:ip-address;
mandat ory true
description
"Managenent address.";

description
"Managenent configuration. Applicable only for
co- managed device.";
}

description
"Li st of devices requested by custoner.";
}
description
"Devi ce configuration.";
}
description
"Grouping for device allocation.”;

groupi ng site-vpn-flavor {
| eaf site-vpn-flavor {
type identityref {
base site-vpn-flavor;

default site-vpn-flavor-single;

description

"Defines the way the VPN nultiplexing is done, e.g., whether

the site belongs to a single VPN site or a nulti VPN, or, in the case
of a multi VPN, whether the |ogical accesses of the sites bel ong

to the same set of VPNs or each |ogical access maps to

different VPNs.";
}

description

"Grouping for site VPN flavor.";

groupi ng site-vpn-policy {
contai ner vpn-policies {
list vpn-policy {
key vpn-policy-id;
| eaf vpn-policy-id {
type svc-id;
description
"Unique identifier for the VPN policy.";
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}

list entries {
key id;
leaf id {
type svc-id;
description
"Unique identifier for the policy entry.";
}
container filters {
list filter {
key type;
or der ed- by user;
| eaf type {
type identityref {
base vpn-policy-filter-type;

description
"Type of VPN Policy filter.";

leaf-list lan-tag {

when "derived-fromor-self(../type, ’I3vpn-svc:lan )" {
description
"Only applies when the VPN Policy filter is a
LAN Tag filter.";

if-feature | an-tag;
type string;
description
"List of 'lan-tag’ itens to be matched. LAN Tag
is an Internal tag to be used in VPN policies "
}
leaf-1ist ipvad-lan-prefix {
when "derived-fromor-self(../type, 'I3vpn-svc:ipvd )" {
description
"Only applies when VPN Policy filter is IPv4 Prefix filter.";

if-feature ipv4;

type inet:ipv4-prefix;

description

"List of IPv4 prefixes as LAN Prefixes to be matched.";

leaf-list ipv6-lan-prefix {

when "derived-fromor-self(../type, '|3vpn-svc:ipve )" {
description

"Only applies when VPN Policy filter is IPv6 Prefix filter.";

if-feature ipv6
type inet:ipv6-prefix;
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description
"List of IPv6 prefixes as LAN prefixes to be matched.";
}

description

"List of filters used on the site. This list can

be augnented.";
}
description
"I'f a nmore-granular VPN attachnent is necessary, filtering can
be used. If used, it permits the splitting of site LANs anpbng
multiple VPNs. The Site LAN can be split based on either LAN
Tag or LAN prefix. If no filter is used, all the LANs will be
part of the sanme VPNs with the sanme role.";

[ist vpn {
key vpn-id;
| eaf vpn-id {
type leafref {
path "/ 3vpn-svc/vpn-services/"+
"vpn-service/vpn-id";

mandat ory true;
description
"Reference to an I P VPN. ";

| eaf site-role {
type identityref {
base site-role;

default any-to-any-role;
description
"Role of the site in the IP VPN ";
}
description
"List of VPNs the LAN is associated with.";
}
description
"List of entries for export policy.";
}
description
"List of VPN policies."”;
}
description
"VPN policy.";
}
description
"VPN policy paranmeters for the site.";

}
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groupi ng site-maxi mumroutes {
contai ner maxi mumroutes {
list address-famly {
key af;
| eaf af {
type address-famly;
description
"Address famly.";
}
| eaf maxi mumroutes {
type uint32;
description
"Maxi mum prefi xes the VRF can accept
for this address famly.";
}
description
"List of address families.";
}
description
"Defines 'maxi mumroutes’ for the VRF.";
}
description
"Defines 'maxi mumroutes’ for the site.”;
}
grouping site-security {
contai ner security {
uses site-security-authentication;
uses site-security-encryption;
description
"Site-specific security paraneters.”;
}
descri ption
"Grouping for security paraneters.";

groupi ng site-service {
contai ner service {
uses site-service-qos-profile;
uses site-service-npls;
uses site-service-nulticast;
description
"Service paranmeters on the attachnent.";
}
description
"Grouping for service paraneters.";

groupi ng site-network-access-service {

cont ai ner service {
uses site-service-basic;
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uses site-service-qos-profile;

uses site-service-npls;

uses site-service-nulticast;

description

"Service paranmeters on the attachnent.";
}

description

"Grouping for service paraneters.";

groupi ng vpn-extranet {
cont ai ner extranet-vpns {
i f-feature extranet-vpn;
list extranet-vpn {
key vpn-id;
| eaf vpn-id {
type svc-id;
description
"Identifies the target VPN the | ocal VPN want to access.";

| eaf local-sites-role {
type identityref {
base site-role;

default any-to-any-role;
description
"This describes the role of the

local sites in the target VPN topology. |In the any-to-any VPN
service topol ogy, the local sites must have the sanme role, which

will be "any-to-any-role’. |In the Hub-and-Spoke VPN service
topol ogy or the Hub-and- Spoke di sjoint VPN service topol ogy,
the |l ocal sites nust have a Hub role or a Spoke role.";
}
description
"List of extranet VPNs or target VPNs the local VPN is
attached to.";
}
description
"Contai ner for extranet VPN configuration.";
}
description
"Grouping for extranet VPN configuration
This provides an easy way to interconnect
all sites fromtwo VPNs.";
}
groupi ng site-attachnent-availability {
container availability {
| eaf access-priority {
type uint 32;
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default 100;
description
"Defines the priority for the access.
The hi gher the access-priority val ue,
the higher the preference of the
access will be.";
}
description
"Avail ability parameters (used for multihoming).";
}
description
"Defines availability parameters for a site.";
}
groupi ng access-vpn-policy {
cont ai ner vpn-attachnent {
choi ce attachment-flavor {
case vpn-policy-id {
| eaf vpn-policy-id {
type leafref {
path "“../../..[..["+
"vpn-policies/vpn-policy/"+
"vpn-policy-id";

description

"Reference to a VPN policy. Wen referencing VPN
policy for attachment, the vpn-policy-id nust be
configured.";

}

case vpn-id {
| eaf vpn-id {
type leafref {
path "/13vpn-svc/vpn-services"+
"/ vpn-servicel/vpn-id";
}
description
"Reference to an IP VPN. Referencing a vpn-id provides
an easy way to attach a particular |ogical access to
a VPN. In this case, vpn-id nmust be configured.";

| eaf site-role {
type identityref {
base site-role;

default any-to-any-role;

description

"Role of the site in the IP VPN. Wen referencing a vpn-id,
the site-role setting nust be added to express the role of
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the site in the target VPN service topol ogy.";
}

mandat ory true;
description
"Choice for VPN attachnent flavor. A choice is inplenented
to allow the user to choose the flavor that provides the
best fit.";
}
description
"Defines VPN attachnment of a site.”;
}
description
"Defines the VPN attachnment rules for
a site’'s logical access.";
}
groupi ng vpn-profile-cfg {
contai ner valid-provider-identifiers {
list cloud-identifier {
i f-feature cl oud-access;

key id;
leaf id {
type string;

description
“ldentification of cloud service.
Local administration neaning.";
}
description
"List for Cloud ldentifiers.";
}
list encryption-profile-identifier {
key id;
leaf id {
type string;
description
"Identification of the SP encryption profile
to be used. Local adm nistration neaning.";
}
description
"List for encryption profile identifiers.";
}
list qos-profile-identifier {
key id;
leaf id {
type string;
description
"Identification of the QS Profile to be used.
Local administration neaning.";
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}

description
"List for QS Profile Identifiers."

}
list bfd-profile-identifier {

key id;
leaf id {
type string;

description
"ldentification of the SP BFD Profile to be used.
Local administration neaning.";

}

description

"List for BFD Profile identifiers.";

nacm def aul t - deny-wite;
description
"Container for Valid Provider Identifies.";
}
description
"Grouping for VPN Profile configuration.";

groupi ng vpn-svc-cfg {
| eaf vpn-id {
type svc-id;
description
"VPN identifier. Local admnistration nmeaning.";

| eaf custoner-name {
type string;
description
“"Nanme of the customer that actually uses the VPN service.
In the case that any internediary (e.g., Tier-2 provider
or partner) sells the VPN service to their end user
on behalf of the original service provider (e.g., Tier-1
provider), the original service provider may require the
custonmer name to provide snmooth activation/ comm ssioni ng
and operation for the service.";
}
| eaf vpn-service-topol ogy {
type identityref {
base vpn-topol ogy;

default any-to-any;
descri ption
"VPN servi ce topol ogy.";

}

uses vpn-service-cl oud- access;
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uses vpn-service-multicast;
uses vpn-service-npls;
uses vpn-extranet;
description
"Grouping for VPN service configuration.”;
}
groupi ng site-top-level-cfg {
uses operational -requirenents;
uses custoner-1ocation-info;
uses site-devices;
uses site-diversity;
uses site-nmanagenent;
uses site-vpn-policy;
uses site-vpn-flavor;
uses site-nmaxi mumroutes;
uses site-security;
uses site-service
uses site-protection;
uses site-routing;
description
"Grouping for site top-level configuration.";
}
groupi ng site-network-access-top-1|evel-cfg {
| eaf site-network-access-type {
type identityref {
base site-network-access-type;
}
defaul t point-to-point;
description
"Describes the type of connection, e.g.
point-to-point or nmultipoint.";

choi ce location-flavor {
case |l ocation {
when "derived-fromor-self(../../mnagenent/type, "+
"’ | 3vpn-svc: cust oner - managed’ )" {
description
"“Applicable only for custoner-nanaged device.";

| eaf | ocation-reference {
type leafref {
path "../../../locations/location/location-id";

}

description
"Location of the site-network-access.";

}

case device {
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when "derived-fromor-self(../../mnagenent/type, "+
"’ | 3vpn-svc: provi der-managed’ ) or "+
"derived-fromor-self(../../mnagenment/type, "+
"’ | 3vpn-svc: co- managed’ )" {
description
"“Applicable only for provider-nmanaged or co-nmanaged device.";

| eaf device-reference {
type leafref {
path "../../../devices/device/device-id";
}
description
“ldentifier of CE to use.";

}

mandat ory true;
description
"Choi ce of how to describe the site’s |ocation.";
}
uses access-diversity;
uses site-attachnent-bearer
uses site-attachment-ip-connection;
uses site-security;
uses site-network-access-service;
uses site-routing;
uses site-attachnment-availability;
uses access-vpn-policy;
description
"Grouping for site network access top-level configuration.”;

}
/* Main blocks */
contai ner | 3vpn-svc {
cont ai ner vpn-profiles {
uses vpn-profile-cfg;
description
“Container for VPN Profiles."”;
}
cont ai ner vpn-services {
[ist vpn-service {
key vpn-id;
uses vpn-svc-cfg;
description
"List of VPN services.";
}
description
"Top-1evel container for the VPN services.";

}

contai ner sites {
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list site {

key site-id;
leaf site-id {
type svc-id;

description
“ldentifier of the site.";
}
uses site-top-1level-cfg;
uses operational -requiremnment s- ops;
cont ai ner site-network-accesses {
list site-network-access {
key site-network-access-id;
| eaf site-network-access-id {
type svc-id;
description
"Identifier for the access.";
}
uses site-network-access-top-1|evel-cfg;
description
"List of accesses for a site.";
}
description
"List of accesses for a site.";
}
description
"List of sites.";
}
description
"Container for sites.";

}
description
“Main container for L3VPN service configuration.";
}
}
<CODE ENDS>
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Security Considerations

The YANG nodul e specified in this docunent defines a schena for data
that is designed to be accessed via network managenent protocols such
as NETCONF [ RFC6241] or RESTCONF [ RFC8040]. The | owest NETCONF | ayer
is the secure transport |ayer, and the nandatory-to-inpl enent secure
transport is Secure Shell (SSH) [ RFC6242]. The | owest RESTCONF | ayer
is HITPS, and the nandatory-to-inplenent secure transport is TLS

[ RFC5246] .

The NETCONF access control nodel [RFC6536] provides the neans to
restrict access for particular NETCONF or RESTCONF users to a
preconfigured subset of all avail able NETCONF or RESTCONF protoco
operations and content.

There are a nunber of data nodes defined in this YANG nodul e that are
writabl e/creatabl e/deletable (i.e., config true, which is the
default). These data nodes nay be considered sensitive or vul nerable
in sone network environnents. Wite operations (e.g., edit-config)
to these data nodes wi thout proper protection can have a negative

ef fect on network operations. These are the subtrees and data nodes
and their sensitivity/vulnerability:

o /1 3vpn-svc/vpn-services/vpn-service

The entries in the |ist above include the whole vpn service
configurations which the custoner subscribes, and indirectly
create or nodify the PE and CE device configurations. Unexpected
changes to these entries could |l ead to service disruption and/or
net wor k m shehavi or

o /13vpn-svc/sites/site
The entries in the |list above include the customer site
configurations. As above, unexpected changes to these entries
could lead to service disruption and/or network m sbehavi or
Sone of the readabl e data nodes in this YANG nodul e may be consi dered
sensitive or vulnerable in sone network environments. It is thus
i mportant to control read access (e.g., via get, get-config, or
notification) to these data nodes. These are the subtrees and data
nodes and their sensitivity/vulnerability:
o /1 3vpn-svc/vpn-services/vpn-service

o /l3vpn-svc/sites/site
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The entries in the |lists above include custoner-proprietary or
confidential information, e.g., custoner-nane, site |ocation, what
service the custoner subscribes.

The data nodel defines some security parameters than can be extended
via augnentation as part of the custoner service request; those
paranmeters are described in Section 6.9.

| ANA Consi derati ons
| ANA has assigned a new URI fromthe "I ETF XM. Regi stry" [RFC3688].

URI: urn:ietf:parans:xm:ns:yang:ietf-|3vpn-svc
Regi strant Contact: The | ESG
XML: N A the requested URI is an XM. nanmespace

| ANA has recorded a YANG nmodul e nane in the "YANG Mdul e Nanes"
regi stry [ RFC6020] as foll ows:

Nanme: ietf-|3vpn-svc

Nanmespace: urn:ietf:parans: xm :ns:yang:ietf-I3vpn-svc
Prefix: |3vpn-svc

Ref erence: RFC 8299

| ANA previously assigned the URI and YANG nodul e as described in
[ RFC8049]. | ANA has updated the references for these entries to
refer to this docunent.
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