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Abst ract

In Traffic-Engineered (TE) systens, it is sonetimes desirable to
establish an end-to-end TE path with a set of constraints (such as
bandwi dt h) across one or nore networks froma source to a
destination. TE information is the data relating to nodes and TE
links that is used in the process of selecting a TE path. TE
information is usually only available within a network. W call such
a zone of visibility of TE information a domain. An exanple of a
domain may be an | GP area or an Autononbus System

In order to deternmine the potential to establish a TE path through a
series of connected networks, it is necessary to have available a
certain anpunt of TE information about each network. This need not
be the full set of TE information available within each network but
does need to express the potential of providing TE connectivity.
This subset of TE information is called TE reachability information.

Thi s docunent sets out the problem statenent for the exchange of TE
i nformati on between interconnected TE networks in support of end-to-
end TE path establishment and descri bes the best current practice
architecture to nmeet this problemstatenment. For reasons that are
explained in this docunent, this work is limted to sinple TE
constraints and information that determ ne TE reachability.
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1

| ntroducti on

Traffic-Engi neered (TE) systems such as MPLS-TE [ RFC2702] and GWPLS

[ RFC3945] offer a way to establish paths through a network in a
controll ed way that reserves network resources on specified |inks.

TE paths are conputed by exam ning the Traffic Engi neering Database
(TED) and sel ecting a sequence of |inks and nodes that are capabl e of
neeting the requirenments of the path to be established. The TED is
constructed frominformation distributed by the Interior Gateway
Protocol (IGP) running in the network -- for exanple, OSPF-TE

[ RFC3630] or |SIS-TE [ RFC5305].

It is sonetines desirable to establish an end-to-end TE path that
crosses nore than one network or adm nistrative domain as descri bed
in [RFC4105] and [RFC4216]. |In these cases, the availability of TE
information is usually limted to within each network. Such networks
are often referred to as domains [ RFC4726], and we adopt that
definition in this docunent; viz.,

For the purposes of this docunent, a donain is considered to be
any col lection of network elenments within a common sphere of
address managenent or path conputational responsibility. Exanples
of such domains include | GP areas and Autononmpbus Systens (ASes).

In order to deternmine the potential to establish a TE path through a
series of connected donains and to choose the appropriate domain
connection points through which to route a path, it is necessary to
have available a certain anbunt of TE information about each domain
This need not be the full set of TE information available wi thin each
domai n but does need to express the potential of providing TE
connectivity. This subset of TE information is called TE
reachability information. The TE reachability information can be
exchanged between domai ns based on the information gathered fromthe
| ocal routing protocol, filtered by configured policy, or statically
confi gur ed.

Thi s docunent sets out the problem statenent for the exchange of TE
i nformati on between interconnected TE networks in support of end-to-
end TE path establishnment and describes the best current practice
architecture to nmeet this problemstatenment. The scope of this
docunent is limted to the sinple TE constraints and information
(such as TE netrics, hop count, bandw dth, delay, shared risk)
necessary to determ ne TE reachability: discussion of nmultiple
additional constraints that might qualify the reachability can
significantly conplicate aggregation of information and the stability
of the nmechani smused to present potential connectivity, as is

expl ained in the body of this document.
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Appendi x A summari zes relevant existing work that is used to route TE
pat hs across nultipl e donmains.

1.1. Term nol ogy

This section introduces sone key terns that need to be understood to
arrive at a comon understandi ng of the probl em space. Sone of the

ternms are defined in nore detail in the sections that follow (in

whi ch case forward pointers are provided), and sonme terns are taken

fromdefinitions that already exist in other RFCs (in which case

ref erences are given, but no apology is nmade for repeating or

sunmari zing the definitions here).

1.1.1. TE Paths and TE Connecti ons

A TE connection is a Label Switched Path (LSP) through an MPLS-TE or
GWLS network that directs traffic along a particular path (the TE
path) in order to provide a specific service such as bandwi dth
guarantee, separation of traffic, or resilience between a well-known
pair of end points.

1.1.2. TE Metrics and TE Attri butes

"TE netrics" and "TE attributes"” are terns applied to paraneters of
links (and possibly nodes) in a network that is traversed by TE
connections. The TE netrics and TE attributes are used by path
conputation algorithns to select the TE paths that the TE connections
traverse. A TE netric is a quantifiable value (including neasured
characteristics) describing sone property of a link or node that can
be used as part of TE routing or planning, while a TE attribute is a
wider term(i.e., including the concept of a TE netric) that refers
to any property or characteristic of a link or node that can be used
as part of TE routing or planning. Thus, the delay introduced by
transm ssion of a packet on a link is an exanple of a TE netric,
whil e the geographic |ocation of a router is an exanple of a nore
general attribute.

Provi sioning a TE connection through a network may result in dynanic
changes to the TE netrics and TE attributes of the |inks and nodes in
t he networKk.

These terns are al so sonmetimes used to describe the end-to-end
characteristics of a TE connection and can be derived according to a
formula fromthe TE netrics and TE attributes of the |inks and nodes
that the TE connection traverses. Thus, for exanple, the end-to-end
delay for a TE connection is usually considered to be the sum of the
del ay on each link that the connection traverses.
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1.1.3. TE Reachability

In an I P network, reachability is the ability to deliver a packet to
a specific address or prefix, i.e., the existence of an IP path to
that address or prefix. TE reachability is the ability to reach a
specific address along a TE path. Mre specifically, it is the
ability to establish a TE connection in an MPLS-TE or GWLS sense.
Thus, we tal k about TE reachability as the potential of providing TE
connectivity.

TE reachability may be unqualified (there is a TE path, but no

i nformation about avail abl e resources or other constraints is
supplied); this is helpful especially in determining a path to a
destination that lies in an unknown domain or that nay be qualified
by TE attributes and TE nmetrics such as hop count, avail able
bandwi dt h, del ay, and shared ri sk.

1.1.4. Domain

As defined in [RFCA726], a donain is any collection of network

el enents within a common sphere of address managenment or path
conput ati onal responsibility. Exanples of such domains include |IGP
areas and ASes.

1.1.5. Server Network

A Server Network is a network that provides connectivity for another
network (the Client Network) in a client-server relationship. A
Server Network is sonetinmes referred to as an underl ay networKk.

1.1.6. dient Network

A Cient Network is a network that uses the connectivity provided by
a Server Network. A Cient Network is sonetines referred to as an
over | ay networKk.

1.1.7. Aggregation

The concept of aggregation is discussed in Section 3.5. 1In
aggregation, multiple network resources froma domain are represented
outside the domain as a single entity. Thus, nultiple Iinks and
nodes formng a TE connection may be represented as a single link, or
a collection of nodes and |inks (perhaps the whol e domai n) nmay be
represented as a single node with its attachnent |inks.
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1.1.8. Abstraction

Section 4.2 introduces the concept of abstraction and distingui shes
it fromaggregation. Abstraction may be viewed as "policy-based
aggregati on" where the policies are applied to overcone the issues
with aggregation as identified in Section 3 of this docunent.

Abstraction is the process of applying policy to the available TE
information within a domain, to produce selective information that
represents the potential ability to connect across the domain. Thus,
abstracti on does not necessarily offer all possible connectivity
options, but it presents a general view of potential connectivity
according to the policies that deternm ne how the domain’s

admini strator wants to allow the domain resources to be used.

1.1.9. Abstract Link

An abstract link is the representation of the characteristics of a
pat h between two nodes in a domai n produced by abstraction. The
abstract link is advertised outside that domain as a TE link for use
in signaling in other domains. Thus, an abstract link represents the
potential to connect between a pair of nodes.

More details regarding abstract |inks are provided in Section 4.2.1.
1.1.10. Abstract Node or Virtual Node

An abstract node was defined in [ RFC3209] as a group of nodes whose

i nternal topology is opaque to an ingress node of the LSP. More
general ly, an abstract node is the representation as a single node in
a TE topol ogy of sonme or all of the resources of one or nobre nodes
and the links that connect them An abstract node nay be adverti sed
outsi de the domain as a TE node for use in path conputation and
signaling in other domains.

The term "virtual node" has typically been applied to the aggregation
of a donmain (that is, a collection of nodes and links that operate as
a single administrative entity for TE purposes) into a single entity
that is treated as a node for the purposes of end-to-end traffic

engi neering. Virtual nodes are often considered a way to present

i sl ands of single-vendor equipnment in an optical network.

Sections 3.5 and 4.2.2.1 provide nore information about the uses and
i ssues of abstract nodes and virtual nodes.
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1

2.

2.

1.11. Abstraction Layer Network

The abstraction layer network is introduced in Section 4.2.2. It may
be seen as a brokerage-|ayer network between one or nore server
networ ks and one or nore client networks. The abstraction |ayer
network is the collection of abstract links that provide potentia
connectivity across the server networks and on which path conputation
can be perfornmed to determ ne edge-to-edge paths that provide
connectivity as links in the client network.

In the sinmplest case, the abstraction |ayer network is just a set of
edge-t o-edge connections (i.e., abstract links), but to nake the use
of server network resources nore flexible, the abstract |inks ni ght
not all extend from edge to edge but mght offer connectivity between
server network nodes to forma nmore conpl ex network.

Overvi ew of Use Cases
1. Peer Networks

The peer network use case can be nmost sinply illustrated by the
exanple in Figure 1. A TE path is required between the source (Src)
and destination (Dst), which are located in different domains. There
are two points of interconnection between the domains, and sel ecting
the wong point of interconnection can |lead to a suboptimal path or
even fail to make a path available. Note that peer networks are
assuned to have the sane technol ogy type -- that is, the sane
"switching capability", to use the termfrom GWLS [ RFC3945].

Figure 1. Peer Networks

For exanple, when Domain A attenpts to select a path, it nmay
determ ne that adequate bandwidth is available from Src through both
i nterconnection points x1 and x2. It may pick the path through x1
for local policy reasons: perhaps the TE netric is smaller. However,
if there is no connectivity in Domain Z fromxl to Dst, the path
cannot be established. Techniques such as crankback may be used to
alleviate this situation, but such techniques do not lead to rapid
setup or guaranteed optimality. Furthernore, RSVP signaling creates
state in the network that is inmediately renoved by the crankback
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procedure. Frequent events of this kind will inpact scalability in a
non-determni stic nanner. More details regardi ng crankback can be
found in Appendi x A 2.

There are countl ess nore conplicated exanpl es of the probl em of peer
networks. Figure 2 shows the case where there is a sinple nesh of
domains. Clearly, to find a TE path fromSrc to Dst, Domain A

nmust not select a path |eaving through interconnect x1, since

Domai n B has no connectivity to Domain Z. Furthernore, in deciding
whet her to sel ect interconnection x2 (through Domain C) or

i nterconnection x3 through Domain D, Domain A nust be sensitive to
the TE connectivity avail abl e through each of Dommins C and D

as well as the TE connectivity fromeach of interconnections x4 and
x5 to Dst within Domain Z. The problem may be further conplicated
when the source domai n does not know in which domain the destination
node is located, since the choice of a domain path clearly depends on
the know edge of the destination domain: this issue is obviously
mtigated in IP networks by inter-domain routing [ RFC4271].

O course, many network interconnection scenarios are going to be a
conbi nati on of the situations expressed in these two exanples. There
may be a mesh of dommins, and the domains may have multiple points of
i nt erconnecti on.
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Figure 2: Peer Networks in a Mesh
2.2. dient-Server Networks

Two maj or cl asses of use case relate to the client-server

rel ati onshi p between networks. These use cases have sonetinmes been
referred to as overlay networks. 1In both of these classes of

use case, the client and server networks may have the sane switching
capability, or they may be built from nodes and |inks that have

di fferent technology types in the client and server networKks.

The first group of use cases, shown in Figure 3, occurs when domains
bel ongi ng to one network are connected by a domain bel onging to
another network. In this scenario, once connectivity is formed
across the |l ower-layer network, the donains of the upper-I|ayer
network can be nerged into a single domain by running | GP adjacencies
and by treating the server-network-1layer connectivity as links in the
hi gher-1ayer network. The TE rel ati onship between the donmains
(higher and |ower layers) in this case is reduced to determ ni ng what
server network connectivity to establish, howto trigger it, howto
route it in the server network, and what resources and capacity to
assign within the server network layer. As the demands in the
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hi gher-1layer (client) network vary, the connectivity in the server
network may need to be nodified. Section 2.4 explains inalittle
nore detail how connectivity may be requested.

Client Network

| |
| Domain A Domain B |
| |

| Server Network |
| Donmai n |
|

Figure 3: Cdient-Server Networks

The second class of use case relating to client-server networking is
for Virtual Private Networks (VPNs). In this case, as opposed to the
fornmer one, it is assunmed that the client network has a different
address space than that of the server network, where non-overl appi ng
| P addresses between the client and the server networks cannot be
guaranteed. A sinple exanple is shown in Figure 4. The VPN sites
conprise a set of donmins that are interconnected over a core donain
(i.e., the provider network) that is the server network in our nodel
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Note that in the use cases shown in Figures 3 and 4 the client
networ k domains may (and, in fact, probably do) operate as a single
connect ed network.

| Domain A | | Domain Z |
| (VPN site) | | (VPN site) |
| | | |
| ----- | I |
| | Src | | | | Dst | |
| ----- | |l - |
| | | |
______________ \ /______________
\ x1 x2/
\ /
\ /
\mmmm e /
| Core Domain |
| |
| |
R \
/ \
/ \
/ x3 x4\
______________ / \______________
Donmi n B Domain C

Figure 4. A Virtual Private Network
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Both use cases in this section becone "nore interesting" when

conbi ned with the use case in Section 2.1 -- that is, when the
connectivity between higher-layer domains or VPN sites is provided by
a sequence or nmesh of |ower-layer domains. Figure 5 shows how this
m ght | ook in the case of a VPN

| Domain A | | Domain Z
| (VPN site) | | (VPN site) |
| ----- | I |
| | Src | | | | Dst | |
|- | | - |
| | | |
____________ \ J oo
\ x1 x2/
\ /
\ /

L e /

| Domain X | x5 | Domain Y

| (core) +---+ (core) |

| | |

| t--- |

| | x6 | |

| oo ol

/ \
/ \
/ x3 x4\
............ / \mmmmmeeees
| Domain B | | Domain C
| (VPN site) | | (VPN site)
| |

Figure 5: A VPN Supported over Miltiple Server Domains
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2.

2.

3. Dual - Hom ng

A further conplication my be added to the client-server relationship
described in Section 2.2 by considering what happens when a client
network domain is attached to nore than one domain in the server
network or has two points of attachnment to a server network domain
Figure 6 shows an exanple of this for a VPN

| Domain B |
| (VPN site)
------------ | ----- I
| Domain A | | | Src |
| (VPN site) | | ----- |
I I I I
------------ \ et e e -
\x1 | |
\ x2| | X3
\ | I
I +- R | Domain C
| Domain X | x8 | Domain Y | x4 | (VPN site)
| (core) +----+ (core) e |
I I I I I | Dst | |
| +----+ +----4+ aa---
I | x9 | | x5 | I
/ \
/ \
/ x6 X7\
____________ / \ommmmmeeeo -
| Domain D | | Domain E
| (VPN site) | | (VPN site) |
I I

Figure 6: Dual-Homing in a Virtual Private Network

4. Requesting Connectivity

The rel ati onshi p between donmai ns can be entirely under the control of
management processes, dynamically triggered by the client network, or
sone hybrid of these cases. In the nmanagenent case, the server
network may be asked to establish a set of LSPs to provide client
network connectivity. In the dynanic case, the client network may
make a request to the server network exerting a range of controls
over the paths selected in the server network. This range extends
fromno control (i.e., a sinple request for connectivity), through a

Farrel, et al. Best Current Practice [ Page 15]



RFC 7926 I nformati on Exchange between TE Net wor ks July 2016

set of constraints (latency, path protection, etc.), up to and
including full control of the path and resources used in the server
network (i.e., the use of explicit paths with | abel subobjects).

There are various nodels by which a server network can be asked to
set up the connections that support a service provided to the client
network. These requests may cone from nanagenent systens, directly
fromthe client network control plane, or through an internediary
broker such as the Virtual Network Topol ogy Manager (VNTM [RFC5623].

The trigger that causes the request to the server network is also
flexible. 1t could be that the client network discovers a pressing
need for server network resources (such as the desire to provision an
end-to-end connection in the client network or severe congestion on a
specific path), or it mght be that a planning application has

consi dered how best to optimze traffic in the client network or how
to handle a predicted traffic demand.

In all cases, the relationship between client and server networks is

subject to policy so that server network resources are under the

admi ni strative control of the operator or the server network and are

only used to support a client network in ways that the server network
oper at or approves.

As just noted, connectivity requests issued to a server network may
i ncl ude varying degrees of constraint upon the choice of path that
the server network can inplenent.

o "Basic provisioning”" is a sinple request for connectivity. The
only constraints are the end points of the connection and the
capacity (bandwi dth) that the connection will support for the
client network. |In the case of sone server networks, even the
bandwi dt h conmponent of a basic provisioning request is superfluous
because the server network has no facility to vary bandw dth and
can offer connectivity only at a default capacity.

o "Basic provisioning with optim zation" is a service request that
i ndi cates one or nmore netrics that the server network nust
optimze in its selection of a path. Metrics may be hop count,
path | ength, sumred TE netric, jitter, delay, or any nunber of
technol ogy-specific constraints.

o "Basic provisioning with optimzation and constrai nts" enhances
the optim zation process to apply absolute constraints to
functions of the path metrics. For exanple, a connection may be
requested that optimzes for the shortest path but in any case
requests that the end-to-end delay be |less than a certain val ue.
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Equal |y, optinization may be expressed in terns of the inpact on
the network. For exanple, a service nay be requested in order to
| eave maximal flexibility to satisfy future service requests.

o "Fate diversity requests” ask the server network to provide a path
that does not use any network resources (usually links and nodes)
that share fate (i.e., can fail as the result of a single event)
as the resources used by anot her connection. This allows the
client network to construct protection services over the server
network -- for exanple, by establishing links that are known to be
fate diverse. The connections that have diverse paths need not
share end points.

o "Provisioning with fate sharing” is the exact opposite of
fate diversity. 1In this case, two or nore connections are
requested to follow the sane path in the server network. This may
be requested, for exanple, to create a bundl ed or aggregated |ink
in the client network where each conponent of the client-|ayer
conposite link is required to have the sane server network
properties (nmetrics, delay, etc.) and the sane failure
characteristics.

o "Concurrent provisioning" enables the interrelated connection
requests described in the previous two bullets to be enacted
through a single, compound service request.

o "Service resilience" requests that the server network provide
connectivity for which the server network takes responsibility to
recover fromfaults. The resilience may be achi eved through the
use of link-level protection, segnent protection, end-to-end
protection, or recovery nechani sns.

2.4.1. Discovering Server Network Information

Al t hough the topol ogy and resource availability information of a
server network may be hidden fromthe client network, the service
request interface nay support features that report details about the
services and potential services that the server network supports.

0 Reporting of path details, service parameters, and issues such as
path diversity of LSPs that support deployed services allows the
client network to understand to what extent its requests were
satisfied. This is particularly inmportant when the requests were
made as "best effort".

Farrel, et al. Best Current Practice [ Page 17]



RFC 7926 I nformati on Exchange between TE Net wor ks July 2016

o A server network nmay support requests of the form"If | were to
ask you for this service, would you be able to provide it?" --
that is, a service request that does everything except actually
provi sion the service.

3. Probl em St at enent

The problem statement presented in this section is as nuch about the
i ssues that may arise in any solution (and so have to be avoi ded) and
the features that are desirable within a solution, as it is about the
actual problemto be sol ved.

The problem can be stated very sinply and with reference to the use
cases presented in the previous section

A mechanismis required that allows TE path computation in one
domain to make inforned choi ces about the TE capabilities and exit
points fromthe donmai n when signaling an end-to-end TE path that
will extend across nultiple domains.

Thus, the problemis one of information collection and presentation
not about signaling. |Indeed, the existing signaling mechanisnms for
TE LSP establishment are likely to prove adequate [ RFCA726] with the
possibility of mnor extensions. Simlarly, TE informati on nmay
currently be distributed in a domain by TE extensions to one of the
two | GPs as described in OSPF-TE [ RFC3630] and | SI S-TE [ RFC5305], and
TE informati on may be exported froma donmain (for exanple,

nort hbound) using |ink-state extensions to BGP [ RFC7752].

An interesting annex to the problemis how the path is nade avail abl e
for use. For exanple, in the case of a client-server network, the
path established in the server network needs to be nmade avail abl e as
a TElink to provide connectivity in the client network.

3.1. Policy and Filters

A solution nust be anenable to the application of policy and filters.
That is, the operator of a domain that is sharing information with
anot her domain nust be able to apply controls to what information is
shared. Furthernore, the operator of a domain that has information
shared with it nmust be able to apply policies and filters to the
received information.

Additionally, the path conputation within a domain nmust be able to
wei ght the information received from other domains according to | oca
policy such that the resultant conputed path nmeets the |oca
operator’s needs and policies rather than those of the operators of
ot her domai ns.
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3.2. Confidentiality

A feature of the policy described in Section 3.1 is that an operator
of a domain nay desire to keep confidential the details about its

i nternal network topol ogy and | oading. This information could be
construed as conmercially sensitive.

Al'though it is possible that TE infornmati on exchange will take place
only between parties that have significant trust, there are al so use
cases (such as the VPN supported over nultiple server network domains
described in Section 2.2) where information will be shared between

domai ns that have a comercial relationship but a |low level of trust.

Thus, it nust be possible for a domain to linmt the shared
information to only that which the computing domain needs to know,
with the understanding that the less information that is made
avail able the nmore likely it is that the result will be a |ess
optimal path and/or nore crankback events.

3.3. Information Overl oad

One reason that networks are partitioned into separate domains is to
reduce the set of information that any one router has to handl e.

This also applies to the volunme of information that routing protocols
have to distribute.

Over the years, routers have becone nore sophisticated, with greater
processing capabilities and nore storage; the control channels on

whi ch routing nmessages are exchanged have becone hi gher capacity; and
the routing protocols (and their inplenentations) have becone nore
robust. Thus, sonme of the argunents in favor of dividing a network
into domai ns may have been reduced. Conversely, however, the size of
networ ks continues to grow dramatically with a consequent increase in
the total anmpbunt of routing-related information avail able.
Additionally, in this case, the problem space spans two or nore

net wor ks.

Any solution to the problems voiced in this document nust be aware of
the issues of information overload. |If the solution was to sinply
share all TE information between all domains in the network, the
effect fromthe point of view of the information | oad would be to
create one single flat network domain. Thus, the solution nust
del i ver enough infornmation to make the conputation practical (i.e.

to solve the problen) but not so nmuch as to overload the receiving
domain. Furthernore, the solution cannot sinply rely on the policies
and filters described in Section 3.1 because such filters m ght not

al ways be enabl ed.
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3.4. Issues of Information Churn

As LSPs are set up and torn down, the available TE resources on |inks
in the network change. 1In order to reliably conpute a TE path
through a network, the computation point nust have an up-to-date view
of the available TE resources. However, collecting this information
may result in considerable |load on the distribution protocol and
churn in the stored information. |In order to deal with this probl em
even in a single domain, updates are sent at periodic intervals or
whenever there is a significant change in resources, whichever
happens first.

Consi der, for exanple, that a TE LSP may traverse ten links in a
network. Wen the LSP is set up or torn down, the resources

avail able on each link will change, resulting in a new adverti sement
of the link’s capabilities and capacity. |If the arrival rate of new
LSPs is relatively fast, and the hold times relatively short, the
network may be in a constant state of flux. Note that the probl em
here is not limted to churn within a single donain, since the

i nformati on shared between donmains will al so be changi ng.
Furthernore, the information that one donmain needs to share with
anot her may change as the result of LSPs that are contained wthin or
cross the first domain but that are of no direct rel evance to the
domain receiving the TE infornmation.

I n packet networks, where the capacity of an LSP is often a snal
fraction of the resources available on any link, this issue is
partially addressed by the advertising routers. They can apply a
threshold so that they do not bother to update the advertisenent of
avai |l abl e resources on a link if the change is |l ess than a configured
percentage of the total (or, alternatively, the remaining) resources.
The updated information in that case will be dissem nated based on an
update interval rather than a resource change event.

I n non-packet networks, where |ink resources are physical swtching
resources (such as tineslots or wavel engths), the capacity of an LSP
may nore frequently be a significant percentage of the available |ink
resources. Furthernore, in some switching environments, it is
necessary to achieve end-to-end resource continuity (such as using
the sane wavel ength on the whole length of an LSP), so it is far nore
desirable to keep the TE information held at the conputation points
up to date. Fortunately, non-packet networks tend to be quite a bit
smal | er than packet networks, the arrival rates of non-packet LSPs
are nmuch lower, and the hold tines are considerably |onger. Thus,
the informati on churn may be sustai nabl e.
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3.5. Issues of Aggregation

One possible solution to the issues raised in other subsections of
this section is to aggregate the TE informati on shared between
domai ns. Two aggregati on mechani snms are often consi dered:

- Virtual node nodel. |In this view, the domain is aggregated as if
it was a single node (or router/switch). Its links to other
domai ns are presented as real TE |inks, but the npdel assumes that
any LSP entering the virtual node through a Iink can be routed to
| eave the virtual node through any other link (although recent
work on "limted cross-connect switches" may help with this
probl em [ RFC7579]) .

- Virtual link model. In this nodel, the domain is reduced to a set
of edge-to-edge TE links. Thus, when conmputing a path for an LSP
that crosses the domain, a conputation point can see which domain
entry points can be connected to which others, and with what TE
attributes.

Part of the nature of aggregation is that information is renmoved from
the system This can cause inaccuracies and failed path computation.

For exanple, in the virtual node nodel there m ght not actually be a

TE path avail abl e between a pair of domain entry points, but the

nodel | acks the sophistication to represent this "limted
cross-connect capability" within the virtual node. On the other
hand, in the virtual link nodel it may prove very hard to aggregate

multiple link characteristics: for exanple, there may be one path
avai |l abl e with hi gh bandw dth, and another with | ow del ay, but this
does not nean that the connectivity should be assumed or advertised
as having both high bandwi dth and | ow del ay.

The trick to this multidinensional problem therefore, is to
aggregate in a way that retains as nmuch useful information as
possi bl e while renoving the data that is not needed. An inportant
part of this trick is a clear understanding of what information is
actual |l y needed.

It should also be noted in the context of Section 3.4 that changes in
the information within a domain may have a bearing on what aggregated
data is shared with another domain. Thus, while the data shared is
reduced, the aggregation algorithm (operating on the routers
responsi ble for sharing informati on) may be heavily exercised.
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4. Architecture
4.1. TE Reachability

As described in Section 1.1, TE reachability is the ability to reach
a specific address along a TE path. The know edge of TE reachability
enabl es an end-to-end TE path to be conputed.

In a single network, TE reachability is derived fromthe Traffic
Engi neeri ng Dat abase (TED), which is the collection of all TE

i nformati on about all TE links in the network. The TED is usually
built fromthe data exchanged by the 1GP, although it can be

suppl enented by configuration and inventory details, especially in
transport networks.

In nulti-network scenarios, TE reachability information can be

descri bed as "You can get fromnode X to node Y with the follow ng TE
attributes." For transit cases, nodes X and Y will be edge nodes of
the transit network, but it is also inportant to consider the

i nformati on about the TE connectivity between an edge node and a
specific destination node. TE reachability may be qualified by TE
attributes such as TE netrics, hop count, avail abl e bandwi dt h, del ay,
and shared ri sk.

TE reachability informati on can be exchanged between networks so that
nodes in one network can determnmi ne whether they can establish TE
pat hs across or into another network. Such exchanges are subject to
a range of policies inmposed by the advertiser (for security and

adm ni strative control) and by the receiver (for scalability and
stability).

4.2. Abstraction, Not Aggregation

Aggregation is the process of synthesizing from avail abl e
information. Thus, the virtual node and virtual |ink nodels
described in Section 3.5 rely on processing the information avail abl e
within a network to produce the aggregate representations of |inks
and nodes that are presented to the consuner. As described in
Section 3, dynanic aggregation is subject to a nunber of pitfalls.

In order to distinguish the architecture described in this docunent
fromthe previous work on aggregation, we use the term "abstraction"
in this docunent. The process of abstraction is one of applying
policy to the available TE information within a domain, to produce
sel ective information that represents the potential ability to
connect across the domain.
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Abstraction does not offer all possible connectivity options (refer
to Section 3.5) but does present a general view of potentia
connectivity. Abstraction may have a dynamic el enent but is not

i ntended to keep pace with the changes in TE attribute availability
wi thin the network.

Thus, when relying on an abstraction to compute an end-to-end path,
the process might not deliver a usable path. That is, there is no
actual guarantee that the abstractions are current or feasible.

Al t hough abstracti on uses available TE information, it is subject to
pol i cy and managenent choices. Thus, not all potential connectivity
will be advertised to each client network. The filters nmay depend on
comercial relationships, the risk of disclosing confidentia

i nformation, and concerns about what use is nade of the connectivity
that is offered.

4.2.1. Abstract Links

An abstract link is a measure of the potential to connect a pair of
points with certain TE paraneters. That is, it is a path and its
characteristics in the server network. An abstract |ink represents
the possibility of setting up an LSP, and LSPs may be set up over the
abstract |ink.

When | ooking at a network such as the network shown in Figure 7, the
link fromCNL to CNd may be an abstract link. It is easy to
advertise it as a link by abstracting the TE information in the
server network, subject to policy.

The path (i.e., the abstract link) represents the possibility of
establishing an LSP fromclient network edge to client network edge
across the server network. There is not necessarily a one-to-one

rel ati onship between the abstract |ink and the LSP, because nore than
one LSP could be set up over the path.

Since the client network nodes do not have visibility into the server
network, they nust rely on abstraction information delivered to them
by the server network. That is, the server network will report on
the potential for connectivity.

4.2.2. The Abstraction Layer Network

Figure 7 introduces the abstraction layer network. This construct
separates the client network resources (nhodes Cl, C2, C3, and 4, and
the corresponding links) and the server network resources (nodes CN1
CN2, CN3, and CN4, and the corresponding links). Additionally, the
architecture introduces an internmedi ary network |ayer called the
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abstraction |ayer. The abstraction layer contains the client network
edge nodes (C2 and C3), the server network edge nodes (CN1L and CM4),
the client-server links (C2-CN1 and CN4-C3), and the abstract |ink
(CN1- C\4) .

The client network is able to operate as nornmal. Connectivity across
the network can be either found or not found, based on |inks that
appear in the client network TED. |If connectivity cannot be found,
end-to-end LSPs cannot be set up. This failure may be reported, but
no dynam c action is taken by the client network.

The server network al so operates as nornmal. LSPs across the server
networ k between client network edges are set up in response to
managenment conmands or in response to signaling requests.

The abstraction |layer consists of the physical |inks between the two
networ ks, and al so the abstract |inks. The abstract |inks are
created by the server network according to local policy and represent
the potential connectivity that could be created across the server
network and that the server network is willing to nmake avail able for
use by the client network. Thus, in this exanple, the dianmeter of
the abstraction |ayer network is only three hops, but an instance of
an | GP could easily be run so that all nodes participating in the
abstraction layer (and, in particular, the client network edge nodes)
can see the TE connectivity in the |ayer.

Q!

| C1] --| C2| | C3| --| C4] dient Network
S -
|| ||
|| ||
|| ||
|| - --- | ] Abstraction
| | R | CN]_l ::::::::::::::::l CN4| - - -| | Layel’ Net wor k
o AR
. .
| | | |
| | | |
| | .- --- | | Server Networ k
| | --1CN2[ --| CN3| - - | |
Key

--- Direct connection between two nodes
=== Abstract |ink

Figure 7: Architecture for Abstraction Layer Network
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When the client network needs additional connectivity, it can nmake a
request to the abstraction |layer network. For exanple, the operator
of the client network may want to create a link fromC2 to C3. The
abstraction | ayer can see the potential path C2-CN1-CN4-C3 and can
set up an LSP C2- CNl1- CN4- C3 across the server network and make the
LSP available as a link in the client network.

Sections 4.2.3 and 4.2.4 show how this nodel is used to satisfy the
requi renents for connectivity in client-server networks and in peer
net wor ks.

4.2.2.1. Nodes in the Abstraction Layer Network

Figure 7 shows a very sinplified network diagram and the reader
woul d be forgiven for thinking that only client network edge nodes
and server network edge nodes may appear in the abstraction |ayer
network. But this is not the case: other nodes fromthe server
network may be present. This allows the abstraction |ayer network to
be nore conplex than a full nesh with access spokes.

Thus, as shown in Figure 8, a transit node in the server network
(here, the node is CN3) can be exposed as a node in the abstraction

| ayer network with abstract |inks connecting it to other nodes in the
abstraction | ayer network. O course, in the network shown in

Figure 8, there is little if any value in exposing CN3, but if it had
ot her abstract links to other nodes in the abstraction | ayer network
and/or direct connections to client network nodes, then the resulting
network woul d be richer.

-- -- dient
| C3| --| C4] Net wor k
||
||
||
||
||
|

| C1] --

Abstraction
Layer Network

Server
Net wor k

Figure 8: Abstraction Layer Network with Additional Node
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It should be noted that the nodes included in the abstraction |ayer
network in this way are not "abstract nodes" in the sense of a
virtual node described in Section 3.5. Although it is the case that
the policy point responsible for advertising server network resources
into the abstraction [ayer network could choose to adverti se abstract
nodes in place of real physical nodes, it is believed that doing so
woul d i ntroduce significant conplexity in terns of:

- Coordination between all of the external interfaces of the
abstract node.

- Managenent of changes in the server network that lead to limted
capabilities to reach (cross-connect) across the abstract node.
There has been recent work on control -plane extensions to describe
and operate devices (such as asymetrical sw tches) that have
l[imted cross-connect capabilities [RFC7579] [RFC7580]. These or
simlar extensions could be used to represent the sanme type of
limtations, as they also apply in an abstract node.

4.2.3. Abstraction in Cdient-Server Networks

Figure 9 shows the basic architectural concepts for a client-server
network. The nodes in the client network are Cl, C2, CE1, CE2, C3,
and C4, where the client edge (CE) nodes are CE1l and CE2. The core
(server) network nodes are CN1, CN2, CN3, and CN4. The interfaces
CE1-CN1 and CE2-CN4 are the interfaces between the client and server
net wor ks.

The technol ogies (switching capabilities) of the client and server
networks may be the same or different. |If they are different, the
client network traffic nust be tunnel ed over a server network LSP

If they are the same, the client network LSP may be routed over the
server network links, tunnel ed over a server network LSP, or
constructed fromthe concatenation (stitching) of client network and
server network LSP segnents.
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Cient Network : Server Network . Qient Network
|c1|--|c2|--lcal ................................ I052I--|cs|--|c4|
| |:__| CN]_l ::::::::::::::::l CN4| :__| |
- | -1
o I R TR Tr I B BRSPS
| [--1CN2]-- | ON3[--| |

Key

--- Direct connection between two nodes
. CE-to-CE LSP tunne
=== Potential path across the server network (abstract I|ink)

Figure 9: Architecture for Cient-Server Network

The objective is to be able to support an end-to-end connection
Cl-to-C4, in the client network. This connection may support TE or
normal I P forwarding. To achieve this, CEl is to be connected to CE2
by alink in the client network. This enables the client network to
view itself as connected and to select an end-to-end path.

As shown in the figure, three abstraction |ayer |inks are forned:
CE1-CN1, CN1-CN2, and CN4-CE2. A three-hop LSP is then established
fromCEl to CE2 that can be presented as a link in the client

net wor k.

The practicalities of howthe CEL-CE2 LSP is carried across the
server network LSP may depend on the switching and signaling options
available in the server network. The CE1-CE2 LSP may be tunnel ed
down the server network LSP using the nechani sns of a hierarchica
LSP [ RFC4206], or the LSP segments CE1-CN1 and CN4- CE2 may be
stitched to the server network LSP as described in [ RFC5150].

Section 4.2.2 has already introduced the concept of the abstraction

| ayer network through an exanple of a sinple |ayered network. But it
may be hel pful to expand on the exanple using a slightly nore conpl ex
net wor k.
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Figure 10 shows a nulti-layer network conprising client network nodes
(labeled as Cn for n = 0 to 9) and server network nodes (Il abel ed as
Sn for n =1to 9).

| C3l--- | C4)
-- -- -- -- --/ \--
| CLI---| €2 ---| S| ---| 82 ----| S3] | Cs|
.- /- - -\ -\ -\ /- -
/ \-- \-- \-- .y .-
/ | S4l  |S5|----]S6]---| O8] ---| C7|
/ /-- -\ [--  ]-- .-
.y .- .y .- \--1 .y
| CB| ---1 €9 --~| S| ---| 8| - --~| S9| - --| CO|

Figure 10: An Exanple Milti-Layer Network

If the network in Figure 10 is operated as separate client and server
networ ks, then the client network topology will appear as shown in
Figure 11. As can be clearly seen, the network is partitioned, and
there is no way to set up an LSP from a node on the |eft-hand side
(say Cl) to a node on the right-hand side (say C7).

|C3|---|C4{

| C8| ---] C9| | CO|

Figure 11: Cient Network Topol ogy Showi ng Partitioned Network
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For reference, Figure 12 shows the correspondi ng server network
t opol ogy.

| S1|---]S2|----|S3|

| S7|---1 8| ----| S9|

Figure 12: Server Network Topol ogy

Qperating on the TED for the server network, a managenment entity or a
sof tware conponent nmay apply policy and consider what abstract |inks
it mght offer for use by the client network. To do this, it

obvi ously needs to be aware of the connections between the |ayers
(there is no point in offering an abstract |ink S2-S8, since this
could not be of any use in this exanple).

In our exanple, after consideration of which LSPs could be set up in
the server network, four abstract |inks are offered: S1-S3, S3-S6,
S1-S9, and S7-S9. These abstract |inks are shown as double |ines on
the resulting topology of the abstraction |ayer network in Figure 13.
As can be seen, two of the links rmust share part of a path (S1-S9
must share with either S1-S3 or S7-S9). This could be achi eved using
di stinct resources (for exanple, separate |anbdas) where the paths
are comon, but it could al so be done using resource sharing.

| G|
/- -
- - .y
|C2| ---|S]_| ::::::::::l SSl
-- --\\ --\\
\\ \\
W\ W\ -- .
\\ | S6| - - - | 8|
\\ - -
- - \\ - - -
| QO] - | 7] =====| 59| - -- | 0|

Figure 13: Abstraction Layer Network with Abstract Links
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That woul d nean that when both paths S1-S3 and S7-S9 carry
client-edge-to-client-edge LSPs, the resources on path S1-S9 are used
and m ght be depleted to the point that the path is resource
constrai ned and cannot be used.

The separate | GP instance running in the abstraction |ayer network
neans that this topology is visible at the edge nodes (C2, C3, C§,
C9, and CO) as well as at a Path Conputation Element (PCE) if one is
present.

Now the client network is able to make requests to the abstraction
| ayer network to provide connectivity. |In our exanple, it requests
that C2 be connected to C3 and that C2 be connected to CO. This
results in several actions:

1. The managenent conponent for the abstraction |ayer network asks
its PCE to conpute the paths necessary to nmake the connecti ons.
This yields C2-Sl1-S3-C3 and C2-Sl1-S9- 0.

2. The nanagenent conponent for the abstraction |ayer network
instructs C2 to start the signaling process for the new LSPs in
the abstraction | ayer.

3. C2 signals the LSPs for setup using the explicit routes
C2- S1- S3-C3 and C2- S1- S9- (0.

4. \Wen the signaling nessages reach S1 (in our exanple, both LSPs
traverse Sl1), the server network may support them by a nunber of
nmeans, including establishing server network LSPs as tunnels,
dependi ng on the m smatch of technol ogi es between the client and
server networks. For exanple, Sl1-S2-S3 and Sl1-S2-S5-S9 night be
traversed via an LSP tunnel, using LSPs stitched together, or
sinply by routing the client network LSP through the server
network. |If server network LSPs are needed, they can be signal ed
at this point.

5. Once any server network LSPs that are needed have been
established, S1 can continue to signal the client-edge-to-client-
edge LSP across the abstraction layer, using the server network
LSPs as either tunnels or stitching segnents, or sinply routing
through the server network.

6. Finally, once the client-edge-to-client-edge LSPs have been set
up, the client network can be infornmed and can start to advertise
the new TE links C2-C3 and C2-CO. The resulting client network
topol ogy is shown in Figure 14.
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I | CB| - - - | C7|
/ V- -
/ \--/

-/ - ool

|c8l---]col -

Fi gure 14: Connected Client Network with Additional Links

7. Now the client network can conmpute an end-to-end path from Cl
to C7.

4.2.3.1. A Server with Miultiple Cients

A single server network may support multiple client networks. This
is not an uncommon state of affairs -- for exanple, when the server
net wor k provi des connectivity for multiple customers.

In this case, the abstraction provided by the server network may vary
consi derably according to the policies and comercial rel ationships
with each customer. This variance would lead to a separate
abstraction | ayer network maintained to support each client network.

On the other hand, it may be that nultiple client networks are
subject to the sane policies and the abstraction can be identical

In this case, a single abstraction | ayer network can support nore
than one client.

The choi ces here are made as an operational issue by the server
net wor k.

4.2.3.2. A dient with Multiple Servers

A single client network may be supported by multiple server networks.
The server networks may provide connectivity between different parts
of the client network or may provide parallel (redundant)
connectivity for the client network.

In this case, the abstraction | ayer network should contain the

abstract links fromall server networks so that it can nmake suitable
conputations and create the correct TE links in the client network.
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That is, the relationship between the client network and the
abstraction | ayer network should be one to one.

4.2.4. Abstraction in Peer Networks

Figure 15 shows the basic architectural concepts for connecting
across peer networks. Nodes from four networks are shown: Al and A2
cone fromone network; Bl, B2, and B3 from anot her network; etc. The
i nterfaces between the networks (sonetines known as External Network
Network Interfaces - ENNIs) are A2-Bl1, B3-Cl, and C3-D1.

The objective is to be able to support an end-to-end connection
Al-to-D2. This connection is for TE connectivity.

As shown in the figure, abstract |inks that span the transit networks
are used to achieve the required connectivity. These links formthe
key buil ding bl ocks of the end-to-end connectivity. An end-to-end
LSP uses these links as part of its path. [If the stitching
capabilities of the networks are honpgeneous, then the end-to-end LSP
may sinply traverse the path defined by the abstract |inks across the
various peer networks or may utilize stitching of LSP segnments that
each traverse a network along the path of an abstract link. |If the
network swi tching technol ogi es support or necessitate the use of LSP
hi erarchies, the end-to-end LSP may be tunnel ed across each network
using hierarchical LSPs that each traverse a network al ong the path
of an abstract Iink.

Net wor k A ; Net work B ; Network C ; Network D

| AL| | A2| ---| BL| - -| B2| --| B3| ---| C1| --| 2| --| G3] - --| D1 - - | ]

e e D R D A
| | ::::::::l | | | ::::::::l |

Key

--- Direct connection between two nodes
=== Abstract |ink across transit network

Figure 15: Architecture for Peering

Peer networks exist in many situations in the Internet. Packet
networks may peer as | GP areas (levels) or as ASes. Transport
networ ks (such as optical networks) nay peer to provide

concat enati ons of optical paths through single-vendor environnments
(see Section 6). Figure 16 shows a sinple exanple of three peer
networks (A, B, and C) each conprising a few nodes.
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Net wor k A : Net work B : Net work C
IA1I---|A2|----|A3I-7-IBll---}BZ{---IB3|-j-|C1|---IC2I
-/ : /A :
| Ad| / \
--\ : / \ :
- - \-- ¢ -] \-- 1 - --
| AS| ---| A6|---|B4|[---------- | B6| ---| C3| ---| CA

Figure 16: A Network Conprising Three Peer Networks

As di scussed in Section 2, peered networks do not share visibility of
their topol ogies or TE capabilities for scaling and confidentiality
reasons. That neans, in our exanple, that conputing a path from A1l
to C4 can be inpossible without the aid of cooperating PCEs or sone
form of crankback

But it is possible to produce abstract |inks for reachability across
transit peer networks and to create an abstraction |ayer network.
That network can be enhanced with specific reachability infornmation
if a destination network is partitioned, as is the case with

Network C in Figure 16.

Suppose that Network B decides to offer three abstract |inks Bl-B3,
B4-B3, and B4-B6. The abstraction |layer network could then be
constructed to ook like the network in Figure 17.

| A3| - - - | B1| ====| B3| - - - - | C1|
-- -- /] -- --

-- y -- --
| AB] - - - | B4| =====| BG| - - - | C3|

Figure 17: Abstraction Layer Network for the Peer Network Exanple

Using a process sinmlar to that described in Section 4.2.3, Network A
can request connectivity to Network C, and abstract |inks can be
advertised that connect the edges of the two networks and that can be
used to carry LSPs that traverse both networks. Furthernore, if
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Network Cis partitioned, reachability information can be exchanged
to allow Network A to select the correct abstract |ink, as shown in
Fi gure 18.

Net work A : Net work C
| AL] - - - | AZ{ ----| A3 =========|Cl| ... .. | C2]
\--/ :
| A4|
--\
.. \-- .. ..
| A5| -- - | A6| :::::::::l C3| _____ | C4|

Figure 18: Tunnel Connections to Network C with TE Reachability

Peer networking cases can be made far nore conpl ex by dual - hom ng

bet ween network peering nodes (for exanple, A3 mght connect to Bl
and B4 in Figure 17) and by the networks thensel ves being arranged in
a nmesh (for exanple, A6 might connect to B4 and Cl in Figure 17).

These additional conplexities can be handl ed gracefully by the
abstraction | ayer network nodel .

Further exanples of abstraction in peer networks can be found in
Sections 6 and 8.

4.3. Considerations for Dynam c Abstraction

It is possible to consider a highly dynam c system where the server
networ k adaptively suggests new abstract links into the abstraction

| ayer, and where the abstraction | ayer proactively depl oys new
client-edge-to-client-edge LSPs to provide new links in the client
network. Such fluidity is, however, to be treated with caution. In
particular, in the case of client-server networks of differing
technol ogi es where hierarchical server network LSPs are used, this
caution is needed for three reasons: there may be | onger turn-up
times for connections in sone server networks; the server networks
are likely to be sparsely connected; and expensive physical resources
will only be deployed where there is believed to be a need for them
More significantly, the conplex conmercial, policy, and
adnmi ni strative rel ationships that nmay exi st between client and server
network operators nean that stability is nore likely to be the
desired operational practice.
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Thus, proposals for fully autonated nmulti-layer networks based on
this architecture may be regarded as forward-1|ooking topics for
research both in terms of network stability and with regard to
econom ¢ i npact .

However, sone el ements of automation should not be discarded. A
server network nmay automatically apply policy to determ ne the best
set of abstract links to offer and the nost suitable way for the
server network to support them And a client network may dynam cally
observe congestion, |ack of connectivity, or predicted changes in
traffic demand and may use this information to request additiona
links fromthe abstraction |layer. And, once policies have been
configured, the whole system should be able to operate i ndependently
of operator control (which is not to say that the operator will not
have the option of exerting control at every step in the process).

4.4. Requirenents for Advertising Links and Nodes

The abstraction layer network is "just another network |layer". The
i nks and nodes in the network need to be advertised along with their
associ ated TE information (netrics, bandwidth, etc.) so that the
topol ogy is dissem nated and so that routing decisions can be made.

This requires a routing protocol running between the nodes in the
abstraction |ayer network. Note that this routing informtion
exchange coul d be piggybacked on an existing routing protoco

i nstance (subject to different switching capabilities applying to the
links in the different networks, or to adequate address space
separation) or use a new instance (or even a new protocol). Cearly,
the informati on exchanged is only information that has been created
as part of the abstraction function according to policy.

It should be noted that in nmany cases the abstract |ink represents
the potential for connectivity across the server network but that

no such connectivity exists. |In this case, we nmay ponder how t he
routing protocol in the abstraction |ayer will advertise topol ogy
information for, and over, a link that has no underlying
connectivity. In other words, there nmust be a communi cati on channe
bet ween the abstraction | ayer nodes so that the routing protoco
nmessages can flow. The answer is that control-plane connectivity

al ready exists in the server network and on the client-server edge
links, and this can be used to carry the routing protocol nessages
for the abstraction layer network. The sane consideration applies to
the advertisenent, in the client network, of the potentia
connectivity that the abstraction |ayer network can provide, although
it may be nore nornmal to establish that connectivity before
advertising a link in the client network.
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4.5. Addressing Considerations

The network layers in this architecture should be able to operate

wi th separate address spaces, and these may overlap w thout any
technical issues. That is, one address may nean one thing in the
client network, yet the sanme address may have a different nmeaning in
the abstraction |ayer network or the server network. |n other words,
there is conpl ete address separation between networks.

However, this will require sonme care, both because human operators
may wel | becone confused, and because mappi ng between address spaces
is needed at the interfaces between the network |l ayers. That mapping
requires configuration so that, for exanple, when the server network
announces an abstract link fromA to B, the abstraction |ayer network
nmust recogni ze that A and B are server network addresses and rnust map
themto abstraction |ayer addresses (say P and Q before including
the link inits owm topology. And simlarly, when the abstraction

| ayer network infornms the client network that a new link is available
fromSto T, it nust nap those addresses fromits own address space
to that of the client network.

This form of address mapping will becone particularly inmportant in
cases where one abstraction [ayer network is constructed from
connectivity in multiple server networks, or where one abstraction
| ayer network provides connectivity for multiple client networks.

5. Building on Existing Protocols

This section is non-normative and is not intended to prejudge a
solutions framework or any applicability work. It does, however,
very briefly serve to note the existence of protocols that could be
exam ned for applicability to serve in realizing the nodel described
in this docunent.

The general principle of protocol reuse is preferred over the

i nvention of new protocols or additional protocol extensions, and it
woul d be advant ageous to nake use of an existing protocol that is
conmonl y i npl emrented on network nodes and is currently depl oyed, or
to use existing conputational elements such as PCEs. This has nany
benefits in network stability, time to deployment, and operator
training.

It is recogni zed, however, that existing protocols are unlikely to be
i mediately suitable to this problem space w thout sonme protoco

ext ensions. Extending protocols nust be done with care and with
consideration for the stability of existing deployments. |In extrene
cases, a new protocol can be preferable to a messy hack of an

exi sting protocol
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5.1. BGP-LS

BGP - Link State (BGP-LS) is a set of extensions to BGP, as described
in [RFC7752]. |Its purpose is to announce topol ogy information from
one network to a "northbound" consumer. Application of BG>-LS to
date has focused on a nechanismto build a TED for a PCE. However,
BG” s mechani snms woul d al so serve well to advertise abstract |inks
froma server network into the abstraction | ayer network or to
advertise potential connectivity fromthe abstraction [ ayer network
to the client network.

5.2. |1GPs

Both OSPF and | S-1S have been extended t hrough a nunber of RFCs to
advertise TE information. Additionally, both protocols are capable
of running in a multi-instance node either as ships that pass in the
night (i.e., conpletely separate instances using different address
spaces) or as dual instances on the same address space. This neans
that either OSPF or |S-1S could probably be used as the routing
protocol in the abstraction |ayer network.

5.3. RSVP-TE

RSVP- TE signaling can be used to set up all TE LSPs demanded by this
nodel , without the need for any protocol extensions.

I f necessary, LSP hierarchy [RFC4206] or LSP stitching [ RFC5150] can
be used to carry LSPs over the server network, again w thout needing
any protocol extensions.

Furthernore, the procedures in [ RFC6107] allow the dynanm c signaling
of the purpose of any LSP that is established. This nmeans that when
an LSP tunnel is set up, the two ends can coordinate into which
routing protocol instance it should be advertised and can al so agree
on the addressing to be said to identify the link that will be

creat ed.

5.4. Notes on a Sol ution

This section is not intended to be prescriptive or dictate the
protocol solutions that may be used to satisfy the architecture
described in this docunent, but it does show how the existing
protocols listed in the previous sections can be conbined, with only
m nor nodifications, to provide a solution.
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A server network can be operated using GVWPLS routing and signaling
protocols. Using information gathered fromthe routing protocol, a
TED can be constructed containing resource availability information
and Shared Ri sk Link Group (SRLG details. A policy-based process
can then determ ne which nodes and abstract links it wi shes to
advertise to formthe abstraction | ayer network.

The server network can now use BGP-LS to advertise a topol ogy of
links and nodes to formthe abstraction |ayer network. This

i nformati on would nost |ikely be advertised froma single point of
control that made all of the abstraction decisions, but the function
could be distributed to multiple server network edge nodes. The

i nfornmati on can be advertised by BGP-LS to multiple points within the
abstraction |ayer (such as all client network edge nodes) or to a
single controller

Mul tiple server networks may advertise information that is used to
construct an abstraction |ayer network, and one server network may
advertise different information in different instances of BGP-LS to
formdifferent abstraction |ayer networks. Furthernore, in the case
of one controller constructing multiple abstraction | ayer networks,
BGP- LS uses the route target nmechani smdefined in [ RFC4364] to

di stinguish the different applications (effectively abstraction |ayer
network VPNs) of the exported infornation.

Ext ensi ons may be nade to BGP-LS to all ow adverti sement of Macro
Shared Ri sk Link G oups (MSRLGs) (Appendix B.1) and the
identification of nutually exclusive Iinks (Appendix B.2), and to

i ndi cate whet her the abstract |ink has been pre-established or not.
Such extensions are valid options but do not forma core conponent of
this architecture.

The abstraction | ayer network nmay operate under central control or
use a distributed control plane. Since the |links and nodes nay be a
m x of physical and abstract |inks, and since the nodes may have

di verse cross-connect capabilities, it is nost likely that a GWLS
routing protocol will be beneficial for collecting and correlating
the routing information and for distributing updates. No specia
addi ti onal features are needed beyond addi ng those extra paraneters
just described for BGP-LS, but it should be noted that the contro
pl ane of the abstraction |layer network nust run in an out-of-band
control network because the data-bearing |inks mght not yet have
been established via connections in the server network.
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The abstraction layer network is also able to deternine potentia

connectivity fromclient network edge to client network edge. It
will determ ne which client network links to create according to
policy and subject to requests fromthe client network, and will take

four steps:

- First, it will conpute a path across the abstraction |ayer
net wor k.

- Then, if support of the abstract |inks requires the use of
server network LSPs for tunneling or stitching and if those LSPs
are not already established, it will ask the server layer to set
t hem up.

- Then, it will signal the client-edge-to-client-edge LSP

- Finally, the abstraction |ayer network will informthe client
networ k of the existence of the new client network |ink

This last step can be achieved by either (1) coordination of the

end points of the LSPs that span the abstraction |ayer (these points
are client network edge nodes) using mechani sms such as those
described in [RFC6107] or (2) using BGP-LS froma central controller

Once the client network edge nodes are aware of a new link, they wll
automatically advertise it using their routing protocol and it wll
becorme avail able for use by traffic in the client network.

Sections 6, 7, and 8 discuss the applicability of this architecture
to different network types and probl em spaces, while Section 9 gives
sonme advi ce about scoping future work. Section 10 ("Manageability
Consi derations") is particularly relevant in the context of this
section because it contains a discussion of the policies and
mechani sns for indicating connectivity and link availability between
network layers in this architecture

6. Application of the Architecture to Optical Donains and Networks

Many optical networks are arranged as a set of small dommins. Each
domain is a cluster of nodes, usually fromthe same equi prent vendor
and with the sane properties. The domain nmay be constructed as a
nmesh or a ring, or maybe as an interconnected set of rings.

The network operator seeks to provide end-to-end connectivity across
a network constructed fromnmultiple donmains, and so (of course) the
domai ns are interconnected. |In a network under managenent contr ol
such as through an Operations Support System (OSS), each dommin is
under the operational control of a Network Managenent System ( NVS)
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In this way, an end-to-end path nay be comm ssi oned by the CSS
i nstructing each NM5, and the NMses setting up the path fragnents
across the domains.

However, in a systemthat uses a control plane, there is a need for
i ntegration between the domains.

Consi der a sinple domain, D1, as shown in Figure 19. |In this case,
nodes A through F are arranged in a topological ring. Suppose that
there is a control plane in use in this domain and that OSPF is used
as the TE routing protocol

I DL |
I B---C I
I / \ I
I / \ I
| A D |
I \ / I
I \ / I
I F---E I
I I

Figure 19: A Sinple Optical Domain

Now consi der that the operator’s network is built froma nesh of such
domai ns, D1 through D7, as shown in Figure 20. It is possible that
these donmai ns share a single, conmon instance of OSPF, in which case
there is nothing further to say because that OSPF instance w |
distribute sufficient information to build a single TED spanning the
whol e network, and an end-to-end path can be conputed. A nore likely
scenario is that each domain is running its own OSPF instance. In
this case, each is able to handle the peculiarities (or, rather
advanced functions) of each vendor’s equi prent capabilities.
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Figure 20: A Mesh of Sinple Optical Domains

The question now is howto conbine the multiple sets of information
distributed by the different OSPF i nstances. Three possible nodels
suggest thensel ves, based on pre-existing routing practices.

o

In the first nodel (the area-based nodel), each donain is treated
as a separate OSPF area. The end-to-end path will be specified to
traverse multiple areas, and each area will be left to determ ne
the path across the nodes in the area. The feasibility of an
end-to-end path (and, thus, the selection of the sequence of

areas and their interconnections) can be derived using

hi erar chi cal PCEs.

Thi s approach, however, fits poorly with established use of the
OSPF area: in this formof optical network, the interconnection
poi nts between dormains are likely to be links, and the nesh of
domains is far nore interconnected and unstructured than we are
used to seeing in the normal area-based routing paradi gm

Furthernore, while hierarchical PCEs may be able to resolve this
type of network, the effort involved may be considerable for nore
than a small collection of donains.

Anot her approach (the AS-based nodel) treats each donmain as a
separ ate Autonompus System (AS). The end-to-end path will be
specified to traverse nultiple ASes, and each AS will be left to
determ ne the path across the nodes in that AS.

This nodel sits nore confortably with the established routing
par adi gm but causes a nmssive escal ation of ASes in the gl oba
Internet. It would, in practice, require that the operator use
private AS nunbers [RFC6996], of which there are plenty.
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Then, as suggested in the area-based nodel, hierarchical PCEs
could be used to deternmine the feasibility of an end-to-end path
and to derive the sequence of domains and the points of

i nterconnection to use. But just as in the area-based nodel, the
scalability of this nmodel using a hierarchical PCE nust be
guestioned, given the sheer nunber of ASes and their

i nterconnectivity.

Furthernore, determnmining the mesh of domains (i.e., the inter-AS
connections) conventionally requires the use of BGP as an

i nter-domain routing protocol. However, not only is BGP not
normal |y avail abl e on optical equiprment, but this approach

i ndicates that the TE properties of the inter-domain |inks would
need to be distributed and updated using BGP -- sonething for
which it is not well suited.

o The third approach (the Automatically Swi tched Optical Network
(ASON) npdel) follows the architectural nodel set out by the ITUT
[ G 8080] and uses the routing protocol extensions described in
[ RFC6827]. In this nodel, the concept of "levels" is introduced
to OSPF. Referring back to Figure 20, each OSPF instance running
in a domain would be construed as a "l ower-level" OSPF instance
and woul d | eak routes into a "higher-level"” instance of the
protocol that runs across the whol e network.

Thi s approach handl es t he awkwar dness of representing the domains
as areas or ASes by sinply considering themas donmains running

di stinct instances of OSPF. Routing advertisenents flow "upward"
fromthe domains to the high-level OSPF instance, giving it a ful
vi ew of the whole network and all owi ng end-to-end paths to be
conputed. Routing advertisenents may al so fl ow "downward" from
the network-w de OSPF i nstance to any one domain so that it can
see the connectivity of the whole network.

Al t hough architecturally satisfying, this nodel suffers from
having to handle the different characteristics of different

equi prent vendors. The advertisenents coning fromeach | ow| eve
donmai n woul d be neani ngl ess when distributed into the other

domai ns, and the high-level domain would need to be kept

up to date with the semantics of each new rel ease of each vendor’s
equi pment. Additionally, the scaling issues associated with a

wel | -meshed network of dommins, each with many entry and exit

poi nts and each with network resources that are continually being
updat ed, reduces to the sane problem as noted in the virtual |ink
nodel . Furthernore, in the event that the domains are under the
control of different administrations, the domains would not want
to distribute the details of their topol ogies and TE resources.
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Practically, this third nodel turns out to be very close to the

nmet hodol ogy described in this docunent. As noted in Section 6.1 of

[ RFC6827], there are policy rules that can be applied to define
exactly what information is exported fromor inported to a | owleve
OSPF i nstance. [RFC6827] even notes that some fornms of aggregation
may be appropriate. Thus, we can apply the followi ng sinplifications
to the mechani sms defined in [ RFC6827]:

- Zero information is inported to | owlevel domains.

- Low Il evel domains export only abstracted |inks as defined in this
docunent and according to | ocal abstraction policy, and with
appropriate renmoval of vendor-specific information.

- There is no need to formally define routing |levels wthin OSPF

- Export of abstracted links fromthe domains to the network-w de
routing instance (the abstraction routing |ayer) can take place
through any nechani sm including BGP-LS or direct interaction
bet ween OSPF i npl enent ati ons.

Wth these sinplifications, it can be seen that the franework defined
in this document can be constructed fromthe architecture di scussed
in [ RFC6827], but without needing any of the protocol extensions
defined in that docunent. Thus, using the term nol ogy and concepts
al ready established, the problem nay be solved as shown in Figure 21
The abstraction layer network is constructed fromthe inter-domain

i nks, the domain border nodes, and the abstracted (cross-donmain)

l'i nks.

Abstraction Layer

| | :::::::::::l | -- | | :::::::::::l | -- | | :::::::::::l |

|| I I I I ||
N oLl e oLl e T

|| [ I [ I ||

I - - rr - -0 - -

R IO O I e N

I O e e R T R U A O B

Domai n 1 Domai n 2 Dormai n 3

Key Optical Layer

. Layer separation
--- Physical link
=== Abstract link

Figure 21: The Optical Network Inplenented
through the Abstraction Layer Network
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7. Application of the Architecture to the User-Network Interface

The User-Network Interface (UNI) is an inportant architectura

concept in many inplementations and depl oyments of client-server
networ ks, especially those where the client and server network have
di fferent technologies. The UNI is described in [G 8080], and the
GWPLS approach to the UNIl is docunented in [ RFC4208]. O her

GWLS-rel ated docunents describe the application of GWLS to specific
UNI scenarios: for exanple, [RFC6005] describes how GWLS can support
a UNI that provides access to Ethernet services.

Figure 1 of [RFC6005] is reproduced here as Figure 22. It shows the

Et hernet UNI reference nodel, and that figure can serve as an exanpl e
for all similar UNls. In this case, the UNl is an interface between

client network edge nodes and the server network. It should be noted
that neither the client network nor the server network need be an

Et her net swi t chi ng networKk.

There are three network layers in this nodel: the client network, the
"Et hernet service network", and the server network. The so-called

Et hernet service network consists of |inks conmprising the UNI |inks
and the tunnels across the server network, and nodes conprising the
client network edge nodes and various server network nodes. That is,
the Ethernet service network is equivalent to the abstraction |ayer
network, with the UNI links being the physical |inks between the
client and server networks, the client edge nodes taking the role of
UNI Client-side (UNI-C) nodes, and the server edge nodes acting as
the UNI Network-side (UNI-N) nodes.
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Figure 22: Ethernet UNI Reference Mde

An issue that is often raised relates to how a dual - honmed cli ent
networ k edge node (such as that shown at the bottom | eft-hand corner
of Figure 22) can make determ nati ons about how they connect across
the UNI. This can be particularly inportant when reachability across

the server
(for exanpl
descri bed

network is linmted or when two diverse paths are desired
e, to provide protection). However, in the node
n this network, the edge node (the UNI-C node) is part of

the abstraction | ayer network and can see sufficient topol ogy

information to nake these decisions. |f the approach introduced in
this docunent is used to nodel the UNI as described in this section
there is no need to enhance the signaling protocols at the GVPLS UN

nor to add

Farrel, et al

routi ng exchanges at the UNI .
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8.

Application of the Architecture to L3VPN Milti-AS Environnents

Serving Layer 3 VPNs (L3VPNs) across a nulti-AS or nulti-operator
environnent currently provides a significant planning challenge.
Figure 6 shows the general case of the problemthat needs to be
solved. This section shows how the abstraction | ayer network can
address this problem

In the VPN architecture, the CE nodes are the client network edge
nodes, and the PE nodes are the server network edge nodes. The
abstraction | ayer network is made up of the CE nodes, the CE-PE

l'i nks, the PE nodes, and PE-PE tunnels that are the abstract |inks.

In the multi-AS or nulti-operator case, the abstraction |ayer network
al so includes the PEs (maybe Aut ononmous System Border Routers
(ASBRs)) at the edges of the multiple server networks, and the PE-PE
(maybe inter-AS) links. This gives rise to the architecture shown in
Fi gure 23.

The policy for adding abstract links to the abstraction |ayer network
will be driven substantially by the needs of the VPN. Thus, when a
new VPN site is added and the existing abstraction |ayer network
cannot support the required connectivity, a new abstract link will be
created out of the underlying network.

VPN Site : : VPN Site

| C1] -] CH| - | CH -2

_—— | PEl :::::::::l PEl R | PEl :::::l PEl _——

: | | :
| |
| |
| |
| |
| |
|

Figure 23: The Abstraction Layer Network for a Miulti-AS VPN
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It is inmportant to note that each VPN i nstance can have a separate
abstraction | ayer network. This neans that the server network
resources can be partitioned and that traffic can be kept separate.

This can be achi eved even when VPN sites fromdifferent VPNs connect
at the sane PE. Alternatively, multiple VPNs can share the sane
abstraction |ayer network if that is operationally preferable.

Lastly, just as for the UNI discussed in Section 7, the issue of
dual -homing of VPN sites is a function of the abstraction |ayer
network and so is just a normal routing problemin that network.

9. Scoping Future Work

This section is provided to help guide the work on this problem The
overarching viewis that it is inmportant to limt and focus the work
on those things that are core and necessary to achieve the nmain
function, and to not attenpt to add unnecessary features or to
over-conplicate the architecture or the solution by attenpting to
address margi nal use cases or corner cases. This guidance is
non-normative for this architecture description

9.1. Limting Scope to Only Part of the Internet

The scope of the use cases and problemstatenent in this docunent is
l[imted to "some small set of interconnected domains.” In
particular, it is not the objective of this work to turn the whole
Internet into one |arge, interconnected TE networKk.

9.2. Working with "Rel ated" Donains

Starting with this subsection, the intention of this work is to solve
the TE interconnectivity for only "related" domains. Such donains
may be under conmmon admini strative operation (such as | GP areas
within a single AS, or ASes belonging to a single operator) or nmay
have a direct comrercial arrangenent for the sharing of TE
information to provide specific services. Thus, in both cases, there
is a strong opportunity for the application of policy.
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9.

10.

3. Not Finding Optinal Paths in Al Situations

As has been well described in this docunent, abstraction necessarily
i nvol ves comprom ses and renmpoval of information. That neans that it
is not possible to guarantee that an end-to-end path over

i nterconnected TE domains foll ows the absolute optimal (by any
neasure of optimality) path. This is taken as understood, and future
wor k shoul d not attenpt to achi eve such paths, which can only be
found by a full exanination of all network information across al
connect ed networks.

4. Sanity and Scaling

Al'l of the above points play into a final observation. This work is
intended to "bite off" a snmall problemfor some relatively sinple use
cases as described in Section 2. It is not intended that this work
will be imrediately (or even soon) extended to cover nmany | arge

i nterconnected domai ns. Cbviously, the solution should, as far as
possi bl e, be designed to be extensible and scal abl e; however, it is
al so reasonable to nake trade-offs in favor of utility and

sinplicity.
Manageabi l ity Consi derations

Manageabi l ity should not be a significant additional burden. Each
layer in the network nmodel can, and should, be nanaged independently.

That is, each client network will run its own managenent systens and
tools to manage the nodes and links in the client network: each
client network link that uses an abstract link will still be

avai | abl e for managenent in the client network as any other |ink
Simlarly, each server network will run its own managenent systens
and tools to manage the nodes and links in that network just as
nor mal .

Three issues remain for consideration

- Howis the abstraction | ayer network managed?

- Howis the interface between the client network and the
abstraction | ayer network nmanaged?

- Howis the interface between the abstraction |ayer network and the
server network managed?
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10.

10.

1. Managing the Abstraction Layer Network

Managenment of the abstraction layer network differs fromthe client
and server networks because not all of the links that are visible in
the TED are real links. That is, it is not possible to run
Qperations, Adm nistration, and Mai ntenance (OQAM on the |inks that
constitute the potential of a l|ink.

QO her than that, however, the nmanagenent of the abstraction |ayer
network shoul d be essentially the sane. Routing and signaling
protocols can be run in the abstraction |ayer (using out-of-band
channel s for links that have not yet been established), and a
centralized TED can be constructed and used to exam ne the
availability and status of the |inks and nodes in the network.

Note that different deploynent nodels will place the "ownership" of
the abstraction |ayer network differently. |In sonme cases, the
abstraction |ayer network will be constructed by the operator of the
server network and run by that operator as a service for one or nore
client networks. In other cases, one or nore server networks will
present the potential of |links to an abstraction |ayer network run by
the operator of the client network. And it is feasible that a

busi ness nodel could be built where a third-party operator manages
the abstraction |ayer network, constructing it fromthe connectivity
available in multiple server networks and facilitating connectivity
for multiple client networks.

2. Managing Interactions of Abstraction Layer and Cient Networks

The interaction between the client network and the abstraction |ayer
network is a nanagenent task. It nmight be autonated (software
driven), or it mght require manual intervention

This is a two-way interaction:

- The client network can express the need for additiona
connectivity. For exanple, the client network may try, and fail
to find a path across the client network and may request
additional, specific connectivity (this is sinmlar to the
situation with the Virtual Network Topol ogy Manager (VNTM
[ RFC5623]). Alternatively, a nore proactive client network
managenent systemnay nonitor traffic demands (current and
predi cted), network usage, and network "hot spots" and may request
changes in connectivity by both rel easing unused |inks and
requesti ng new | inks.
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- The abstraction |layer network can nmake |inks available to the
client network or can withdraw them These actions can be in
response to requests fromthe client network or can be driven by
processes within the abstraction |ayer (perhaps reorganizing the
use of server network resources). |In any case, the presentation
of newlinks to the client network is heavily subject to policy,
since this is both operationally key to the success of this
architecture and the central plank of the comrercial node
described in this docunent. Such policies belong to the operator
of the abstraction |layer network and are expected to be fully
confi gurabl e.

Once the abstraction |ayer network has decided to make a |ink
available to the client network, it will install it at the link
end points (which are nodes in the client network) such that it
appears and can be advertised as a link in the client network.

In all cases, it is inportant that the operators of both networks are
able to track the requests and responses, and the operator of the
client network should be able to see which links in that network are
"real " physical links and which links are presented by the
abstraction | ayer network.

3. Managing Interactions of Abstraction Layer and Server Networks

The interactions between the abstraction | ayer network and the server
network are sinilar to those described in Section 10.2, but there is
a difference in that the server network is nore likely to offer up
connectivity and the abstraction |ayer network is less likely to ask
for it.

That is, the server network will, according to policy that may

i ncl ude conmmrercial relationships, offer the abstraction |ayer network
a "set" of potential connectivity that the abstraction |ayer network
can treat as links. This server network policy will include:

- how nuch connectivity to offer

- what |level of server network redundancy to include

- how to support the use of the abstract |inks
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This process of offering Iinks fromthe server network may include a
mechani smto indicate which |inks have been pre-established in the
server network and can include other properties, such as:

- link-level protection [ RFC4202]
- SRLGs and MSRLGs (see Appendi x B.1)
- nutual exclusivity (see Appendi x B.2)

The abstraction | ayer network needs a nechanismto tell the server
network which links it is using. This nechani smcould also include
the ability to request additional connectivity fromthe server
network, although it seenms nost likely that the server network will
al ready have presented as nmuch connectivity as it is physically
capabl e of, subject to the constraints of policy.

Finally, the server network will need to confirmthe establishnent of
connectivity, withdraw links if they are no | onger feasible, and
report failures.

Again, it is inmportant that the operators of both networks are able
to track the requests and responses, and the operator of the server
network should be able to see which links are in use.

Security Considerations

Security of signaling and routing protocols is usually adm nistered
and achieved within the boundaries of a domain. Thus, and for
exanple, a domain with a GWLS control plane [ RFC3945] woul d apply
the security nechani sns and considerations that are appropriate to
GWLS [ RFC5920]. Furthernore, donmi n-based security relies strongly
on ensuring that control-plane nmessages are not allowed to enter the
domai n from outsi de

In this context, additional security considerations arising fromthis
docunent relate to the exchange of control-plane infornation between
domai ns. Messages are passed between domai ns using control -pl ane
protocol s operating between peers that have predictable relationships
(for example, UNI-C to UNI-N, between BGP-LS speakers, or between
peer domains). Thus, the security that needs to be given additiona
attention for inter-domain TE concentrates on authentication of

peers; assertion that nmessages have not been tanpered with; and, to a
| esser extent, protecting the content of the nessages from

i nspection, since that might give away sensitive information about
the networks. The protocols described in Appendix A which are
likely to provide the foundation for solutions to this architecture,
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al ready i nclude such protection and al so can be run over protected
transports such as | Psec [ RFC6071], Transport Layer Security (TLS)
[ RFC5246], and the TCP Aut hentication Option (TCP-AO [RFC5925].

It is worth noting that the control plane of the abstraction |ayer
network is likely to be out of band. That is, control-plane nmessages
wi || be exchanged over network links that are not the |links to which
they apply. This nmodels the facilities of GWLS (but not of

MPLS-TE), and the security mechani sms can be applied to the protocols
operating in the out-of-band network.
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Appendi x A, Existing Work

Thi s appendi x briefly sumarizes rel evant existing work that is used
to route TE paths across multiple domains. It is non-normative.

A. 1. Per-Donmain Path Conputation

The nmechani sm for per-domain path establishnent is described in

[ RFC5152], and its applicability is discussed in [RFC4726]. In
summary, this nechani smassunmes that each domain entry point is
responsi ble for conputing the path across the domain but that details
regarding the path in the next domain are left to the next domain
entry point. The conputation nay be perforned directly by the entry
poi nt or nmay be del egated to a computation server.

Thi s basic node of operation can run into many of the issues
descri bed al ongside the use cases in Section 2. However, in practice
it can be used effectively, with a little operational guidance.

For exanple, RSVP-TE [ RFC3209] includes the concept of a "l oose hop"
in the explicit path that is signaled. This allows the origina
request for an LSP to list the domains or even domain entry points to
i nclude on the path. Thus, in the exanple in Figure 1, the source
can be told to use interconnection x2. Then, the source conputes the
path fromitself to x2 and initiates the signaling. Wen the
signaling nmessage reaches Domain Z, the entry point to the donain
conputes the remaining path to the destination and continues the

si gnal i ng.

Anot her alternative suggested in [RFC5152] is to make TE routing
attenpt to follow inter-domain IP routing. Thus, in the exanple
shown in Figure 2, the source woul d exam ne the BGP routing
information to determ ne the correct interconnection point for
forwardi ng | P packets and woul d use that to conpute and then signal a
path for Domain A Each domain in turn would apply the same approach
so that the path is progressively conputed and signal ed domai n by
donai n.

Al t hough the per-donmain approach has nany issues and drawbacks in

terns of achieving optimal (or, indeed, any) paths, it has been the
mai nstay of inter-domain LSP setup to date
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A. 2. Crankback

Crankback addresses one of the nmain issues with per-domain path
conput ati on: What happens when an initial path is selected that
cannot be conpleted toward the destination? For exanple, what
happens if, in Figure 2, the source attenpts to route the path
through interconnection x2 but Domain C does not have the right TE
resources or connectivity to route the path further?

Crankback for MPLS-TE and GWPLS networks is described in [ RFC4920]
and i s based on a concept sinmlar to the Acceptabl e Label Set
nmechani sm descri bed for GWLS signaling in [RFC3473]. Wen a node
(i.e., a domain entry point) is unable to conpute a path further
across the domain, it returns an error nessage in the signaling
protocol that states where the bl ockage occurred (link identifier
node identifier, domain identifier, etc.) and gives some clues about
what caused the bl ockage (bad choice of |abel, insufficient bandw dth
available, etc.). This information allows a previous conputation
point to select an alternative path, or to aggregate crankback
information and return it upstreamto a previous conputation point.

Crankback is a very powerful mechani smand can be used to find an
end-to-end path in a multi-domain network if one exists.

On the other hand, crankback can be quite resource-intensive, as
signal ing nessages and path setup attenpts nmay "wander around" in the
network, attenpting to find the correct path for a long tinme. Since
(1) RSVP-TE signaling ties up network resources for partially
establ i shed LSPs, (2) network conditions may be in flux, and (3) npst
particularly, LSP setup within well-known tine limts is highly
desirabl e, crankback is not a popul ar nechani sm

Furthernore, even if crankback can always find an end-to-end path, it
does not guarantee that the optimal path will be found. (Note that
there have been sone academ c proposals to use signaling-like

techni ques to explore the whole network in order to find optima

pat hs, but these tend to place even greater burdens on network
processing.)

A. 3. Path Conputation El enent

The Path Conputation Elenent (PCE) is introduced in [RFC4655]. It is
an abstract functional entity that conputes paths. Thus, in the
exanpl e of per-donmain path conputation (see Appendix A 1), both the
source node and each domain entry point are PCEs. On the other hand,
the PCE can al so be realized as a separate network el ement (a server)
to which conputation requests can be sent using the Path Computation
El ement Communi cation Protocol (PCEP) [RFC5440].
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Each PCE is responsible for computations within a donain and has
visibility of the attributes within that domain. This imediately
enabl es per-domain path conmputation with the opportunity to of fl oad
conpl ex, CPU-intensive, or nmenory-intensive conputation functions
fromrouters in the network. But the use of PCEs in this way

does not solve any of the problens articulated in Appendices A1
and A 2.

Two significant mechanisns for cooperation between PCEs have been
descri bed. These mechanisns are intended to specifically address the
probl ems of conputing optinmal end-to-end paths in nulti-domain

envi ronnents.

- The Backwar d- Recursi ve PCE-Based Conputation (BRPC) nmechani sm
[ RFC5441] invol ves cooperation between the set of PCEs along the
i nter-domain path. Each one conputes the possible paths fromthe
domain entry point (or source node) to the domain exit point (or
destinati on node) and shares the information with its upstream
nei ghbor PCE, which is able to build a tree of possible paths
rooted at the destination. The PCE in the source donain can
sel ect the optimal path.

BRPC i s sonetimes described as "crankback at conputation time".

It is capable of determning the optinal path in a nulti-domain
networ k but depends on knowi ng the dommin that contains the
destinati on node. Furthernore, the nmechani smcan becone quite
conplicated and can involve a lot of data in a mesh of

i nterconnected domai ns. Thus, BRPC is npst often proposed for a
simpl e mesh of domains and specifically for a path that will cross
a known sequence of domains, but where there may be a choice of
donmai n interconnections. In this way, BRPC would only be applied
to Figure 2 if a decision had been nmade (externally) to traverse
Domain C rather than Donmain D (notw thstanding that it could
functionally be used to nake that choice itself), but BRPC could
be used very effectively to sel ect between interconnections x1 and
X2 in Figure 1.

- The Hierarchical PCE (H PCE) [ RFC6805] nechani smoffers a parent
PCE that is responsible for navigating a path across the domain
mesh and for coordinating intra-domain conputations by the child
PCEs responsi ble for each domain. This approach nakes conputing
an end-to-end path across a nesh of domains far nore tractable.
However, it still |eaves unanswered the issue of determ ning the
| ocation of the destination (i.e., discovering the destination
domai n) as described in Section 2.1. Furthernore, it raises the
guesti on of who operates the parent PCE, especially in networks
where the domai ns are under different adm nistrative and
comer ci al control
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It should also be noted that [ RFC5623] discusses how PCEs are used in
a nulti-layer network with coordi nati on between PCEs operating at
each network layer. Further issues and considerations regarding the
use of PCEs can be found in [ RFC7399].

A 4. GWLS UNI and Overlay Networks

[ RFC4208] defines the GWPLS User-Network Interface (UNI) to present a
routi ng boundary between an overlay (client) network and the server
network, i.e., the client-server interface. 1In the client network,
the nodes connected directly to the server network are known as edge
nodes, while the nodes in the server network are called core nodes.

In the overlay nodel defined by [ RFC4208], the core nodes act as a
cl osed system and the edge nodes do not participate in the routing
protocol instance that runs among the core nodes. Thus, the UN
all ows access to, and limted control of, the core nodes by edge
nodes that are unaware of the topology of the core nodes. This
respects the operational and | ayer boundaries while scaling the
net wor k.

[ RFC4208] does not define any routing protocol extension for the

i nteraction between core and edge nodes but allows for the exchange
of reachability information between them |In terns of a VPN, the
client network can be considered as the customer network conprised of
a nunber of disjoint sites, and the edge nodes match the VPN CE
nodes. Simlarly, the provider network in the VPN nodel is

equi valent to the server network.

[ RFC4208] is, therefore, a signaling-only solution that allows edge
nodes to request connectivity across the server network and | eaves
the server network to select the paths for the LSPs as they traverse
the core nodes (setting up hierarchical LSPs if necessitated by the
technology). This solution is supplenented by a number of signaling
ext ensi ons, such as [ RFC4874], [RFC5553], [RSVP-TE-EXCL],

[ RSVP- TE- EXT], and [RSVP-TE-METRIC], to give the edge node nore
control over the path within the server network and by all ow ng the
edge nodes to supply additional constraints on the path used in the
server network. Nevertheless, in this UNI/overlay nodel, the edge
node has limted information regardi ng precisely what LSPs coul d be
set up across the server network and what TE services (diverse routes
for end-to-end protection, end-to-end bandwi dth, etc.) can be
support ed.
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A. 5. Layer 1 VPN

A Layer 1 VPN (L1VPN) is a service offered by a Layer 1 server
network to provide Layer 1 connectivity (Time-Division Miltiplexing
(TDM), Lanbda Switch Capable (LSC)) between two or nore customner
networks in an overlay service nodel [RFC4847].

As in the UNI case, the custoner edge has some control over the
establ i shnent and type of connectivity. 1In the L1VPN context, three
di fferent service nodel s have been defined, classified by the
semantics of information exchanged over the customer interface: the
managenent - based nodel, the signaling-based (a.k.a. basic) service
nodel , and the signaling and routing (a.k.a. enhanced) service nodel.

In the managenent - based nodel, all edge-to-edge connections are
set up using configuration and managenent tools. This is not a
dynam c control - pl ane sol uti on and need not concern us here.

In the signaling-based (basic) service nodel [RFC5251], the CE-PE
interface allows only for signaling nessage exchange, and the

provi der network does not export any routing information about the
server network. VPN nmenbership is known a priori (presumably through
configuration) or is discovered using a routing protocol [RFC5195]

[ RFC5252] [ RFC5523], as is the rel ationship between CE nodes and
ports on the PE. This service nodel is nmuch in line with GWLS UN
as defined in [ RFC4208].

In the signaling and routing (enhanced) service nodel, there is an
additional limted exchange of routing information over the CE-PE

i nterface between the provider network and the custoner network. The
enhanced nodel considers four different types of service nodels,
nanely the overlay extension, virtual node, virtual |ink, and per-VPN
service nmodels. All of these represent particular cases of the TE

i nformati on aggregati on and representation

A.6. Policy and Link Advertisenent

I nter-domain networking relies on policy and nmanagenent input to
coordi nate the allocation of resources under different administrative
control. [RFC5623] introduces a functional conponent called the VNTM
for this purpose.

An i nportant conmpanion to this function is determ ning how
connectivity across the abstraction | ayer network is made avail abl e
as a TElink in the client network. Cbviously, if the connectivity
i s established using management intervention, the consequent client
network TE |ink can al so be configured nmanual ly. However, if
connectivity fromclient edge to client edge is achieved using
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dynam ¢ signaling, then there is need for the end points to exchange
the link properties that they should advertise within the client
network, and in the case of support for nore than one client network,
it will be necessary to indicate which client network or networks can
use the link. This capability it provided in [ RFC6107].

Appendi x B. Additional Features

Thi s appendi x describes additional features that may be desirable and
that can be achieved within this architecture. It is non-normative.

B.1. Macro Shared Ri sk Link G oups

Network links often share fate with one or nore other links. That

is, a scenario that may cause a link to fail could cause one or nore
other links to fail. This may occur, for exanple, if the links are
supported by the sane fiber bundle, or if some links are routed down
the same duct or in a conmon piece of infrastructure such as a
bridge. A conmon way to identify the links that nmay share fate is to
| abel them as belonging to a Shared Ri sk Link Goup (SRLG [RFC4202].

TE links created fromLSPs in |lower |layers may al so share fate, and
it can be hard for a client network to know about this problem
because it does not know the topol ogy of the server network or the
path of the server network LSPs that are used to create the links in
the client network.

For exanple, |ooking at the exanple used in Section 4.2.3 and
considering the two abstract links S1-S3 and S1-S9, there is no way
for the client network to know whether |inks C2-C0 and C2-C3 share
fate. Cdearly, if the client |ayer uses these links to provide a

i nk-di verse end-to-end protection schene, it needs to know that the
links actually share a piece of network infrastructure (the server
network |ink S1-S2).

Per [ RFC4202], an SRLG represents a shared physical network resource
upon which the normal functioning of a |ink depends. Miltiple SRLGs
can be identified and advertised for every TE link in a network.
However, this can produce a scalability problemin a multi-Iayer
network that equates to advertising in the client network the server
network route of each TE |ink

Macro SRLGs (MSRLGs) address this scaling problemand are a form of
abstraction performed at the sane tine that the abstract |inks are
derived. 1In this way, links that actually share resources in the
server network are advertised as having the same MSRLG, rather than
advertising each SRLG for each resource on each path in the server
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network. This saving is possible because the abstract |inks are
fornmul ated on behal f of the server network by a central managenent
agency that is aware of all of the link abstractions being offered.

It may be noted that a less optimal alternative path for the abstract
link S1-S9 exists in the server network (S1-S4-S7-S8-S9). It would
be possible for the client network request for C2-CO connectivity to
al so ask that the path be naxinmally disjoint frompath C2-C3.

Al t hough not hi ng can be done about the shared Iink C2-S1, the
abstraction | ayer could make a request to use link S1-S9 in a way
that is diverse fromthe use of link S1-S3, and this request could be
honored if the server network policy allows it.

Note that SRLGs and MSRLGs nmay be very hard to describe in the case
of nmultiple server networks because the abstraction points will not
know whet her the resources in the various server |ayers share

physi cal |ocations.

B.2. Mitual Exclusivity

As noted in the discussion of Figure 13, it is possible that sone
abstraction | ayer |inks cannot be used at the same time. This arises
when the potentiality of the links is indicated by the server
network, but the use of the links would actually conpete for server
network resources. Referring to Figure 13, this situation would

ari se when both link S1-S3 and link S7-S9 are used to carry LSPs: in
that case, link S1-S9 could no | onger be used.

Such a situation need not be an issue when client-edge-to-client-edge
LSPs are set up one by one, because the use of one abstraction |ayer
link and the correspondi ng use of server network resources will cause
the server network to withdraw the availability of the other
abstraction layer links, and these will become unavail able for
further abstraction |ayer path computations.

Furthernore, in deploynments where abstraction layer links are only
presented as avail able after server network LSPs have been
established to support them the problemis unlikely to exist.

However, when the server network is constrained but chooses to
advertise the potential of multiple abstraction layer |inks even
though they conpete for resources, and when multiple client-edge-to-
client-edge LSPs are conputed simultaneously (perhaps to provide
protection services), there nay be contention for server network
resources. |In the case where protected abstraction [ayer LSPs are
bei ng established, this situation would be avoi ded through the use of
SRLGs and/or MSRLGs, since the two abstraction |ayer |inks that
conpete for server network resources nust also fate-share across
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those resources. But in the case where the multiple client-edge-to-
client-edge LSPs do not care about fate sharing, it may be necessary
to flag the mutually exclusive links in the abstraction | ayer TED so
that path conputation can avoid accidentally attenpting to utilize
two of a set of such links at the sane tine.
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