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Abst ract

Many network devices support parallel packet processing. This
docunent descri bes how Forwardi ng and Control El enent Separation
(For CES) can mpodel a network device’s parallelization datapath using
constructs defined by the ForCES nbpdel (RFC 5812) and controlled via
the For CES protocol (RFC 5810).

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
I nternet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7409.
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1

1

1

| ntroducti on

A lot of network devices can process packets in a parallel manner
The Forwardi ng and Control El enent Separation (ForCES) node

[ RFC5812] presents a formal way to describe the Forwarding Plane’ s
dat apath with Logi cal Function Blocks (LFBs) using XM.. This
docunent descri bes how packet parallelization can be described with
t he For CES nodel .

The nodel i ng concept has been influenced by Cilk [CGlk]. Clkis a
programm ng | anguage that has been in devel opment since 1994 at the
Massachusetts Institute of Technology (MT) Laboratory. GCilk allows
programmers to identify elenents that can be executed in parall el
The two Cilk concepts used in this docunent are "spawn" and "sync"
spawn being the place where parallel tasks can start and sync being
the place where the parallel task finishes and nust collect al
paral | el output (see Section 1.2 for the definitions of both "task"
and "task correclator").

Thi s docunent is Experinmental; thus, the LFB Cass IDs will not be
included in the Standard Action’s values. Therefore, the LFB C ass

| Ds must have a val ue | arger than 65535, and the LFB nanes must begin
with the prefix "Ext-’. However, for brevity, when we refer to the
LFB Cl ass nanmes in the text of this docunent (not the fornal
definitions), the "Ext-' prefix will be omtted.

1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
2. Definitions
Thi s docunent follows the term nol ogy defined by the ForCES nodel in
[ RFC5812]. In particular, the reader is expected to be famliar with
the follow ng terns:
FE
CE
FE Model
LFB Cl ass (or type)

LFB | nst ance
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LFB Mode

El enent

Attribute

LFB Met adat a

For CES Conponent

LFB C ass Library
Thi s docunent al so introduces the follow ng ternmns:
Chunk: Pi eces of a packet.

Task: Groupi ng of packets or chunks belonging to the
sanme packet that are processed in parallel

Task Correl ator: A 32-bit identifier that uniquely distinguishes

t asks.
Split Type: A parallel type where the packets are split into
chunks to be processed in parallel. Each task in

a split type is conmposed only of chunks.

Fl ood Type: A parallel type where the packets are copied as-is
to downstream LFBs to be processed in parall el
Each task in a flood type is conposed only of
packets.

2. Packet Parallelization

Thi s docunent addresses the following two types of packet
paral | elization:

1. Flood: Wiere a copy of a packet is sent to nmultiple LFBs to be
processed in parallel.

2. Split: Where the packet will be split into chunks of equal size
specified by the CE and sent to nultiple LFB instances, probably
of the sane LFB class, to be processed in parall el

It nust be noted that the process of copying the packet in the flood
parall el type is inplenmentation dependent and is | oosely defined
here. An inplenenter may either decide to physically copy the packet
and send all packets on the parallel paths or decide to logically
copy the packet by sinply sending, for exanple, pointers to the sane
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packet provided that the necessary interlocks are taken into account.
The inplenenter has to take into account the device' s characteristics
to decide which approach fits best to the device.

In the split parallel type, while harder, the inplementer may al so
decide to logically split the packet and send, for exanple, pointers
to parts of the packet, provided that the necessary interlocks are
managed. |n addition, how chunks are distributed to the LFBs (e.g.
whi ch chunk to which LFB) is inplenmentati on dependent. For exanpl e,
whil e usual ly chunks are sent to the sane LFB cl ass, the nunber of
LFB i nstances may not be equal to the number of chunks. It is up to
the inplementer to decide how these chunks will be sent, for exanple,
in a round-robin fashion

This docunent introduces two LFBs that are used before and after the
paral | el i zati on occurs:

1. Splitter: Simlar to Clk's spaw, a splitter is an LFB that w ||
split the path of a packet that will be sent to nultiple
downstream LFBs to be processed in parallel

2. Merger: Simlar to Clk’s sync, a nerger is an LFB that wll
recei ve packets or chunks of the sanme initial packet and nerge
themand the results into one packet.

Both paral |l el packet distribution types can currently be achi eved
with the ForCES nodel. The Splitter LFB has one group output that
produces either chunks or packets to be sent to LFBs for processing,
and the Merger LFB has one group input that expects either packets or
chunks to aggregate all the parallel packets or chunks and produce a
si ngl e packet.

Figure 1 shows a sinple exanple of a split parallel datapath al ong
with the Splitter and Merger LFB. The exanple in Figure 1 depicts
mul tiple regular expression (regex) match LFBs that perform match
operations on parts of the original packet. Figure 2 shows an
exanpl e of a flood parallel datapath along with the Splitter and
Merger LFB. The exanple in Figure 2 depicts a path that will
classify an | Pv4 packet while al so perforning netering; on the other
path, the IPv4 Time to Live (TTL) field will be decrenented.
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Cl+M  +-------mm - - + Cl+M
+---->| Regex LFB |----+
e + | e + | e +
| -t oo >| |
P | | C2+M  +---o------ - + C2+M | | P
---> Splitter |-------- > Regex LFB [----------- >  Merger |--->
| LFB | CNHM +--eeem- oo - - + CN+M | LFB
| | ---+ SREEES >| |
e + | e + | e +
+---->| Regex LFB |----+
Fom e e oo - +
Figure 1. Sinple Split Parallel Processing
. + . + Fommma - + . +
| | PtM| Cassifier |P+tM| Meter |P+M |
P | | ---> LFB |--->] LFB |--->] | P
--->| Splitter | R + Foom- - + | Merger |--->
| LFB | | LFB |
| | P+M A + P+M |
| [--------- > IPv4 TTL [---------- >| |
R + | Decrenent | R +
| LFB |
o m oo - - +

Figure 2. Sinmple Flood Parallel Processing

This version of the nodeling franework does not allow for nested
paral | el datapath topol ogies. This decision was reached by the

aut hors and the For CES worki ng group, as there was no strong use case
or need at decision tine. This led to a sinpler netadata definition
which is required to be transported between the splitter and the
corresponding merger. |If there is a need for nested paralle

dat apat hs, a new version of a splitter and nerger will need to be
defined, as well as an augmentation to the defined netadata.

2.1. CoreParallelization LFB

One inmportant elenent to a developer is the ability to define which
LFBs can be used in a parallel node, which LFBs can be parallelized
with which, as well as the order in which parallel LFBs can be
assenbl ed.

To access the parallelization details, we opted for defining a new
LFB cl ass: the CoreParallelization LFB. This choice was an

alternative to maki ng anot her change to the core FEObject LFB. The
CoreParal lelization exists nmerely to define the capabilities for an
FE's LFB parallelization. A CE using the ForCES protocol [RFC5810]
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LFB will indicate to the CE that the specific FE supports
paral l elization. There MJST be only one instance of the
CoreParal l elization LFB per FE

The topol ogy of the paralle

fromthe FEObj ect LFB s LFBTopol ogy.

dat apath can be deferred and mani pul at ed

The CoreParallelization requires only one capability in order to
specify each LFB that can be used in a parallel node:

o

o

The
The
The

The

Narme of the LFB
Class I D of the LFB

Version of the LFB

nunber of instances that class can support in parallel

A list of LFB classes that can follow this LFB class in a pipeline

for

a parallel path.

A list of LFB classes that can exist before this LFB class in a

pi p

eline for a parallel path.

A list of LFB classes that can process packets or chunks in

par

<l -

allel with this LFB cl ass.

- Datatype -->

<dat aTypeDef >

<nane>Par al | el LFBType</ name>
<synopsi s>Tabl e entry for parallel LFBs</synopsis>
<struct>
<conponent conponent| D="1">
<nane>LFBNane</ name>
<synopsi s>The nane of an LFB O ass</synopsi s>
<typeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>LFBCd assl D</ nane>
<synopsi s>The id of the LFB C ass</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>LFBVer si on</ nane>

<synopsi s>The version of the LFB C ass used by this FE

</ synopsi s>
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<t ypeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="4">
<name>LFBPar al | el CccurrencelLi m t </ nane>
<synopsi s>The upper limt of instances of the sane
paral l el LFBs of this class</synopsis>
<optional />
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="5">
<name>Al | onedPar al | el Aft er s</ nane>
<synopsi s>Li st of LFB C asses that can follow this LFB
in a parallel pipeline</synopsis>
<optional />
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="6">
<nane>Al | owedPar al | el Bef or es</ name>
<synopsi s>Li st of LFB C asses that this LFB class can
follow in a parallel pipeline</synopsis>
<optional />
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="7">
<name>Al | owedPar al | el </ nane>
<synopsi s>Li st of LFB O asses that this LFB class can run
in parallel wth</synopsis>
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
</struct>
</ dat aTypeDef >

<l-- Capability -->

<capability conponent| D="32">
<nane>Par al | el LFBs</ nane>
<synopsi s>Li st of all supported parallel LFBs</synopsis>
<array type="Vari abl e-si ze">

<t ypeRef >Par al | el LFBType</typeRef >

</ array>

</ capability>

Figure 3: XML Definitions for CoreParallelization LFB
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2.2. Parallelization Metadata

It is expected that the splitting and mergi ng mechani sms are an

i mpl enentation issue. This document plays the role of defining the
operational parameters for the splitting and nerging: nanely, the
size of the chunks, what happens if a packet or chunk has been narked
as invalid, and whether the nerge LFB should wait for all packets or
chunks to arrive. The followi ng netadata set is defined as a struct:

1. Parallel Type - Flood or split

2. TaskCorrelator - ldentify packets or chunks that belonged to the
initial packet that entered the Splitter LFB

3. Parallel Num- Sequence nunmber of the packet or the chunk for a
specific task

4. Parallel PartsCount - Total nunber of packets or chunks for a
specific task

This metadata is produced fromthe Splitter LFB, is opaque to LFBs in
paral |l el paths, and is passed along to the Merger LFB without being
consumned.

In the case in which an LFB deci des that a packet/chunk has to be
dropped, the LFB MAY drop the packet/chunk, but the nmetadata MUST be
sent to the Merger LFB' s Invalidln input port for merging purposes.

Addi ti onal netadata produced by LFBs inside a datapath MAY be
aggregated within the Merger LFB and sent on after the nerging
process. In case of receiving the sanme netadata definition with
nmul tiple values, the Merger LFB MJUST keep the first received froma
val i d packet or chunk.
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3. Parallel Base Types
3.1. Frame Types

One frane type has been defined in this library.

e T . +
| Frane | Synopsis

| Nane | |
S i +
| Chunk | A chunk is a frame that is part of an original |arger

| | frane. |
e T . +

Paral | el Frame Types
3.2. Data Types

One data type has been defined in this library.

Fom e oo oo +
| DataType Nanme | Type | Synopsis |
Fom e e e oo - o e e e e e e a oo - T +
| Parallel Types | Atom ¢ uchar. Special | The type of |
| | Val ues Flood (0), | parallelization this

| | Split (1). | packet will go through.
oo oo oo +

Paral | el Data Types
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3.3. Metadata Types

The foll owing netadata structure with I D 16, using the For CES nodel
extension [ RFC7408], is defined for the parallelization library:

Par al | el Type The type of parallelization
this packet will go through. O
for flood, 1 for split.
ui nt 32 An identification number to
specify that a packet or a
chunk bel ongs to the sane

paral | el task

TaskCorr el at or

Defines the nunmber of a
speci fic packet or chunk of a
speci fic task.

Par al | el Num ui nt 32

Par al | el Part sCount ui nt 32 Defines the total nunber of

packets or chunks for a
speci fic task.
Met adata Structure for Merging
4. Parallel LFBs
4.1. Splitter
The Splitter LFB takes part in parallelizing the processing datapath

by sending either the same packet (Figure 2) or chunks (Figure 1) of
the sanme packet to nmultiple LFBs.

---------- > Splitter LFB |[------------->

Figure 4. Splitter LFB
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4.

4.

4.

4.

1.1. Data Handling

The Splitter LFB receives any kind of packet via the singleton input,
I nput. Dependi ng upon the CE s configuration of the Parall el Type
conponent, if the parallel type is of type flood (0), the same packet
MUST be sent through all instances of the group output "SplitterQut”.
If the parallel type is of type split (1), then the packet will be
split into same size chunks except for the last, which MAY be
smaller, with the max size being defined by the ChunkSi ze conponent.
Chunks MAY be sent out in a round-robin fashion through instances of
the group output "Parallel Qut" or in any other way defined by the

i npl enenter. Each packet or chunk will be acconpani ed by the

foll owi ng netadata set as a struct:

o Parallel Type - The parallel type: split or flood.

o ParallellD - CGenerated by the Splitter LFB to identify which
chunks or packets belong to the sanme parallel task.

o Parallel Num- Each chunk or packet of a parallel IDwll be
assigned a nunber in order for the Merger LFB to know when it has
gathered themall along with the Parall el PartsCount mnetadat a.

o ParallelPartsCount - The nunber of chunks or packets for the
speci fic task.

1.2. Components

The Splitter LFB has only two conponents. The first is the
Paral | el Type, a uint32 that defines how the packet will be processed
by the Splitter LFB. The second is the ChunkSize, a uint32 that
specifies the size of each chunk when a packet is split into multiple
sane-si ze chunks. The |l ast chunk MAY be snaller than the val ue of
the ChunkSi ze.

1.3. Capabilities

This LFB has only one capability specified; the M nMaxChunkSize is a
struct of two uint32s to specify the m ni mumand maxi mum chunk si ze.

1. 4. Event s

This LFB has no events specified.
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4.2. Merger

The Merger LFB is the synchronization point for nultiple packets or
packet chunks of the sane task emanating out of the parallel path, as
illustrated in Figure 1 and Figure 2.

Mergerln | |
--------- >| | Merger Qut
| Merger LFB |----------- >
[nvalidln | |

Figure 5: Merger LFB
4.2.1. Data Handling

The Merger LFB receives either a packet or a chunk via the group
input Parallelln, along with the Parallel Type netadata, the
TaskCorrel ator, the Parallel Num and the Parall el PartsCount.

In the case in which an upstream LFB has dropped a packet or a chunk
the Merger LFB MAY receive only the nmetadata, both the netadata and
the packet, or the chunk through the Invalidln group input port. It
SHOULD receive a netadata specifying the error code. Currently
defined nmetadata in the Base LFB Library [ RFC6956] are the
Exceptionl D and the ValidateErrorlD.

If the MergeWaitType is set to false, the Merger LFB will initiate
the nmerge process upon receiving the first packet. |If false, for
each task identified by the task correlator, it will wait for al
packet s/ chunks to arrive unless the MergeWaitTi neout Ti mer tiner
expires. |f the MergeWaitTi neout Ti ner has expired, the Merger MJST
consi der the rest of the packets/chunks that have not been received
as invalid, and it MJST handl e the packets according to the

I nval i dActi on val ue.

I f one packet or chunk has been received through the Invalidln port,
then the merging procedure will handl e the packets/chunks according
to the InvalidAction value. |If the InvalidAction conmponent has been
set to 0, then if one packet or chunk is not valid, all wll be
dropped or else the process will initiate. Once the merging process
has been conpleted, the resulting packet will be sent via the

singl eton out put port MergerQut.
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If the Merger LFB receives different values for the sane netadata
fromdifferent packets or chunks that have the sane task correl ator,
then the Merger LFB will use the first netadata froma packet or
chunk that entered the LFB through the Mergerln input port.

4.2.2. Conponents
This LFB has the foll owi ng conmponents specifi ed:

1. InvalidAction: A uchar defining what the Merge LFB will do if an

i nvalid chunk or packet is received. |If set to O (DropAll), the
nerge will be considered invalid and all chunks or packets will
be dropped. If set to 1 (Continue), the nerge will continue.

2. MergeWiitTineoutTinmer: A uint32 defining the ampbunt of tinme, in
mlliseconds, that the Merger will wait for all packets or chunks
within the sane task to arrive before considering theminvalid.
The MergeWait Ti meout Tiner starts as soon as the first chunk or
packet of a parallel task arrives.

3. MergeWaitType: A boolean. |If true, the Merger LFB will wait for
all packets or chunks to be received prior to perfornming the
nmerge. |If false, when one packet or a chunk with a response is
received by the merge LFB, it will start with the nerge process.

4. InvalidMergesCounter: A uint32 that counts the nunber of nerges
where there is at |east one packet or chunk that entered the
Merger LFB through the Invalidln input port.

5. InvalidTotal Counter: A uint32 that counts the nunber of nerges
where all packets/chunks entered the Merger LFB through the
Invalidln input port.

6. InvalidlDCounters: A struct of two arrays. Each array has a
uint32 per row. Each array counts the nunber of invalid nerges
where at | east one packet or chunk entered through InvalidlD per
error ID. The first array is the InvalidExceptionlD and the
second is the InvalidValidateErrorlD.

4.2.3. Capabilities

This LFB has no capabilities specified.
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4.2.4. Events
This LFB specifies only two events. The first detects whether the
I nval i dMer gesCount er has exceeded a specific value, and the second
detects whether the InvalidAll Counter has exceeded a specific val ue.
Both error reports will send the respective counter value. Event
Filters can be used to |limt the nunber of messages

4.3. CoreParallelization

A core LFB that specifies that the FE supports parallelization
i nstead of updating the FEOhj ect LFB

4.3.1. Data Handling
The CoreParallelization does not handl e data.
4.3.2. Conponents
This LFB has no conponents specifi ed.
4.3.3. Capabilities
This LFB has only one capability specified. The ParallellLFBs is a
table which lists all the LFBs that can be parallelized. Each row of
the table contains:
1. LFBNanme: A string. The Name of the parallel LFB
2. LFBC assID: Auint32. The Class ID of the parallel LFB
3. LFBVersion: A string. The Version of the parallel LFB
4. LFBParallel OccurrenceLimt: A uint32. The upper limt of

i nstances of the same parallel LFBs of this class.

5. AlowedParallel Afters: A table of uint32s (LFB Cass IDs). A
list of LFB classes that can followthis LFB class in a pipeline
for a parallel path.

6. AllowedParallelBefores: Atable of uint32s (LFB Class IDs). A
list of LFB classes that can exist before this LFB class in a
pi peline for a parallel path.

7. AlowedParallel: Atable of uint32s (LFB Class IDs). A list of

LFB cl asses that can process packets or chunks in parallel with
this LFB cl ass.
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4.3.4. Events
This LFB specifies no events.
5. XM for Parallel LFB Library

<?xm version="1.0" encodi ng="UTF-8""?>
<LFBLi brary xm ns="urn:ietf:params:xm :ns:forces:|fbnodel:1.1"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance"
xsi : schemalLocati on="urn:ietf:params:xm :ns:forces:|fbnodel:1.1"
provi des="Paral |l el ">
<l oad |ibrary="BaseTypeLi brary" | ocati on="BaseTypelLi brary. LFB"/>
<f r ameDef s>
<f r ameDef >
<nane>Chunk</ nane>
<synopsi s>A chunk is a frame that is part of an origina
| arger frane</synopsi s>
</ frameDef >
</ frameDef s>
<dat aTypeDef s>
<dat aTypeDef >
<nane>Par al | el Types</ nane>
<synopsi s>The type of parallelization this packet will go
t hr ough</ synopsi s>
<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nane>F| ood</ nane>
<synopsi s>The packet/chunk has been sent as a whol e
to nultiple recipients</synopsis>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nane>Spl i t </ nane>
<synopsi s>The packet/chunk has been split into
nmul ti pl e chunks and sent to recipients</synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ at oni c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Par al | el LFBType</ nane>
<synopsi s>Tabl e entry for parallel LFBs</synopsis>
<struct>
<conponent conponent| D="1">
<name>LFBNane</ nane>
<synopsi s>The nanme of an LFB C ass</synopsi s>
<t ypeRef >stri ng</typeRef >
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</ conponent >
<conponent conponent| D="2">
<nane>LFBd assl D</ name>
<synopsi s>The I D of the LFB C ass</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>LFBVer si on</ name>
<synopsi s>The version of the LFB C ass used by this FE
</ synopsi s>
<typeRef >stri ng</typeRef >
</ conponent >
<conponent conponent | D="4">
<nane>LFBPar al | el CccurrencelLi m t </ name>
<synopsi s>The upper limt of instances of the sane
paral l el LFBs of this class</synopsis>
<optional / >
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="5">
<nanme>Al | owedPar al | el Aft er s</ nane>
<synopsi s>Li st of LFB C asses that can follow this LFB
in a parallel pipeline</synopsis>
<optional />
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="6">
<nane>Al | owedPar al | el Bef or es</ nanme>
<synopsi s>List of LFB Casses that this LFB Cl ass can
follow in a parallel pipeline</synopsis>
<optional / >
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="7">
<nane>Al | owedPar al | el </ name>
<synopsi s>Li st of LFB O asses that this LFB C ass can be run
in parallel wth</synopsis>
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
</struct>
</ dat aTypeDef >
</ dat aTypeDef s>
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<met adat aDef s>
<met adat aDef >
<nane>Par al | el Met adat aSet </ name>
<synopsi s>A netadata set for parallelization-related LFBs
</ synopsi s>
<met adat al D>32</ net adat al D>
<struct>
<conponent conponent| D="1">
<nane>Par al | el Type</ nane>
<synopsi s>The type of parallelization this packet/chunk
has gone t hrough</synopsi s>
<t ypeRef >Par al | el Types</typeRef >
</ conponent >
<conponent conponent| D="2">
<nane>TaskCorr el at or </ name>
<synopsi s>An identification nunber to specify that
packets or chunks originate fromthe sane packet.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>Par al | el Nunx/ name>
<synopsi s>Defi nes the nunber of the specific packet or
chunk of the specific parallel ID.</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nane>Par al | el Part sCount </ nane>
<synopsi s>Defi nes the total nunber of packets or chunks
for the specific parallel ID. </synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ met adat aDef >
</ met adat aDef s>
<LFBC assDef s>
<LFBC assDef LFBC assl| D="65537">
<name>Ext - Spli tter </ nane>
<synopsi s>A Splitter LFB takes part in parallelizing the
processing datapath. It will either send the same packet
or chunks of one packet to multiple LFBs</synopsis>
<versi on>1. 0</ ver si on>
<i nput Port s>
<i nput Port >
<nane>Splitterl n</ name>
<synopsi s>An i nput port expecting any kind of frane
</ synopsi s>
<expectati on>
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<franeExpect ed>
<ref>Arbitrary</ref>
</ frameExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="true">
<name>Splitter Qut </ name>
<synopsi s>A paral l el output port that sends the same
packet to all output instances or chunks of the same
packet to output instances. Each chunk is sent only
once by the LFB. </ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Arbitrary</ref>
<r ef >Chunk</ref >
</ framePr oduced>
<met adat aPr oduced>
<ref >Par al | el Met adat aSet </ r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1" access="read-wite">
<nane>Par al | el Type</ nane>
<synopsi s>The type of parallelization this packet wll
go t hrough</synopsi s>
<t ypeRef >Par al | el Types</typeRef >
</ conponent >
<conponent conponent| D="2" access="read-wite">
<nanme>ChunkSi ze</ nane>
<synopsi s>The size of a chunk when a packet is split
into nultiple chunks of the sanme size</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</ conponent s>
<capabilities>
<capability conponent| D="31">
<name>M nMaxChunkSi ze</ nane>
<synopsi s>The m ni mum and nmaxi mum si ze of a chunk
capabl e of split by this LFB</synopsis>
<struct>
<conponent conponent| D="1">
<name>M nChunkSi ze</ nane>
<synopsi s>M ni mum chunk si ze</ synopsi s>
<optional />
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<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>MaxChunkSi ze</ nane>
<synopsi s>Maxi mum chunk si ze</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ capability>
</ capabilities>
</ LFBC assDef >
<LFBC assDef LFBC assl D="65538">
<nanme>Ext - Mer ger </ nane>
<synopsi s>A Merger LFB receives multiple packets or nultiple
chunks of the same packet and nerge theminto one mnerged
packet </ synopsi s>
<versi on>1. 0</ versi on>
<i nput Port s>
<i nput Port group="true">
<nane>Mer ger | n</ nanme>
<synopsi s>A paral l el input port that accepts packets
or chunks fromall output instances</synopsis>
<expectati on>
<franeExpect ed>
<ref>Arbitrary</ref>
<r ef >Chunk</ref >
</ frameExpect ed>
<met adat aExpect ed>
<ref >Par al | el Met adat aSet </ r ef >
</ net adat aExpect ed>
</ expect ati on>
</i nput Port >
<i nput Port group="true">
<name>l| nval i dl n</ nanme>
<synopsi s>\Wen a packet is sent out of an error port of
an LFB in a parallel path, it will be sent to this
out put port in the Merger LFB</synopsis>
<expectati on>
<franeExpect ed>
<ref>Arbitrary</ref>
<r ef >Chunk</ref >
</ frameExpect ed>
<nmet adat aExpect ed>
<one- of >
<r ef >Excepti onl D</ref >
<ref>Val i dat eErrorl D</ref>
</ one- of >
</ net adat aExpect ed>
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</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port >
<nane>Mer ger Qut </ nane>
<synopsi s>An out put port expecting any kind of frane
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<ref>Arbitrary</ref>
</ framePr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent component| D="1" access="read-wite">
<nane>l nval i dAct i on</ nane>
<synopsi s>What the Merge LFB will do if an invalid
chunk or packet is received</synopsi s>
<at omi c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nane>Dr opAl | </ nane>
<synopsi s>Drop all packets or chunks
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nane>Cont i nue</ nane>
<synopsi s>Conti nue with the nerge</synopsis>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent| D="2" access="read-wite">
<nanme>Mer geWi t Type</ nane>
<synopsi s>Whet her the Merge LFB will wait for al
packets or chunks to be received prior to sendin
out a response</synopsi s>
<t ypeRef >bool ean</t ypeRef >
</ conponent >
<conponent conponent| D="3" access="read-wite">
<nanme>Mer geWai t Ti neout Ti mer </ nane>
<synopsi s>The time that the Merger will wait
for all packets or chunks within the same task to arrive
bef ore considering theminvalid. </ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
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</ conponent >
<conponent conponent| D="4" access="read-reset">
<name>| nval i dMer gesCount er </ nane>
<synopsi s>Counts the nunber of nerges where there is at
| east one packet/chunk that entered the Merger LFB
through the Invalidln input port</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent comnponent| D="5" access="read-reset">
<name>| nval i dTot al Count er </ name>
<synopsi s>Counts the nunber of merges where al
packet s/ chunks entered the Merger LFB through the
I nvalidln input port</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="6" access="read-reset">
<nane>| nval i dl DCount er s</ nane>
<synopsi s>Counts the nunber of invalid nerges where at
| east one packet/chunk entered through InvalidlD per
error |D</synopsis>
<struct>
<conponent conponent| D="1">
<nane>| nval i dExcept i onl D</ nane>
<synopsi s>Per Exception | D</synopsis>
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="2">
<nane>| nval i dVal i dat eErr or | D</ nanme>
<synopsi s>Per Validate Error |D</synopsis>
<array>
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
</struct>
</ conponent >
</ conponent s>
<events basel D="30">
<event eventl|D="1">
<nanme>Manyl nval i ds</ nane>
<synopsi s>An event that specifies if there are too nmany
i nval i ds</ synopsi s>
<event Tar get >
<event Fi el d>l nval i dCount er </ event Fi el d>
</ event Tar get >
<event G eat er Than/ >
<event Report s>
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<event Report >
<event Fi el d>I nval i dMer gesCount er </ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event eventl|D="2">
<nanme>ManyTot al | nval i ds</ nane>
<synopsi s>An event that specifies if there are too nany
i nval i ds</ synopsi s>
<event Tar get >
<event Fi el d>I nval i dTot al Count er </ event Fi el d>
</ event Tar get >
<event G eat er Than/ >
<event Report s>
<event Report >
<event Fi el d>l nval i dTot al Count er </ event Fi el d>
</ event Report >
</ event Report s>
</ event >
</ event s>
</ LFBC assDef >
<LFBC assDef LFBCd assl D="65539">
<nanme>Ext - Cor ePar al | el i zat i on</ nane>
<synopsi s>A core LFB that specifies that the FE supports
paral | eli zation instead of updating the FEOhject
LFB</ synopsi s>
<versi on>1. 0</versi on>
<capabilities>
<capability conponent| D="10">
<nane>Par al | el LFBs</ nane>
<synopsis>A table that lists all the LFBs that can be
paral | el i zed</ synopsi s>
<array>
<t ypeRef >Par al | el LFBType</t ypeRef >
</ array>
</ capability>
</ capabilities>
</ LFBC assDef >
</ LFBd assDef s>
</ LFBLi brary>

Figure 6: Parallel LFB Library
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6.

6.

1

| ANA Consi der ati ons
LFB C ass Nanes and LFB Class |ldentifiers

LFB cl asses defined by this document do not belong to LFBs defined by
St andards Action. As such, the correspondi ng val ues assigned in the
"Logi cal Functional Block (LFB) C ass Names and Class Identifiers"

registry at <http://ww.iana.org/assignnents/forces> are above 65535.

Thi s specification includes the followi ng LFB cl ass names and LFB
class identifiers:

| LFB | LFB C ass Nane | LFB | Description
| Cass | | Ver si on

A Splitter LFB
wll send
either the sane
packet or
chunks of one
packet to
nmul tiple LFBs.

65537 | Ext-Splitter

|

+

|

|

|

|

|

|

|

+
65538 | Ext - Mer ger | A Merger LFB
| receives
| mul tiple
| packets or
| mul tiple
| chunks of the
| sanme packet
| and nerges
| theminto one.
+
|
|
|
|
+

Ext -

| | A core LFB to
| CoreParallelization |
| |
| |

signify the
paral | elization
capability

Logi cal Functional Block (LFB) Class Nanes and Class ldentifiers
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6.

7.

8.

8.

2. Metadata ID

The Metadata | D nanespace is 32-bits long. Values assigned by this
specification are:

S T SR +
| Val ue | Name | Reference
Fom o o e e e e e oo Fom e +
| 0x00000010 | Parallel MetadataSet | RFC 7409
Fomm e oo - o m e e e e aa o - S +

Met adata | D Assigned by this Specification
Security Considerations

Thi s docunent does not alter either the ForCES nodel [RFC5812] or the
For CES protocol [RFC5810]. As such, it has no inpact on their
security considerations. This docunent sinply defines the
operational paraneters and capabilities of LFBs that perform
paral |l elization and not how parallelization is inplenented. Finally,
this docunment does not attenpt to analyze the presence or possibility
of security interactions created by allow ng parallel operations on
packets. Any such issues, if they exist, are for the designers of
the particular data path, not the general nechani sm
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