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Abstract

In an IPv6 network, it is possible to use only link-local addresses
on infrastructure |inks between routers. This docunent discusses the
advant ages and di sadvantages of this approach to facilitate the

deci sion process for a given network.
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1. Introduction

An infrastructure link between a set of routers typically does not
require global or unique |local addresses [RFC4193]. Using only link-
| ocal addressing on such links has a nunber of advantages; for
exanpl e, routing tables do not need to carry |ink addressing and can
therefore be significantly smaller. This helps to decrease fail over
times in certain routing convergence events. An interface of a
router is also not reachabl e beyond the |ink boundaries, therefore
reduci ng the attack surface.

Thi s docunent di scusses the advantages and caveats of this approach

Note that some traditional techniques used to operate a network, such
as pinging interfaces or seeing interface information in a
traceroute, do not work with this approach. Details are discussed
bel ow.

During WG and | ETF |l ast call, the technical correctness of the
docunent was revi ewed; however, debate exists as to whether to
recommend this technique. The deploynent of this technique is
appropriate where it is found to be necessary.

2. Using Link-Local Addressing on Infrastructure Links

Thi s docunent di scusses the approach of using only Iink-Ioca
addresses (LLAs) on all router interfaces on infrastructure |inks.
Routers don't typically need to receive packets fromhosts or nodes
outside the network. For a network operator, there may be reasons to
use addresses that are greater than link-1ocal scope on
infrastructure interfaces for certain operational tasks, such as
pings to an interface or traceroutes across the network. This
docunent di scusses such cases and proposes alternative procedures.
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2.1. The Approach

In this approach, neither globally routed | Pv6 addresses nor unique
| ocal addresses are configured on infrastructure links. In the
absence of specific global or unique |local address definitions, the
default behavior of routers is to use |link-local addresses, notably
for routing protocols.

The sendi ng of | CVWPv6 [ RFC4443] error nessages ("packet-too-big",
"time-exceeded", etc.) is required for routers. Therefore, another
interface nust be configured with an I Pv6 address that has a greater
scope than link-local. This address will usually be a | oopback
interface with a gl obal scope address bel onging to the operator and
part of an announced prefix (with a suitable prefix length) to avoid
bei ng dropped by other routers inplenenting ingress filtering

[ RFC3704]. This is inplenmentation dependent. For the renai nder of
this document, we will refer to this interface as a "l oopback
interface".

[ RFC6724] recommends that | Pv6 addresses that are greater than |ink-
| ocal scope be used as the source |IPv6 address for all generated

| CMPv6 nessages sent to a non-link-local address, with the exception
of 1CMPv6 redirect nmessages (as defined in Section 4.5 of [RFC4861]).

The effect on specific traffic types is as foll ows:

o Mbost control plane protocols (such as BGP [RFC4271], IS-IS
[1S-1S], OSPFv3 [ RFC5340], Routing Information Protocol Next
CGeneration (R Png) [RFC2080], and PIM[RFC4609]) work by default
or can be configured to work with |ink-1ocal addresses.
Exceptions are explained in the caveats section (Section 2.3).

o Managenent plane traffic (such as Secure SHell (SSH) Protoco
[ RFC4251], Telnet [ RFC0495], Sinple Network Managenment Protoco
(SNWP) [ RFC1157], and |ICMPv6 Echo Request [RFC4443]) can use the
address of the router |oopback interface as the destination
address. Router nanagenent can al so be done over out-of-band
channel s.

o |ICMP error nmessages are usually sourced froma | oopback interface
with a scope that is greater than link-local. Section 4.5 of
[ RFC4861] expl ai ns one exception: |ICVP redirect nessages can al so
be sourced froma |ink-local address.

o Data plane traffic is forwarded i ndependently of the |ink address
type.
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o Nei ghbor discovery (neighbor solicitation and nei ghbor
advertisenent) is done by using link-1ocal unicast and multicast
addresses. Therefore, neighbor discovery is not affected.

Thus, we conclude that it is possible to construct a working network
in this way.

2.2. Advant ages
The following list of advantages is in no particular order

Smal |l er routing tables: Since the routing protocol only needs to
carry one gl obal address (the | oopback interface) per router, it is
smal l er than the traditional approach where every infrastructure |ink
address is carried in the routing protocol. This reduces nmenory
consunpti on and i ncreases the convergence speed in some routing

fail over cases. Because the Forwarding Information Base to be

downl oaded to line cards is smaller, and there are fewer prefixes in
the Routing Information Base, the routing algorithmis accel erated.
Note that smaller routing tables can also be achieved by putting
interfaces in passive node for the Interior Gateway Protocol (IGP).

Si npl er address managenent: Only | oopback interface addresses need to
be considered in an addressing plan. This also allows for easier
renunberi ng.

Lower configuration conplexity: Link-l1ocal addresses require no
specific configuration, thereby |lowering the conplexity and size of
router configurations. This also reduces the |ikelihood of
configuration m stakes.

Sinpl er DNS: Less routable address space in use also neans | ess
reverse and forward mappi ng DNS resource records to maintain. O
course, if the operator selects not to enter any global interface
addresses in the DNS anyway, then this is |ess of an advantage.

Reduced attack surface: Every routable address on a router
constitutes a potential attack point; a renpte attacker can send
traffic to that address, for exanple, a TCP SYN fl ood (see

[ RFC4987]). If a network only uses the addresses of the router

| oopback interface(s), only those addresses need to be protected from
outside the network. This may ease protection neasures, such as
Infrastructure Access Control Lists (iACL). Wthout using link-1oca
addresses, it is still possible to achieve the sinple i ACL if the
net wor k addressing schene is set up such that all |ink and | oopback
i nterfaces have addresses that are greater than link-local and are
aggregatable, and if the infrastructure access |list covers that
entire aggregated space. See also [RFC6752] for further discussion
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on this topic. [RFC6860] describes another approach to hide
addressing on infrastructure links for OSPFv2 and OSPFv3 by nodifying
the existing protocols. This docunent does not nodify any protoco
and applies only to I Pv6.

2.3. Caveats
The caveats listed in this section are in no particular order

Interface ping: If an interface doesn’'t have a routable address, it
can only be pinged froma node on the same link. Therefore, it is
not possible to ping a specific link interface renotely. A possible
wor karound is to ping the | oopback address of a router instead. In
nost cases today, it is not possible to see which Iink the packet was
recei ved on; however, [RFC5837] suggests including the interface
identifier of the interface a packet was received on in the | CVPv6
response. It nust be noted that there are few inpl enentations of
this ICMPv6 extension. Wth this approach, it would be possible to
ping a router on the addresses of |oopback interfaces, yet see which
interface the packet was received on. To check liveliness of a
specific interface, it may be necessary to use other nethods, such as
connecting to the router via SSH and checking locally or using SNW

Traceroute: Simlar to the ping case, a reply to a traceroute packet
woul d cone fromthe address of a | oopback interface, and current

i mpl enentati ons do not display the specific interface the packets
cane in on. Again, [RFC5837] provides a solution. As in the ping
case above, it is not possible to traceroute to a particular
interface if it only has a link-1ocal address. Conversely, this
approach may nmake network topol ogy discovery from outside the network
sinpler: instead of responding with multiple different interface IP
addresses, which have to be correlated by the outsider, a router wll
al ways respond with the sane | oopback address. |f reverse DNS
mappi ng i s used, the mapping is trivial in either case.

Har dwar e dependency: LLAs have usual |y been based on 64-bit Extended
Uni que Identifiers (EU -64); hence, they change when the Message

Aut henti cation Code (MAC) address is changed. This could pose a
problemin a case where the routing nei ghbor must be configured
explicitly (e.g., BGP) and a line card needs to be physically

repl aced, hence changing the EU -64 LLA and breaking the routing

nei ghborship. LLAs can be statically configured, such as fe80::1 and
fe80::2, which can be used to configure any required static routing
nei ghborshi p. However, this static LLA configuration may be nore
conplex to operate than statically configured addresses that are
greater than link-1ocal scope. This is because LLAs are inherently
anmbi guous. For a multi-link node, such as a router, to deal with the
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ambiguity, the link zone index nust al so be considered explicitly,
e.g., using the extended textual notation described in [ RFC4007], as
in this exanmple, 'BGP neighbor fe80::1%th0 is down’.

Net wor k Management System (NMB) tool kits: If there is any NMS too
that makes use of an interface |P address of a router to carry out
any of its NMs functions, then it would no | onger work if the

i nterface does not have a routable address. A possible workaround
for such tools is to use the routabl e address of the router |oopback
interface instead. Mbst vendor inplenmentations allowthe
specification of |oopback interface addresses for SYSLOG | PFlIX, and
SNVP. The Link Layer Discovery Protocol (LLDP) (IEEE 802. 1AB-2009)
runs directly over Ethernet and does not require any |Pv6 address, so
dynam ¢ network di scovery is not hindered by using only LLA when
using LLDP. But, network discovery based on Nei ghbor Di scovery
Protocol (NDP) cache content will only display the link-1oca
addresses and not the addresses of the | oopback interfaces;
therefore, network discovery should rather be based on the Route
Informati on Base to detect adjacent nodes.

MPLS and RSVP-Traffic Engi neering (RSVP-TE) [ RFC3209] allow the
establ i shnment of an MPLS Label Switched Path (LSP) on a path that is
explicitly identified by a strict sequence of IP prefixes or
addresses (each pertaining to an interface or a router on the path).
This is commonly used for Fast Reroute (FRR). However, if an
interface uses only a link-local address, then such LSPs cannot be
established. At the tine of witing this docunent, there is no

wor karound for this case; therefore, where RSVP-TE is being used, the
approach described in this docunment does not worKk.

2.4. Internet Exchange Points

I nternet Exchange Points (I XPs) have a special inmportance in the

gl obal Internet because they connect a high nunber of networks in a
single | ocation and because a significant part of Internet traffic
passes through at |east one I XP. An IXP requires, therefore, a very
hi gh | evel of security. The address space used on an I XP is
generally known, as it is registered in the global Internet Route
Registry, or it is easily discoverable through traceroute. The |XP
prefix is especially critical because practically all addresses on
this prefix are critical systems in the Internet.
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Apart from general device security guidelines, there are basically
two additional ways to raise security (see also [BGP-OPSEC]):

1. Not to announce the prefix in question, and

2. To drop all traffic fromrenote |ocations destined to the I XP
prefixes.

Not announcing the prefix of the I XP would frequently result in
traceroute and simlar packets (required for Path MIU Di scovery
(PMIUD)) being dropped due to unicast Reverse Path Forwardi ng (uRPF)
checks. Gven that PMIUD is critical, this is generally not
acceptable. Dropping all external traffic to the I XP prefix is hard
to i npl enent because if only one service provider connected to an | XP
does not filter correctly, then all I XP routers are reachable from at
| east that service provider network.

As the prefix used in the I XP is usually longer than a /48, it is
frequently dropped by route filters on the Internet having the sane
net effect as not announcing the prefix.

Using |ink-1ocal addresses on the I XP may help in this scenario. In
this case, the generated | CMPv6 packets woul d be generated from

| oopback interfaces or fromany other interface with a globally

rout abl e address without any configuration. However, in this case,
each service provider would use their own address space, making a
generic attack against all devices on the | XP harder. Al of an

| XP's | oopback interface addresses can be di scovered by a potentia
attacker with a sinple traceroute; a generic attack is, therefore,
still possible, but it would require nore work.

In some cases, service providers carry the | XP addresses in their |I1GP
for certain fornms of traffic engineering across nmultiple exit points.
Li nk-1 ocal addresses cannot be used for this purpose; in this case,
the service provider would have to enpl oy other nethods of traffic
engi neeri ng.

If an Internet Exchange Point is using a global prefix registered for

this purpose, a traceroute will indicate whether the trace crosses an
| XP rather than a private interconnect. |If link-local addressing is
used instead, a traceroute will not provide this distinction

2.5. Sumary

Excl usively using link-1ocal addressing on infrastructure |links has a
nunber of advantages and di sadvantages, both of which are described
in detail in this docunment. A network operator can use this docunent
to eval uate whether or not using link-1ocal addressing on
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infrastructure links is a good idea in the context of his/her
network. This docunment makes no particul ar recommendation either in
favor or against.

3. Security Considerations

Using only LLAs on infrastructure |inks reduces the attack surface of
a router. Loopback interfaces with routed addresses are stil
reachabl e and nust be secured, but infrastructure |inks can only be
attacked fromthe local link. This sinplifies security of contro

and nmanagenent planes. The approach does not inpact the security of
the data plane. The link-local-only approach does not address
control plane [ RFC6192] attacks generated by data pl ane packets (such
as hop-linmt expiration or packets containing a hop-by-hop extension
header).

For additional security considerations, as previously stated, see
al so [ RFC5837] and [ BGP- OPSEC] .
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