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Abst ract

Thi s docunent defines an optional extension to the REsource LCcation
And Di scovery (RELOAD) protocol to support the relay peer routing
node. RELOAD reconmends symetric recursive routing for routing
nessages. The new optional extension provides a shorter route for
responses, thereby reduci ng overhead on internmedi ate peers. This
docunent al so describes potential cases where this extension can be
used.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7264.
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1. Introduction

The REsource LCcation And Di scovery (RELOAD) protocol [RFC6940]
recommends synmetric recursive routing (SRR) for routing nessages and
descri bes the extensions that would be required to support additiona
routing algorithnms. 1In addition to SRR, two other routing options --
direct response routing (DRR) and relay peer routing (RPR) -- are

al so di scussed in Appendix A of [RFC6940]. As we show in Section 3,
RPR i s advant ageous over SRR in sone scenarios in that RPR can reduce
load (CPU and |ink bandwi dth) on internmedi ate peers. RPR works
better in a network where relay peers are provisioned in advance so
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that relay peers are publicly reachable in the P2P system In other
scenarios, using a conbination of RPR and SRR together is nore likely
to provide benefits than if SRR is used al one.

Note that in this document we focus on the RPR node and its
extensions to RELOAD to produce a standal one solution. Please refer
to [ RFC7263] for details on the DRR node.

We first discuss the problemstatenent in Section 3. How to conbine
RPR and SRR is presented in Section 4. An extension to RELOAD to
support RPR is defined in Section 5. Discovery of relay peers is

i ntroduced in Section 7. Sone optional nethods to check peer

connectivity are introduced in Appendix A In Appendix B, we give a
conpari son of the cost of SRR and RPR in both managed and open
net wor ks.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

We use term nol ogy and definitions fromthe base RELOAD specification
[ RFC6940] extensively in this docunent. W also use terns defined in
the NAT behavi or di scovery docunment [RFC5780]. Oher ternms used in
this docunment are defined inline when used and are al so defi ned bel ow
for reference

Publicly Reachable: A peer is publicly reachable if it can receive
unsol icited nmessages from any other peer in the same overl ay.

Note: "Publicly" does not nean that the peers nust be on the
public Internet, because the RELOAD protocol may be used in a

cl osed network.

Rel ay Peer: A relay peer is a type of publicly reachabl e peer that
can receive unsolicited nessages fromall other peers in the
overlay and forward the responses from destinati on peers towards
the sender of the request.

Rel ay Peer Routing (RPR): "RPR' refers to a routing node in which
responses to Peer-to-Peer SIP (P2PSI P) requests are sent by the
destination peer to a relay peer transport address that will
forward the responses towards the sending peer. For sinplicity,
the abbreviation "RPR' is used in the rest of this document.
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3.

3.

Symmetric Recursive Routing (SRR): "SRR' refers to a routing node
i n which responses follow the reverse path of the request to get
to the sending peer. For sinplicity, the abbreviation "SRR' is
used in the rest of this docunent.

Direct Response Routing (DRR): "DRR' refers to a routing node in
whi ch responses to P2PSIP requests are returned to the sending
peer directly fromthe destination peer based on the sending
peer’s own | ocal transport address(es). For sinplicity, the
abbreviation "DRR' is used in the rest of this docunent.

Overvi ew

RELOAD i s expected to work under a great nunber of application
scenarios. The situations where RELOAD is to be depl oyed differ
greatly. For instance, some deploynments are global, such as a
Skype-like systemintended to provide public service, while others
run in small-scale closed networks. SRR works in any situation, but
RPR may work better in sonme specific scenarios.
1. RPR

RELOAD i s a sinple request-response protocol. After sending a
request, a peer waits for a response froma destination peer. There
are several ways for the destination peer to send a response back to
the source peer. In this section, we will provide detailed
information on RPR. Note that the same types of illustrative
settings can be found in Appendix B.1 of [RFC7263].

If peer A knows it is behind a NAT or NATs and knows one or nore
rel ay peers with whomthey have had prior connections, peer A can try
RPR.  Assune that peer Ais associated with relay peer R Wen
sendi ng the request, peer A includes information describing peer R's
transport address in the request. Wen peer X receives the request,
peer X sends the response to peer R which forwards it directly to
peer A on the existing connection. Figure 1 illustrates RPR  Note
that RPR al so allows a shorter route for responses conpared to SRR
this neans | ess overhead on internediate peers. Establishing a
connection to the relay with Transport Layer Security (TLS) requires
multiple round trips. Please refer to Appendix B for a cost

conpari son between SRR and RPR
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| Request

Request

Figure 1: RPR Mode

This technique relies on the relative popul ation of peers such as
peer A that require relay peers, and peers such as peer R that are
capabl e of serving as relay peers. It also requires a mechanismto
enabl e peers to know which peers can be used as their relays. This
mechani sm may be based on configuration -- for example, as part of
the overlay configuration, an initial list of relay peers can be
supplied. Another option is a response nessage in which the
respondi ng peer can announce that it can serve as a relay peer

3.2. Scenarios Wiere RPR Can Be Used

In this section, we will |ist several scenarios where using RPR woul d
i mprove perfornmance.

3.2.1. Managed or C osed P2P Systens

As described in Section 3.2.1 of [RFC7263], many P2P systens run in a
cl osed or managed environnent so that network adm nistrators can
better manage their system For exanple, the network adm nistrator
can depl oy several relay peers that are publicly reachable in the
system and indicate their presence in the configuration file. After

| earni ng where these relay peers are, peers behind NATs can use RPR
with help fromthese relay peers. Peers MJST al so support SRR in
case RPR fails.

Anot her usage is to install relay peers on the nanaged network

boundary, allow ng external peers to send responses to peers inside
t he managed networ k.
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3.2.2. Using Bootstrap Nodes as Rel ay Peers

Bootstrap nodes are typically publicly reachable in a RELOAD
architecture. As a result, one possible scenario would be to use the
boot strap nodes as relay peers for use with RPR A relay peer SHOULD
be publicly accessible and maintain a direct connection with its
client. As such, bootstrap nodes are well suited to play the rol e of
rel ay peers.

3.2.3. Wreless Scenarios

In sonme nobile deploynents, using RPR may hel p reduce radio battery
usage and bandwi dth by the internedi ate peers. The service provider
may reconmmend using RPR based on his know edge of the topol ogy.

4. Rel ationship between SRR and RPR
4.1. How RPR Wbrks

Peers using RPR MUST maintain a connection with their relay peer(s).
This can be done in the same way as establishing a nei ghbor
connection between peers using the Attach met hod [ RFC6940].

A requirenment for RPRis that the source peer convey its relay peer’s
(or peers’) transport address(es) in the request so the destination
peer knows where the relay peers are and will send the response to a
relay peer first. The request MJUST al so include the requesting
peer’s Node-ID or |IP address, which enables the relay peer to route
the response back to the right peer

Note that being a relay peer does not require that the relay peer
have nore functionality than an ordinary peer. Relay peers conply
with the sane procedure as an ordinary peer to forward nessages. The
only difference is that there may be a larger traffic burden on rel ay
peers. Relay peers can decide whether to accept a new connection
based on their current burden

4.2. How SRR and RPR Wbrk Toget her

RPR is not intended to replace SRR It is better to use these two
nodes together to adapt to each peer’s specific situation. Note that
the informative suggestions for howto transition between SRR and RPR
are the same as those for DRR  Please refer to Section 4.2 of

[ RFC7263] for nore details. |If a relay peer is provided by the
service provider, peers SHOULD prefer RPR over SRR However, RPR
SHOULD NOT be used in the open Internet or if the adm nistrator does
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not feel he has enough information about the overlay network
topol ogy. A new overlay configuration el enent specifying the usage
of RPR is defined in Section 6.

5. RPR Extensions to RELOAD

Addi ng support for RPR requires extensions to the current RELOAD
protocol. In this section, we define the required extensions,
i ncludi ng extensions to nmessage structure and message processi ng.

5.1. Basic Requirenents

Al peers MJST be able to process requests for routing in SRR and MAY
support RPR routing requests.

5.2. Modification to RELOAD Message Structure
RELOAD provi des an extensible framework to accommodate future
extensions. |In this section, we define an RPR routing option for the
extensive routing node specified in [RFC7263]. The state-keeping
flag [RFC7263] is needed to support the RPR node.

5.2.1. Extensive Routing Mde

The new Rout eMbde value for RPR is defined below for the
Ext ensi veRout i ngMbdeOpti on structure:

enum {(0), DRR(1), RPR(2), (255)} Rout eMode;

struct {
Rout eMode rout enode;
Over |l ayLi nkType transport;
| pAddr essPor t i paddr essport;
Desti nation desti nati ons<1..278-1>;

} Ext ensi veRout i ngMbdeOpt i on;
Note that the DRR value in RouteMode is defined in [ RFC7263].

Rout eMbde: refers to which type of routing node is indicated to the
desti nati on peer

Over |l ayLi nkType: refers to the transport type that is used to deliver
responses fromthe destination peer to the relay peer

| pAddressPort: refers to the transport address that the destination

peer should use for sending responses. This will be a relay peer
address for RPR
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Destination: refers to the relay peer itself. |If the routing node is
RPR, then the destination contains two itens: the relay peer’s
Node-1 D and the sending peer’s Node-1D

5.3. Creating a Request
5.3.1. Creating a Request for RPR

When using RPR for a transaction, the sending peer MJST set the

| GNORE- STATE- KEEPI NG fl ag i n the Forwardi ngHeader. Additionally, the
peer MUST construct and include a Forwardi ngOption structure in the
For war di ngHeader. Wen constructing the Forwardi ngOption structure,
the fields MJUST be set as foll ows:

1) The type MJST be set to extensive_routing_nopde.

2) The ExtensiveRouti ngMbdeOption structure MJST be used for the
option field within the Forwardi ngQption structure. The fields
MUST be defined as foll ows:

2.1) routenode set to 0x02 (RPR)
2.2) transport set as appropriate for the relay peer

2.3) ipaddressport set to the transport address of the relay
peer through which the sender w shes the nessage rel ayed.

2.4) The destination structure MJST contain two values. The
first MIUST be defined as type "node" and set with the
val ues for the relay peer. The second MJST be defined as
type "node" and set with the sendi ng peer’s own val ues.

5.4. Request and Response Processing

This section gives normative text for nmessage processing after RPR i s
i ntroduced. Here, we only describe the additional procedures for
supporting RPR. Please refer to [ RFC6940] for RELOAD base
procedures.

5.4.1. Destination Peer: Receiving a Request and Sending a Response

When the destination peer receives a request, it will check the
options in the forwarding header. |f the destination peer cannot
understand the extensive_ routing node option in the request, it MJST
attenpt to use SRR to return an "Error_Unknown_Extensi on" response
(defined in Sections 6.3.3.1 and 14.9 of [RFC6940]) to the sending
peer .
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If the routing node is RPR, the destination peer MJST construct a
destination |list for the response with two entries as defined in

[ RFC6940]. The first entry MJST be set to the relay peer’s Node-ID
fromthe option in the request, and the second entry MJST be the
sendi ng peer’s Node-1D fromthe option in the request.

In the event that the routing node is set to RPR and there are not

exactly two destinations, the destination peer MJST try to send an

"Error_Unknown_Ext ensi on" response (defined in Sections 6.3.3.1 and
14.9 of [RFC6940]) to the sending peer using SRR

After the peer constructs the destination |ist for the response, it
sends the response to the transport address, which is indicated in
the i paddressport field in the option using the specific transport
node in the Forwardi ngOption. |If the destination peer receives a
retransmt with SRR preference on the nmessage it is trying to respond
to now, the responding peer SHOULD abort the RPR response and

use SRR

5.4.2. Sending Peer: Receiving a Response

Upon receiving a response, the peer follows the rules in [ RFC6940].
If the sender used RPR and did not get a response until the tinmeout,
it MAY resend the nessage using either RPR (but with a different
relay peer, if available) or SRR

5.4.3. Relay Peer Processing

Rel ay peers are designed to forward responses to peers who are not
publicly reachable. For the routing of the response, this docunent
still uses the destination |list. The only difference fromSRR is
that the destination_list is not the reverse of the via_list.
Instead, it is constructed fromthe forwardi ng option as descri bed
bel ow.

When a rel ay peer receives a response, it MJST follow the rules in

[ RFC6940]. It receives the response, validates the nessage,

readj usts the destination |ist, and forwards the response to the next
hop in the destination_list based on the connection table. There is
no added requirenent for the relay peer

6. Overlay Configuration Extension
Thi s docunent uses the new RELOAD overlay configuration el enment,

"rout e-node", inside each "configuration" elenment, as defined in
Section 6 of [RFC7263]. The route node MJUST be "RPR'.
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7. Discovery of Relay Peers

There are several ways to distribute information about relay peers
throughout the overlay. P2P network providers can depl oy some rel ay
peers and advertise themin the configuration file. Wth the
configuration file at hand, peers can get relay peers to try RPR
Anot her way is to consider the relay peer as a service; sone service
adverti senent and di scovery nechani smcan then al so be used for

di scovering relay peers -- for exanple, using the same nechani sm as
that used in Traversal Using Relays around NAT (TURN) server

di scovery as di scussed in [RFC6940]. Another optionis to let a peer
advertise its capability to be a relay in the response to an Attach
or Join [ RFC6940].

8. Security Considerations

The normative security reconmendations of Section 13 of [RFC6940] are
applicable to this docunent. As a routing alternative, the security
part of RPR conforns to Section 13.6 of [RFC6940], which describes
routing security. RPR behaves |ike a DRR requesting node towards the
destinati on node. The RPR relay peer is not necessarily an arbitrary
node -- for exanple, a nanaged network, a bootstrap node, or a
configured relay peer; it should be a trusted node, because a trusted
node will be less of arisk, as outlined in Section 13 of [RFC6940].

In order to address possible DoS attacks, the relay peer SHOULD al so
[imt the number of maxi mum connections; this is required in order to
al so reduce load on the relay peer, as explained in Section 4. 1.

9. | ANA Consi derations
9.1. A New RELOAD Forwardi ng Option

A new RELOAD Forwardi ng Option type has been added to the "RELQAD
Forwardi ng Opti on Registry" defined in [ RFC6940].

Code: 2
Forwar di ng Option: extensive_routing_node
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Appendi x A.  Optional Methods to Investigate Peer Connectivity

This section is for informational purposes only and provides sone
mechani sns that can be used when the configuration information does
not specify if RPR can be used. It summarizes sone nethods that can
be used by a peer to determine its own network |ocation conpared with
NAT. These nmethods may hel p a peer to decide which routing node it
may wish to try. Note that there is no fool proof way to determ ne
whet her a peer is publicly reachable, other than via out-of-band
mechani snms.  Thi s docunment addresses UNil ateral Self-Address Fixing
(UNSAF) [RFC3424] considerations by specifying a fallback plan to SRR
[ RFC6940]. SRR is not an UNSAF nechanism This docunent does not
defi ne any new UNSAF nechani sns.

For RPR to function correctly, a peer may attenpt to determn ne
whether it is publicly reachable. If it is not, RPR may be chosen to
route the response with help fromrelay peers, or the peers should
fall back to SRR NATs and firewalls are two nmajor contributors to
preventing RPR fromfunctioning properly. There are a nunber of
techni ques by which a peer can get its reflexive address on the
public side of the NAT. After obtaining the reflexive address, a
peer can performfurther tests to |l earn whether the refl exi ve address
is publicly reachable. |If the address appears to be publicly
reachabl e, the peer to which the address bel ongs can be a candi date
to serve as a relay peer. Peers that are not publicly reachable may
still use RPR to shorten the response path, with help fromrel ay
peers.

Sone conditions that are unique in P2PSIP architecture could be

| everaged to facilitate the tests. In a P2P overlay network, each
peer has only a partial view of the whole network and knows of a few
peers in the overlay. P2P routing algorithnms can easily deliver a
request froma sending peer to a peer with whomthe sendi ng peer has
no direct connection. This makes it easy for a peer to ask other
peers to send unsolicited nessages back to the requester.

The approaches for a peer to get the addresses needed for further
tests, as well as the test for |earning whether a peer nay be
publicly reachable, are the same as those for DRR Please refer to
Appendi x A of [RFC7263] for nore details.
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Appendi x B. Comnparison of Cost of SRR and RPR

The maj or advantage of using RPRis that it reduces the nunber of

i nternedi ate peers traversed by the response. This reduces the |oad,
such as processing and conmuni cati on bandw dth, on those peers’
resources.

B.1. dosed or Managed Networks

As described in Section 3, many P2P systens run in a closed or
managed environnent (e.g., carrier networks), so network
adm ni strators woul d know that they could safely use RPR

The nunber of hops for a response in SRR and in RPR are listed in the
following table. Note that the sane types of illustrative settings
can be found in Appendix B.1 of [RFC7263].

Mode | Success | No. of Hops | No. of Msgs
SRR | Yes | log(N) | [l og(N)
RPR | Yes | 2 2

RPR (DTLS) | Yes | 2 | 7+2

Tabl e 1: Conparison of SRR and RPR in Cl osed Networks
From t he above conparison, it is clear that:

1) In nost cases when the nunber of peers (N) > 4 (272), RPR uses
fewer hops than SRR Using a shorter route neans |ess overhead
and resource usage on internedi ate peers, which is an inportant
consi deration for adopting RPR in the cases where such resources
as CPU and bandwidth are limted, e.g., the case of nobile,
wi rel ess networKks.

2) In the cases when N > 512 (279), RPR al so uses fewer messages
than SRR

3) In the cases when N < 512, RPR uses nore nessages than SRR (but
still uses fewer hops than SRR), so the consideration of whether
to use RPR or SRR depends on other factors such as using | ess
resources (bandw dth and processing) fromthe internedi ate peers.
Section 4 provides use cases where RPR has a better chance of
wor ki ng or where the considerations of internediary resources are
i mportant.
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B.2. Open Networks

In open networks (e.g., the Internet) where RPRis not guaranteed to
work, RPR can fall back to SRRif it fails after trial, as described
in Section 4.2. Based on the same settings as those listed in
Appendi x B. 1, the nunmber of hops, as well as the nunber of nessages
for a response in SRR and RPR, are listed in the follow ng table:

Mode | Success | No. of Hops | No. of Msgs
SRR | Yes | 1og(N | 1og(N
RPR | Yes | 2 | 2

| Fail & fall back to SRR | 2+l og(N) | 2+l og(N)
RPR (DTLS) | Yes | 2 | 7+2

| | |

Fail & fall back to SRR 2+l og(N)
Tabl e 2: Conparison of SRR and RPR in Open Networks
Fromt he above conparison, it can be observed that trying to first
use RPR could still provide an overall number of hops |ower than
directly using SRR The detailed analysis is the same as that for
DRR and can be found in [RFC7263].
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