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1. Introduction

Figure 1 illustrates a ForCES Network El enent (NE) controlled by a
set of redundant Control Elements (CEs) with CE1 being active and CE2
and CEn bei ng backups.
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Fp: CE-FE interface

Fi: FE-FE interface

Fr: CE-CE interface

Fc: Interface between the CE manager and a CE

Ff: Interface between the FE nanager and an FE

Fl: Interface between the CE manager and the FE manager
Fi/f: FE external interface

Figure 1: ForCES Architecture

The ForCES architecture allows Forwarding El enents (FES) to be aware
of multiple CEs but enforces that only one CE be the master
controller. This is known in the industry as 1+N redundancy. The
master CE controls the FEs via the For CES protocol operating on the
Fp interface. |If the master CE becones faulty, i.e., crashes or

| oses connectivity, a backup CE takes over and NE operation
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continues. By definition, the current docunented setup is known as
cold standby. The set of CEs controlling an FE is static and is
passed to the FE by the FE Manager (FEM via the Ff interface and to
each CE by the CE Manager (CEM in the Fc interface during the pre-
associ ati on phase.

From an FE perspective, the operational paraneters for a CE set are
defined as conponents in the FEPO LFB in [ RFC5810], Appendix B. In
Section 2.1 of this docunment, we discuss further details of these
par anet ers.

It is assumed that the reader is aware of the ForCES architecture to
nake sense of the changes being described in this docunent. This
docunent provi des background information to set the context of the
di scussion in Section 3.

At the time of witing, the Fr interface is out of scope for the
For CES architecture. However, it is expected that organizations

i npl enenting a set of CEs will need to have the CEs communicate to
each other via the Fr interface in order to achieve the
synchroni zati on necessary for controlling the FEs.

The probl em scope addressed by this docunent falls into two areas:

1. To update the description of [RFC5810] with nore clarity on how
the current cold standby approach operates within the NE cluster.

2. To describe howto evolve the [ RFC5810] cold standby setup to a
hot standby redundancy setup to inprove the failover tinme and NE
avai l ability.

1.1. Quantifying Probl em Scope

NE recovery and availability is dependent on several timne-sensitive
metrics:

1. How fast the CE plane failure is detected by the FE

2. How fast a backup CE becomnes operati onal

3. How fast the FEs associate with the new master CE

4. How fast the FEs recover their state and becone operati onal
Each FE state is the collective state of all its instantiated

LFBs.

The design intent of [RFC5810] as well as this docunent to neet the
above goals is driven by desire for sinplicity.
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To quantify the above criteria with the current prescribed ForCES CE
setup in [ RFC5810]:

1. How fast the FE side detects a CE failure is left undefined. To
illustrate an extreme scenario, we could have a human oper at or
acting as the nmonitoring entity to detect faulty CEs. How fast
such detection happens could be in the range of seconds to days.
A nmore active nmonitor on the Fp interface could inprove this
detection. Usually, the FE will detect a CE failure either by
the TML if the Fp interface term nates or by the ForCES protoco
by utilizing the ForCES Heartbeat nechani sm

2. How fast the backup CE beconmes operational is also currently out
of scope. |In the current setup, a backup CE need not be
operational at all (for exanple, to save power), and therefore it
is feasible for a nonitoring entity to boot up a backup CE after
it detects the failure of the master CE. In Section 3 of this
docunent, we suggest that at |east one backup CE be online so as
to inprove this netric.

3. How fast an FE associates with a new naster CE is also currently
undefined. The cost of an FE connecting and associating adds to
the recovery overhead. As nentioned above, we suggest having at
| east one backup CE online. 1In Section 3, we propose to renpove
the connection and associ ati on cost on failover by having each FE
associate with all online backup CEs after associating to an
active/master CE. Note that if an FE pre-associates with at
| east one backup CE, then the systemw || be technically
operating in hot standby node.

4. Finally, how fast an FE recovers its state depends on how much NE
state exists. By the ForCES current definition, the new nmaster
CE assunes zero state on the FE and starts fromscratch to update
the FE. So, the larger the state, the |onger the recovery.

1.2. Definitions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
The followi ng definitions are taken from [ RFC3654], [RFC3746], and
[ RFC5810]. They are repeated here for conveni ence as needed, but the
normative definitions are found in the referenced RFCs:

Logi cal Functional Block (LFB): A tenmplate that represents fine-
grai ned, logically separate aspects of FE processing.
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Forwarding Elenent (FE): A logical entity that inplenents the ForCES

protocol. FEs use the underlying hardware to provi de per-packet
processi ng and handling as directed by a CE via the ForCES
pr ot ocol

Control Element (CE): A logical entity that inplenents the ForCES
protocol and uses it to instruct one or nore FEsS on how to process
packets. CEs handle functionality such as the execution of
control and signaling protocols.

For CES Network Elenent (NE): An entity conposed of one or nore CEs
and one or nore FEs. An NE usually hides its interna
organi zation fromexternal entities and represents a single point
of managenent to entities outside the NE

FE Manager (FEM: A logical entity that operates in the pre-
associ ati on phase and is responsible for determ ning to which
CE(s) an FE should communicate. This process is called CE
di scovery and may invol ve the FE nanager |earning the capabilities
of avail abl e CEs.

CE Manager (CEM: A logical entity that operates in the pre-
associ ati on phase and is responsible for determ ning to which
FE(s) a CE should comunicate. This process is called FE
di scovery and may involve the CE nanager |earning the capabilities
of avail abl e FEs.

For CES Protocol: The protocol used for conmunication between CEs and
FEs. This protocol does not apply to CE-to-CE conmunication, FE-
t o- FE comuni cati on, or to conmmuni cation between FE and CE
managers. The ForCES protocol is a naster-slave protocol in which
FEs are slaves and CEs are masters. This protocol includes both
t he management of the communication channel (e.g., connection
establ i shment and heartbeats) and the control nessages thensel ves.

For CES Protocol Layer (ForCES PL): A layer in the ForCES protoco
architecture that defines the ForCES protocol nessages, the
protocol state transfer schene, and the For CES protoco
architecture itself (including requirenents of ForCES Transport
Mappi ng Layer (TM.) as shown below). Specifications of ForCES PL
are defined in [ RFC5810].

For CES Protocol Transport Mapping Layer (ForCES TM.): A layer in the
For CES protocol architecture that specifically addresses the
protocol message transportation issues, such as how the protoco
nmessages are mapped to different transport media (like Stream
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Control Transm ssion Protocol (SCTP), IP, TCP, UDP, ATM Ethernet,
etc.), and how to achieve and inplenent reliability, security,
etc.

2. RFC 5810 CE HA Franewor k

To achieve CE H gh Availability (HA), FEs and CEs MJST interoperate
per the definition in [RFC5810], which is repeated for contextua
reasons in Section 2.1. It should be noted that in this default
setup, which MJST be inplenmented by CEs and FEs requiring HA the Fr
pl ane is out of scope (and if available, is proprietary to an

i npl enent ation).

2.1. RFC 5810 CE HA Support

As nentioned earlier, although there can be multiple redundant CEs,

only one CE actively controls FEs in a ForCES NE. In practice, there
may be only one backup CE. At any nonent in tine, only one naster CE
can control an FE. In addition, the FE connects and associates to

only the master CE. The FE and the CE are aware of the prinmary and
one or nore secondary CEs. This information (primary and secondary
CEs) is configured on the FE and the CE during pre-association by the
FEM and the CEM respectively.

This section includes a new nornative description that updates
[ RFC5810] for the Cold Standby Hi gh Availability nmechani sm

Figure 2 below illustrates the ForCES nessage sequences that the FE
uses to recover the connection in the currently defined cold standby
schene.
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FE CE Primary CE Secondary
| | |
| Association Establishment |
| Capabi liti es Exchange | |
N R R R >| |
| | |
| State Update | |
2 | <emmm - >| |
| | |
| | |
| FAI LURE
| |
| Association Establishment, Capabilities Exchange
I N e e >
| |
| Event Report (primary CE down) |
Y e R >
| |
| State Update |
I R e e >

Figure 2: CE Fail over for Cold Standby
2.1.1. Cold Standby Interaction with the For CES Protoco

HA paraneterization in an FE is driven by configuring the FE Protoco
hj ect (FEPO) LFB.

The FEPO Control Element 1D (CElID) conponent identifies the current
master CE, and the conponent table BackupCEs identifies the
configured backup CEs. The FEPO FE Heartbeat Interval (FEH ), CE
Heart beat Dead Interval (CEHDI), and CE Heartbeat policy help in
detecting connectivity problenms between an FE and CE. The CE
failover policy defines how the FE should react on a detected
failure. The FEQbj ect FEState conmponent [RFC5812] defines the
operational forwarding status and control. The CE can turn off the
FE's forwardi ng operations by setting the FEState to Adni nDi sabl e and
can turn it on by setting it to OperEnable. Note: Section 5.1 of

[ RFC5812] has been updated by an erratum ([ Err3487]) that describes
the FEState as read-only when it should be read-wite.

Figure 3 illustrates the defined state nachine that facilitates the
recovery of the connection state.

The FE connects to the CE specified on the FEPO CEI D component. |If
it fails to connect to the defined CE, it noves it to the bottom of
tabl e BackupCEs and sets its CEID conmponent to be the first CE

retrieved fromtable BackupCEs. The FE then attenpts to associate
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with the CE designated as the new prinary CE. The FE conti nues
through this procedure until it successfully connects to one of the
CEs or until the CE Failover Tineout Interval (CEFTI) expires.

FE tries to associ ate

Fo- > - +
| |
(CE changes naster || |
CE issues Teardown || S V----+
Lost association) & | Pre-association
CE failover policy = 0 | (Association |
Fom - >-->- -3 in +<--- -+
| | progress) | |
| | | |
| R R + |
| CE Association | | CEFTI
| Response \% | timer
| R T + | expires
| | FE i ssues CEPri mar yDown A
| v |
N S + S S +
| | (CE changes master || | Not |
| | CE issues Teardown || | Associ ated
| | Lost association) && | +->-- -+
| Associated | CE failover policy = 1 |(My | FE
| | | Continue | try v
| [-------- Sec----- Se-e--- >| Forwarding)| assn
| | Start CEFTI tinmer | | -<---+
| | | |
S + R, +----+
" |
| Successf ul Y
| Associ ation |
| Set up
| (Cancel CEFTI tinmer) |
+ +

FE i ssues CEPri maryDown event
Figure 3: FE State Machi ne Considering HA

There are several events that trigger mastership changes. The master
CE may issue a nastership change (by changing the CEID conponent), it
may tear down an existing association, or connectivity may be | ost
bet ween the CE and FE

VWhen comunication fails between the FE and CE (which can be caused

by either the CE or link failure but is not FE related), either the
TM. on the FE will trigger the FE PL regarding this failure or it
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wi Il be detected using the Heartbeat nessages between FEs and CEs.
The communi cation failure, regardless of howit is detected, MJST be
considered to be a | oss of association between the CE and
correspondi ng FE.

If the FEE's FEPO CE failover policy is configured to node 0O (the

default), it will imediately transition to the pre-association
phase. This means that if association is later re-established with a
CE, all FE states will need to be re-created.

If the FEE's FEPO CE failover policy is configured to node 1, it
indicates that the FE will run in HA restart recovery. |n such a
case, the FE transitions to the not associated state and the CEFTI
timer [RFC5810] is started. The FE nmay continue to forward packets
during this state, depending upon the value of the CEFail overPolicy
conponent of the FEPO LFB. The FE recycl es through any configured
backup CEs in a round-robin fashion. It first adds its primary CE to
the bottom of table BackupCEs and sets its CEID conponent to be the
first secondary retrieved fromtable BackupCEs. The FE then attenpts
to associate with the CE designated as the new primary CE. If it
fails to re-associate with any CE and the CEFTI expires, the FE then
transitions to the pre-association state and the FE will
operationally bring down its forwarding path (and set the [ RFC5812]
FEObj ect FEState conponent to OperDisable).

If the FE, while in the not associated state, manages to reconnect to
a new primary CE before the CEFTlI expires, it transitions to the
associ ated state. Once re-associated, the CE may try to synchroni ze
any state that the FE may have | ost during di sconnection. How the CE
re-synchroni zes such a state is out of scope for the current ForCES
architecture but would typically constitute the issuing of new Config
nessages and queri es.

An explicit message (a Config message setting the primary CE
conponent in the ForCES Protocol Object) fromthe primary CE can al so
be used to change the primary CE for an FE during normal protoco
operation. In this case, the FE transitions to the not associated
state and attenpts to associate with the new CE

2.1.2. Responsibilities for HA
TM. Level :
1. The TM. controls | ogical connection availability and fail over.

2. The TML al so controls peer HA managemnent.
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At this level, control of all |ower layers, for exanple, the
transport level (such as |IP addresses, Media Access Control (MAC
addresses, etc.), and associated |inks going down are the role of the
TM..

PL Level :

Al'l other functionality, including configuring the HA behavior during
setup, Control Elenent IDs (CE IDs) used to identify primry and
secondary CEs, protocol nessages used to report CE failure (event
report), Heartbeat messages used to detect association failure,
nmessages to change the primary CE (Config), and other HA-rel ated
operations described in Section 2.1, are the PL's responsibility.

To put the two together, if a path to a prinary CE is down, the TML
woul d hel p recover froma failure by switching over to a backup path,

if one is available. |If the CEis totally unreachable, then the PL
woul d be informed and it would take the appropriate actions described
bef ore.

3. CE HA Hot Standby
In this section, we describe small extensions to the existing schene
to enabl e hot standby HA. To achi eve hot standby HA, we aimto
i nprove the specific goals defined in Section 1.1, nanely:
o How fast a backup CE becones operational
o How fast the FEs associate with the new master CE
As described in Section 2.1, in the pre-association phase, the FEM
configures the FE to nmake it aware of all the CEs in the NE. The FEM
MUST configure the FE to make it aware of which CE is the master and
MAY speci fy any backup CE(s).

3.1. Changes to the FEPO Mode
In order for the above to be achievable, there is a need to nmake a

few changes in the FEPO nodel. Appendix A contains the xm
definition of the new version 1.1 of the FEPO LFB
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Changes fromversion 1 of the FEPO are:

1

Ogawa,

Added four new dat at ypes:

1

CESt at usType -- an unsigned char to specify the status of a
connection with a CE. Special values are:

+ 0 (Disconnected) represents that no connection attenpt has
been nade with the CE yet

+ 1 (Connected) represents that the FE connection with the
CE at the TML has conpl eted successfully

+ 2 (Associated) represents that the FE has successfully
associated with the CE

+ 3 (IsMaster) represents that the FE has associated with
the CE and is the naster of the FE

+ 4 (LostConnection) represents that the FE was associ at ed
with the CE at one point but |ost the connection

+ 5 (Unreachable) represents that the FE deens this CE
unreachable, i.e., the FE has tried over a period to
connect to it but has failed

HAMbdeVal ues -- an unsigned char to specify a selected HA
node. Special val ues are:

+ 0 (No HA Mode) represents that the FE is not running in HA
node

+ 1 (HA Mbde - Cold Standby) represents that the FEis in HA
node col d st andby

+ 2 (HA Mbde - Hot Standby) represents that the FEis in HA
node hot standby

Statistics -- a conplex structure representing the
comuni cation statistics between the FE and CE. The
conponents are

+ RecvPackets, representing the packet count received from
the CE

+ RecvBytes, representing the byte count received fromthe
CE
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+ RecvErrPackets, representing the erroneous packets
received fromthe CE. This conmponent |ogs badly formatted
packets as well as good packets sent to the FE by the CE
to set components whilst that CE is not the master.
Erroneous packets are dropped (i.e., not responded to).

+ RecvErrBytes, representing the RecvErrPackets byte count
received fromthe CE

+ TxmtPackets, representing the packet count transmitted to
the CE

+ TxmtErrPackets, representing the error packet count
transmtted to the CE. Typically, these would be failures
due to conmmuni cation

+ TxmtBytes, representing the byte count transmtted to the
CE

+ TxmtErrBytes, representing the byte count of errors from
transmt to the CE

Al'l CEType -- a conplex structure constituting the CE IDs,
statistics, and CEStatusType to reflect connection
information for one CEE Used in the AIl CE's conponent array.

2. Appended two new conponents:

1

Read-only AIICEs to hold the status for all CEs. AICEs is
an array of the Al CEType.

Read-write HAMbde of type HAMbdeVal ues to carry the HA node
used by the FE

3. Added one additional event, PrimaryCEChanged, reporting the new
master CE I D when there is a mastership change

Si nce no conponent from FEPO vl has been changed, FEPO v1.1 retains
backwards conpatibility with CEs that know only version 1.0. These

CEs,

however, cannot make use of the HA options that the new FEPO

provi des.

3.2. FEPO Processing

The FE' s FEPO LFB version 1.1 Al CEs table contains all the CE | Ds

with which the FE may connect and associ ate.

The ordering of the CE

IDs in this table defines the priority order in which an FE will
connect to the CEs. This table is provisioned initially fromthe
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configuration plane (FEM. 1In the pre-association phase, the first
CE (lowest table index) in the AllCEs table MJST be the first CE with
which the FE will attenpt to connect and associate. |If the FE fails
to connect and associate with the first listed CE, it will attenpt to

connect to the second CE and so forth, and it cycles back to the
begi nning of the list until there is a successful association. The
FE MJUST associate with at |east one CE. Upon a successfu
associ ati on, a conponent of the FEPO LFB, specifically the CEID
conponent, identifies the current associated master CE

VWile it would be nmuch sinpler to have the FE not respond to any
nessages froma CE other than the master, in practice it has been
found to be useful to respond to queries and heartbeats from backup
CEs. For this reason, we allow backup CEs to issue queries to the
FE. Configuration nmessages (SET/DEL) from backup CEs MJST be dropped
by the FE and | ogged as received errors.

Asynchronous events that the naster CE has subscribed to, as well as
heart beats, are sent to all associated CEs. Packet redirects
continue to be sent only to the master CE. The Heartbeat Interval,
the CE Heartbeat (CEHB) policy, and the FE Heartbeat (FEHB) policy
are global for all CEs (and changed only by the naster CE)

Figure 4 illustrates the state nachine that facilitates connection
recovery with HA enabl ed
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FE tries to associate

Foa>o e +
| |
(CE changes naster || |
CE issues Teardown || R V----+
Lost association) & | Pre-association
CE failover policy = 0 | (Association |
e >-->- -3 in +<-- - -+
| | progress) | |
| | | |
| Fomm e - Fomm e - + |
| CE Association | | CEFTI
| Response Y, | timer
| R + | expires
| | FE i ssues CEPri mar yDown n
| | FE i ssues Pri mar yCEChanged n
| \ |
R U + S R, +---- - +
| | (CE changes master || | Not
| | CE issues Teardown || | Associ ated
| | Lost association) & | S +
| Associated | CE failover policy = 1 |(My | find first
| | | Continue | associated v
I I So------ So----- >| Forwarding)| CE or retry]
| | Start CEFTI tiner | | associating
| | | ERSEEEETEEES +
| | | |
Fomm e e oo - + S F--- -+
|
A Found | associated CE
| or newy | associated CE
| Y
| (Cancel CEFTI tinmer) |
+ +

FE i ssues CEPri maryDown event
FE i ssues Pri maryCEChanged event

Figure 4: FE State Machi ne Considering HA

Once the FE has associated with a master CE, it noves to the post-
associ ati on phase (associated state). It is assunmed that the master
CE will communicate with other CEs within the NE for the purpose of
synchroni zation via the CE-CE interface. The CE-CE interface is out
of scope for this docunent. An election result anbngst CEs may
result in the desire to change the mastership to a different

associ ated CE;, at which point, the current assumed naster CE will
instruct the FE to use a different master CE
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FE CE#1 CE#2 ... CE#N
| | | |
| Association Establishment | | |
| Capabi liti es Exchange | | |
LS > | |
| | | |
| State Update | | |
2 | > | |
| o ] | |
| Associ ati on Establ i shnent | |
| Capabi liti es Exchange | |
Kl R e >| |
' iAssoci ation Establishnent, ' Cépabi [iti es' E;(change' |
BN  Smmm e >|
| | | |
I SRREEEEEEEEEEEEEEE > | |
P R N | |
| FAI LURE | |
| | | |
| Event Report (LastCElID changed) | |
I I e >l------- >|
| Event Report (CE#2 is new naster) | |
R I e >l------- >|
| | |
A RS e R R >| |

Figure 5: CE Failover for Hot Standby

VWile in the post-association phase, if the CE failover policy is set
to 1 and the HAMbde is set to 2 (hot standby), then the FE, after
successfully associating with the master CE, MUST attenpt to connect
and associate with all the CEs of which it is aware. Figure 5, steps
#1 and #2 illustrates the FE associating with CE#1 as the master, and
then proceeding to steps #31 to #3N, it shows the association with
backup CEs CE#2 to CE#N. If the FE fails to connect or associate
with some CEs, the FE MAY flag them as unreachable to avoid
continuous attenpts to connect. The FE MAY try to re-associate with
unr eachabl e CEs when possi bl e.

When the master CE, for any reason, is considered to be down, then

the FE MUST try to find the first associated CE fromthe list of all
CEs in a round-robin fashion.
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If the FE is unable to find an associated FE in its list of CEs, then
it MUST attenpt to connect and associate with the first fromthe |ist
of all CEs and continue in a round-robin fashion until it connects
and associates with a CE or the CEFTI timer expires.

Once the FE selects an associated CE to use as the new naster, the FE
i ssues a PrimaryCEDown Event Notification to all associated CEs to
notify themthat the last primary CE went down (and what its identity
was); a second event, PrimaryCEChanged, identifying the new master CE
is sent as well to identify which CE the reporting FE considers to be
the new naster.

In nost HA architectures, there exists the possibility of split
brain. However, in our setup, since the FE will never accept any
configurati on nmessages from any other than the master CE, we consider
the FE to be fenced against data corruption fromthe other CEs that
consi der thenselves as the master. The split-brain issue becones
nostly a CE-CE comuni cation problem which is considered to be out
of scope.

By virtue of having nultiple CE connections, the FE switchover to a
new master CE will be relatively much faster. The overall effect is
i mproving the NE recovery tinme in case of communication failure or
faults of the master CE. This satisfies the requirenent we set to
fulfill.

4. | ANA Consi derations
Foll owing the policies outlined in "CGuidelines for Witing an | ANA
Consi derations Section in RFCs" [RFC5226], the "Logical Functiona
Bl ock (LFB) O ass Nanes and C ass ldentifiers" nanespace has been
updat ed.
A new colum, LFB version, has been added to the table after the LFB
Cl ass Name. The table now reads as foll ows:

| LFB d ass | LFB Cdass | LFB | Description | Reference
| I dentifier | Nanme | Version | | |

Logi cal Functional Block (LFB) Class Nanes and Class ldentifiers

The rules defined in [ RFC5812] apply, with the addition that entries
must provide the LFB version as a string.
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Upon publication of this docunment, all current entries are assigned a
val ue of 1.0.

New versions of already defined LFBs MJST NOT renove the previous
version entries.

It woul d make sense to have LFB versions appear in sequence in the
registry. The table SHOULD be sorted, and the sorting should be done
by Class IDfirst and then by version

Thi s docunent introduces the FE Protocol bject version 1.1 as

fol | ows:

Fom o S Fomm e o e e e e e oo Fom e +
| LFB Cass | LFB | LFB | Descri ption | Reference

| ldentifier | Cass | Version | | |
| | Name | | | |
S Fomm e m e R T SR +
| 2 | FE | 1.1 | Defines parameters | [RFC7121]

| | Protocol | | for the ForCES |

| | Object | | protocol operation | |
Fomm e oo - Fomm oo - S o m e e e e aa o - S +

Logi cal Functional Block (LFB) Class Nanes and Class ldentifiers
5. Security Considerations

Security considerations, as defined in Section 9 of [RFC5810], apply
to securing each CE-FE communication. Miltiple CEs associated with
the same FE still require the sane procedure to be followed on a per-
associ ati on basi s.

It should be noted that since the FE is initiating the association
with a CE, a CE cannot initiate association with the FE and such
messages will be dropped. Thus, the FE is secured from rogue CEs
that are attenpting to associate with it.

CE inplenmenters should have in mnd that once associated, the FE
cannot di stingui sh whether the CE has been conproni sed or has been
mal f uncti oni ng while not |osing connectivity. Securing the CE is out
of scope of this document.

Wiile the CE-CE plane is outside the current scope of ForCES, we

recogni ze that it nay be subjected to attacks that may affect the CE-
FE conmuni cati on.
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The foll owi ng considerations shoul d be nmade:

1. Secure conmuni cation channels should be used between CEs for
coordi nati on and keeping of state to at |east avoid connection of
mal i ci ous CEs.

2. The master CE should take into account DoS and Distri buted
Deni al - of - Servi ce (DDoS) attacks from malicious or mal functioning
CEs.

3. CEs should take into account the split-brain issue. There are
currently two fail-safes in the FE: Firstly, the FE has the CEID
conponent that denotes which CEis the master. Secondly, the FE
does not allow BackupCEs to configure the FE. However, backup
CEs that consider that the master CE has dropped shoul d, as
masters themsel ves, first do a sanity check and query the FE CEI D
conmponent .
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Appendi x A.  New FEPO Ver si on
The xm has been validated against the schema defined in [ RFC5812].

<LFBLi brary xm ns="urn:ietf:params: xm :ns:forces:|fbnodel:1.0"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance"
xsi : noNamespaceSchenmalLocat i on="1f b- schenma. xsd" provi des="FEPQO' >
<l-- XXX -->
<dat aTypeDef s>
<dat aTypeDef >
<name>CEHBPol i cyVal ues</ name>
<synopsi s>
The possi bl e values of the CE Heartbeat policy
</ synopsi s>
<at omi c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nanme>CEHBPol i cy0</ nane>
<synopsi s>
The CE will send heartbeats to the FE
every CEHDI timeout if no other messages
have been sent since.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nane>CEHBPol i cy1l</ name>
<synopsi s>
The CE will not send heartbeats to the FE
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ at oni c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>FEHBPol i cyVal ues</ nane>
<synopsi s>
The possi bl e values of the FE Heartbeat policy
</ synopsi s>
<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nane>FEHBPol i cy0</ name>
<synopsi s>
The FE will not generate any heartbeats to the CE
</ synopsi s>
</ speci al Val ue>
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<speci al vVal ue val ue="1">
<nanme>FEHBPol i cy1l</ name>
<synopsi s>
The FE generates heartbeats to the CE every FEH
if no other nmessages have been sent to the CE
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atoni c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>FERest art Pol i cyVal ues</ nane>
<synopsi s>
The possi bl e values of the FE restart policy
</ synopsi s>
<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nanme>FERest art Pol i cy0</ nane>
<synopsi s>
The FE restarts its state from scratch
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<name>HAMbdeVal ues</ nane>
<synopsi s>
The possi bl e val ues of HA nobdes
</ synopsi s>
<at omi c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nanme>NoHA</ nane>
<synopsi s>
The FE is not running in HA node
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="1">
<nane>Col dSt andby</ nane>
<synopsi s>
The FE is running in HA node col d standby
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="2">
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<nane>Hot St andby</ nane>
<synopsi s>
The FE is running in HA node hot standby
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>CEFai | over Pol i cyVal ues</ name>
<synopsi s>
The possi bl e values of the CE fail over policy
</ synopsi s>
<at omi c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nane>CEFai | over Pol i cy0</ nane>
<synopsi s>
The FE should stop functioning i medi ately and
transition to the FE OperDi sable state
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="1">
<nane>CEFai | over Pol i cyl</ nane>
<synopsi s>
The FE shoul d continue forwardi ng even without an
associ ated CE for CEFTI. The FE goes to FE
Oper Di sabl e when the CEFTI expires and there is no
associ ation. Requires graceful restart support.
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>FEHACapab</ nane>
<synopsi s>
The supported HA features
</ synopsi s>
<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nanme>G acef ul | Rest art </ nanme>
<synopsi s>
The FE supports graceful restart
</ synopsi s>
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</ speci al Val ue>
<speci al Val ue val ue="1">
<name>HA</ nane>
<synopsi s>
The FE supports HA
</ synopsi s>
</ speci al Val ue>

</ speci al Val ues>
</ atoni c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>CESt at usType</ nane>
<synopsi s>Status val ues. Status for each CE</synopsi s>
<at omi c>
<baseType>uchar </ baseType>
<speci al Val ues>

Qgawa, et al

<speci al Val ue val ue="0">
<nanme>Di sconnect ed</ nane>
<synopsi s>No connection attenpt with the CE yet
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nanme>Connect ed</ nane>
<synopsi s>The FE connection with the CE at the TM.
has been conpl et ed
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="2">
<nanme>Associ at ed</ nane>
<synopsi s>The FE has associated with the CE
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="3">
<name>| sMast er </ nane>
<synopsi s>The CE is the master (and associ at ed)
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="4">
<nane>Lost Connect i on</ name>
<synopsi s>The FE was associated with the CE but
| ost the connection
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="5">
<nane>Unr eachabl e</ name>
<synopsi s>The CE is deened as unreachabl e by the FE
</ synopsi s>
</ speci al Val ue>
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</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>St ati sti csType</ name>
<synopsi s>Statistics Definition</synopsis>
<struct>
<conponent conponent| D="1">
<nane>RecvPacket s</ name>
<synopsi s>Packet s recei ved</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>RecvEr r Packet s</ name>
<synopsi s>Packets received fromthe CE with errors
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>RecvByt es</ nhane>
<synopsi s>Bytes received fromthe CE</synopsis>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent | D="4">
<nanme>RecVEr r Byt es</ nane>
<synopsi s>Bytes received fromthe CE in Error</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="5">
<nanme>Txm t Packet s</ nane>
<synopsi s>Packets transmtted to the CE</synopsis>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="6">
<name>Txm t Err Packet s</ nane>
<synopsi s>
Packets transmtted to the CE that
incurred errors
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent| D="7">
<nanme>Txmi t Byt es</ nane>
<synopsi s>Bytes transmitted to the CE</synopsis>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="8">
<nanme>Txm t Er r Byt es</ nane>
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<synopsi s>
Bytes transmitted to the CE that
incurred errors
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Al | CEType</ nane>
<synopsi s>Tabl e type for the Al I CE conmponent </ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>CEl D</ nane>
<synopsi s>l D of the CE</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent | D="2">
<nane>St ati sti cs</ name>
<synopsi s>Statistics per the CE</synopsis>
<typeRef >Stati sti csType</typeRef >
</ conponent >
<conponent conponent| D="3">
<nane>CESt at us</ nane>
<synopsi s>Status of the CE</synopsis>
<t ypeRef >CESt at usType</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
</ dat aTypeDef s>
<LFBC assDef s>
<LFBC assDef LFBC asslD="2">
<nanme>FEPO</ nanme>
<synopsi s>
The FE Protocol Object, with new CEHA
</ synopsi s>
<versi on>1. 1</ ver si on>
<conponent s>
<conponent comnponent| D="1" access="read-only">
<name>Cur r ent Runni ngVer si on</ nane>
<synopsi s>Currently running the ForCES versi on</synopsi s>
<t ypeRef >uchar </ t ypeRef >
</ conponent >
<conponent conponent| D="2" access="read-only">
<nane>FEl D</ nanme>
<synopsi s>Uni cast FEI D</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
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<conponent conponent| D="3" access="read-wite">
<nanme>Muil ti cast FEI Ds</ name>
<synopsi s>
The table of all nulticast IDs
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent component| D="4" access="read-wite">
<name>CEHBPol i cy</ nane>
<synopsi s>
The CE Heartbeat policy
</ synopsi s>
<t ypeRef >CEHBPol i cyVal ues</t ypeRef >
</ conponent >
<conponent component| D="5" access="read-wite">
<nane>CEHDI </ nane>
<synopsi s>
The CE Hearthbeat Dead Interval in mllise
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="6" access="read-wite">
<nanme>FEHBPol i cy</ nane>
<synopsi s>
The FE Heartbeat policy
</ synopsi s>
<t ypeRef >FEHBPol i cyVal ues</t ypeRef >
</ conponent >
<conponent conponent| D="7" access="read-wite">
<nanme>FEH </ nane>
<synopsi s>
The FE Heartbeat Interval in mlliseconds
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="8" access="read-wite">
<nane>CEl D</ nane>
<synopsi s>
The primary CE this FE is associated with
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="9" access="read-wite">
<nane>BackupCEs</ nane>
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<synopsi s>
The tabl e of all backup CEs other than the
primary
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="10" access="read-wite">
<nane>CEFai | over Pol i cy</ nane>
<synopsi s>
The CE failover policy
</ synopsi s>
<t ypeRef >CEFai | over Pol i cyVal ues</t ypeRef >
</ conponent >
<conponent component| D="11" access="read-wite">
<nanme>CEFTI </ nane>
<synopsi s>
The CE Failover Tineout Interval in mlliseconds
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent comnponent| D="12" access="read-wite">
<nane>FERest art Pol i cy</ nane>
<synopsi s>
The FE restart policy
</ synopsi s>
<t ypeRef >FERest ar t Pol i cyVal ues</t ypeRef >
</ conponent >
<conponent conponent| D="13" access="read-wite">
<nane>Last CEl D</ nane>
<synopsi s>
The primary CE this FE was | ast associ at ed
with
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="14" access="read-wite">
<nane>HAMode</ name>
<synopsi s>
The HA node used
</ synopsi s>
<t ypeRef >HAMbdeVal ues</t ypeRef >
</ conponent >
<conponent conponent| D="15" access="read-only">
<nanme>Al | CEs</ name>
<synopsi s>The table of all CEs</synopsis>
<array type="vari abl e-si ze">
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<t ypeRef >Al | CEType</t ypeRef >
</ array>
</ conponent >
</ conponent s>
<capabilities>
<capability conponent| D="30">
<nane>Support abl eVer si ons</ nane>
<synopsi s>
The tabl e of ForCES versions that FE supports
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >uchar </ t ypeRef >
</ array>
</ capability>
<capability conponent| D="31">
<name>HACapabi | i ti es</ name>
<synopsi s>
The tabl e of HA capabilities the FE supports
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >FEHACapab</ t ypeRef >
</ array>
</ capability>
</capabilities>
<events basel D="61">
<event event|D="1">
<nane>Pr i mar y CEDown</ nane>
<synopsi s>
The primary CE has changed
</ synopsi s>
<event Tar get >
<event Fi el d>Last CEl D</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<event Report >
<event Fi el d>Last CEl D</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event eventl|D="2">
<nane>Pr i mar yCEChanged</ nane>
<synopsi s>A new primary CE has been sel ected
</ synopsi s>
<event Tar get >
<event Fi el d>CEl D</ event Fi el d>
</ event Tar get >
<event Changed/ >
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<event Report s>
<event Report >
<event Fi el d>CEI D</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
</ event s>
</ LFBC assDef >
</ LFBd assDef s>
</ LFBLi brary>
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