| ndependent Subni ssi on B. Manni ng
Request for Comments: 6804 November 2012
Category: Historic

| SSN: 2070-1721

Dl SCOVER: Supporting Multicast DNS Queries
Abst r act

Thi s docunent describes the DI SCOVER opcode, an experinenta
extension to the Domain Nanme System (DNS) to use nulticast queries
for resource discovery. This opcode was tested in experiments run
during 1995 and 1996 for the Topol ogy Based Donai n Search (TBDS)
project. This project is no |onger active and there are no current
plans to restart it. TBDS was the first known use of multicast
transport for DNS. A client nulticasts a DNS query using the

DI SCOVER opcode and processes the nultiple responses that may result.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for the historical record

Thi s docunent defines a Historic Docunent for the Internet conmunity.
This is a contribution to the RFC Series, independently of any ot her
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and nakes no statenment about its value for

i mpl enentati on or deploynment. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6804.

Copyri ght Notice

Copyright (c) 2012 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this document. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent.
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1

| ntroducti on

The TBDS proj ect devel oped extensions to existing network services to
enabl e software for clients and servers of an application to become
nore resilient to changes in topol ogy by dynam cally sensing changes
and swi tching between client/server and peer-peer methods for both
end-systemto-server and server-to-server conmunications.

The first existing network service to be investigated was the Domain
Nane Systens (DNS), which is used to map synmbolic Internet names to
nuneric Internet addresses. Based upon a hierarchical tree
structure, the DNS relies upon uninterrupted connectivity of nodes to
a special set of static, nmanually configured root servers. To

i mprove the robustness and availability of the DNS service, TBDS
devel oped and defi ned enhancenents that enable nodes to map nanes to
nunbers wi thout the need for uninterrupted connectivity to the
Internet root servers. These techniques were autonmated, allow ng
transition between connected and unconnected operations to be done
wi t hout direct human intervention.

These enhancenments to the DNS server code are based on the open
source BIND to support reception and processing of multicast packets.

Pr oof - of - concept nodifications to BIND 8.1.2 were nmade to show t hat
nmul ticast awareness could be added to BIND. An anal ysis was nade of
the existing DNS code depl oynment and t he schedul e of new feature
depl oyment so that we could synchronize TBDS with a nore appropriate
code base. Testing identified a race condition due to overl oadi ng
the semantics of the DNS opcode that was used to comrunicate to
servers.

This race condition was explored within the | ETF regardi ng use of

exi sting DNS opcodes. Discussion within the teamand with others in
the 1ETF led to the idea that we needed a new opcode that would not
overl|l oad the semantics of existing opcodes. The original DNS design
specification presunes that few clients exist that woul d share combn
DNS data. To correct this problem a new opcode was designed to

di sanbi guate TBDS requests from normal naneserver requests.

In the standard Domai n Name System (DNS) [1] [2], queries are always
uni cast using the QUERY opcode. The TBDS research project [5],
funded under DARPA grant F30602-99-1-0523, explored the use of

mul ticast DNS [1] [2] queries for resource discovery by autononous,
nobi | e nodes in di sconnected networks. The operations nodel is
covered in the TBDS documentation. Muilticast queries may return
multiple replies, while the standard DNS QUERY operation (see
Sections 3.7, 4.3, and 5 of RFC 1034 [1]; and Section 4.1.1 of RFC
1035 [2]) expects a single reply. Instead of extending the QUERY
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opcode, the project devel oped and tested a new query operation,

DI SCOVER, that was designed to accommpdate nultiple responses froma
mul ticast query. The ability to accept multiple replies provides a
basis for discrimnation of man-in-the-mddle attacks, which succeed
by being the first to respond. Use of DI SCOVER requires the use of
caching in the receiver, so the epheneral nature of stub resolvers is
pr ecl uded.

This menmo docunents the processing rules for DI SCOVER, for possible
i ncorporation in a future revision of the DNS specification

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in BCP 14, RFC 2119 [3].

2. DI SCOVER Processing Rul es

A requester will send a D SCOVER query nessage to a multicast
destinati on address, with sone particular nulticast scope. The
requester nust be prepared to receive multiple replies fromnultiple
responders, although we expect that there will be a single reply per
r esponder.

DI SCOVER responses (i.e., response nessages from DI SCOVER queri es)
have standard Answer, Authority, and Additional sections. For
exanpl e, the DI SCOVER response is the sane as the response to a QUERY
operation. Zero-content answers should not be sent, to avoid badly
formed or unfulfilled requests. Responses should be sent to the

uni cast address of the requester, and the source address shoul d
reflect the unicast address of the responder. Dl SCOVER responses may
echo the request’s Question section or leave it blank, just as for
QUERY.

DI SCOVER works |i ke QUERY, with the foll owi ng exceptions:

1. The Question section of a DI SCOVER operation contains
<QNAME=zonenane, QTYPE=SOA> tuples, if the section is present.

Wthin TBDS, this structure was augnmented with:
<NAME=servi ce, QTYPE=SRV>. Wile this worked, it would be

cl eaner to ask the SRV question in a separate pass; any future
wor k should take this into consideration

2. I f QDCOUNT equals 0, then only servers willing to do recursion

shoul d answer; other servers nust silently discard a D SCOVER
request with QDCOUNT equal s O.
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3. If QDCOUNT is not equal to O, then only servers that are
authoritative for the zones naned by some QNAME shoul d answer.

Hence, replies to DI SCOVER queries will always be authoritative or
el se have RA (Recursion Avail able) set.

3. Using DI SCOVER Queri es
3.1. Perform ng Host Lookups
To perform a hostnane | ookup using D SCOVER, a node coul d

o Compute the zone nane of the enclosing in-addr.arpa, ip6.int,
or ip6.arpa donmin.

o DI SCOVER whet her any in-scope server(s) are authoritative for
this zone.

If so, query these authoritative servers for |oca
i n-addr/i p6 names.

o If not, DI SCOVER whether there are recursive servers avail abl e

If so, query these recursive servers for local in-addr/ip6
nanes.

The requester can determine fromthe replies whether there are
any DNS servers that are authoritative (or support recursion)
for the zone.

0 Once the host’s Fully Qualified Domain Name (FQDN) is known,
repeat the process to discover the closest enclosing
authoritative server for this |ocal nane.

o Cache all NS and A data learned in this process, respecting
Times To Live (TTLs).

3.2. Perform ng Service Lookups

To | ookup a service nane using DI SCOVER, the follow ng steps may be
used:

o Use DI SCOVER as outlined in Section 3.1 to perform
get host byaddr () and t hen get host bynane() on one’s own | i nk-
| ocal address. This gives a list of local authoritative
servers.
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o Assune that the closest enclosing zone for which an
aut horitative server responds to an in-scope DI SCOVER nessage
is this host’s "parent domain", and compute the SRV nane as

_service._transport.*. parentdonain.

This is a change to the definition provided in RFC 1034 [1]. A
wi I dcard | abel ("*") in the QNAME used in a DNS nessage with

t he opcode DI SCOVER shoul d be evaluated with special rules: the
wi | dcard should match any | abel for which the DNS server data
is authoritative. For exanple 'x.*.exanple.com’ would match
"X.y.exanple.com’ and 'x.yy.exanple.com’, provided that the
server was authoritative for 'exanple.com’

o Finally, send an SRV query for this SRV nanme to the di scovered
| ocal authoritative servers to conplete the getservbynane()
cal l.

This call returns a structure that can be popul ated by response
val ues, as foll ows:

S_nane The nane of the service, " _service" w thout the
precedi ng underscore.

s_aliases The nanes returned in the SRV Resource Records (RRs)
inreplies to the query.

s_port The port nunber in the SRV RRs replies to the query.
If these port nunbers do not match, one of the port
nunbers is chosen, and only those nanes that
correspond are returned.

s_proto The transport protocol passed fromthe DNS process
using the " _transport" |abel, w thout the preceding
under score.

3.3. Using DI SCOVER for Disconnected Nanes

Dl SCOVER al | ows di scovery of a host (for exanple, a printer offering
LPD services) whose DNS server answers authoritatively for a domain
nane that hasn’'t been delegated to it, but is defined within sone

| ocal scope. Since DISCOVER is explicitly defined to discover

undel egat ed zones for tightly scoped queries, this behavior isn't a
violation of DNS s coherency principles. Note that a responder to
Dl SCOVER mi ght not be traditional DNS software, it could be special-
pur pose software.
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DI SCOVER usage for di sconnected networks with no authoritative
servers can be achieved using the follow ng conditions:

0 Hosts run a "stub authoritative server" that acts as though its
FQDN were a zone nane.

0 The conputed SOA gives the host’s FQDN as the MNAME, "." as the
ANAME, seconds-since-1Jan2000 as the SERI AL, and | ow constants
for EXPIRE and the other SQA tiners.

0 NS is used as the host’s FQDN

o The glue is conputed as the host’s |ink-local address, or hosts
may run a "DNS stub server" that acts as though its FQDN were a
zone nane.

The rul es governing the behavior of this server consist of a single
change to the nmethod of use, and no change what soever to the current
format of DNS packets. Specifically, this extension allows UDP DNS
queries, as docunented in RFC 1035, Sections 4.1.1, 4.1.2, and 4.2.1,
to be addressed to port 53 of statically assigned relative offset -4
within the range of multicast addresses defined as "admi nistratively
scoped” by Section 9 of RFC 2365 [6]. Wthin the full /8 of

adm ni stratively scoped addresses, this corresponds to the
destinati on address 239.255.255.251. Until the Milticast-Scope Zone
Announcenent Protocol (MZAP) or a similar protocol is inplenmented to
al l ow hosts to discover the extent of the local multicast scopes that
enclose them it is anticipated that inplementations will sinply
utilize the destination address 239. 255. 255.251. Queries sent via
nmul ticast MUST NOT request recursion

In order to receive nmulticasted queries, DNS server inplenentations
MUST listen on the -4 offset to their |ocal scope (as above, in the
absence of a method of determining the scope, this will be assunmed to
be relative to the full /8 allocated for admnistratively scoped

nmul ticast use, or 239.255.255.251) and respond via ordi nary uni cast
UDP to ONLY those queries for which they have a positive answer that
originated within a | ocally-configured zone file. That is, a server
MUST NOT answer a nulticasted query with cached information that it
recei ved from another server, nor may it request further resolution
fromother servers on behalf of a nulticasted query. A multicast-
capabl e server nay, however, utilize nmulticast queries to perform
further resolution on behalf of queries received via ordinary
unicast. This is referred to as "proxy" operation. Milticast-
enabl ed DNS servers MJST answer multicasted queries non-
authoritatively. That is, when responding to a query that was
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received via nulticast, they MJUST NOT include an NS record that
contains data that resolves back to their own |IP address and MJST NOT
set the AA bit.

Resol vers MUST anticipate receiving no replies to sone nmulticasted
qgueries, in the event that no nulticast-enabl ed DNS server

i npl enentations are active within the local scope, or in the event
that no positive responses exist to the transnitted query. That is,
a query for the MX record for host. domai n.com would go unanswered if
no | ocal server was able to resolve that request, if no MX record
exi sts for host.domain.com or if no |ocal servers were capable of
receiving nmulticast queries. The resolver that initiated the query
MUST treat such non-response as a non-cacheabl e negative response.
Since this multicast transm ssion does not provide reliable delivery,
resol vers MAY repeat the transm ssion of a query in order to assure
thensel ves that is has been received by any hosts capabl e of
answering; however, any resolvers that repeat a query MJST increase
the interval by a factor of two between each repetition. It is nore
i kely, however, that any repeated queries wll be perforned under
the explicit direction of the application driving the query, rather
than aut ononously by the resol ver inplenentation.

It will often be the case that nulticast queries will result in
responses fromnultiple servers. 1In the event that the multicast
guery was generated via a current APl such as gethostbyname, or as
the result of a proxy operation, the first response received nust be
passed to the requesting application or host, and all subsequently
recei ved responses must be discarded. Future multicast-aware APIs
that use DI SCOVER shoul d anticipate receiving multiple independent RR
sets in response to queries and using external heuristics for

sel ecting the nost appropriate RR set.

Such servers shoul d answer DI SCOVER packets for its zone, and will be
found by the iterative "di scover closest enclosing authority server"
by DI SCOVER clients, in either the gethostbynane() or SRV cases
descri bed above. Note that stub servers answer only with zone names
that exactly match QNAME' s, not with zone nanes that are owned by

ONAME' s.
4. | ANA Consi derations
At such time as this idea mght be considered for a future addition

to the DNS protocol, | ANA would need to assign a value for the
opcode.
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5.

7.

7.

Security Considerations

The foll owi ng paragraph on security considerations was witten very
early in the use and exploration of IP multicast and, as such
represents a fairly naive view on the type and scope of exploits that
are enabl ed through the use of IP nulticast. A nore up-to-date

under standi ng of multicast security considerations may be found in
RFC 5294 [4].

No new security considerations are known to be introduced with a new
DNS query operation. However, using multicast for service discovery
has the potential for denial of service fromflooding attacks. How
to scope nmulticast is not part of the DI SCOVER processing rules. It
may al so be possible to enable deliberate msconfiguration of clients
sinply by running a malicious DNS server that falsely clains to be
authoritative for del egations. One possible way to mitigate this
threat is to use credentials, such as CERT resource records within an
RR set. The TBDS project took this approach. TBDS did not directly
utilize DNS Security (DNSSEC), so possible interactions with DNSSEC
awar e/ - capabl e servers are unknown.
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