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1. Introduction

Mul tiple-interface hosts face several challenges not faced by single-
interface hosts, some of which are described in the nultiple
interfaces (MF) problemstatenent [RFC6418]. This docunent

sunmari zes how current inplenmentations deal with the problens
identified in the MF problem statenent.

Publicly available information about the nultiple-interface solutions
i mpl enented in some widely used operating systens, including both
nobi | e handset and desktop operating systenms, is collected in this
docunent, including Nokia S60 [ S60], M crosoft Wndows Mobile

[ W NDOWSMOBI LE], Bl ackberry [ BLACKBERRY], Google Android [ ANDRO D],

M crosoft Wndows, Linux, and BSD based operating systens.

2. Summary of Current Approaches

This section sunmmari zes current approaches that are used to resolve
the multiple-interface i ssues described in the MF probl em st at enent
[ RFC6418]. These approaches can be broken down into three major

cat egori es:

o Centralized connection managenent

o Per-application connection settings

o Stack-level solutions to specific problens
2.1. Centralized Connection Managenent

It is a common practice for nobile handset operating systens to use a
centralized connection nmanager that perfornms network interface

sel ection based on application or user input. However, connection
managers usually restrict the problemto the selection of the
interface and do not cope with selection of the provisioning domain
as defined in [RFC6418]. The information used by the connection
nmanager nmay be progranmed into an application or provisioned on a
handset -wi de basis. Wen infornmation is not available to nmake an

i nterface selection, the connection nanager will query the user to
choose between avail abl e choi ces.

Routing tables are not typically used for network interface sel ection
when a connection manager is in use, as the criteria for network
selection is not strictly |IP-based but is al so dependent on ot her
properties of the interface (cost, type, etc.). Furthernore,

mul tiple overlapping private | Pv4 address spaces are often exposed to
a multiple-interface host, making it difficult to make interface

sel ection decisions based on prefix matching.
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2.2. Per-Application Connection Settings

I n nobi |l e handsets, applications are often involved in choosing what
interface and rel ated configuration information should be used. |In
some cases, the application selects the interface directly, and in
ot her cases, the application provides nore abstract information to a
connection manager that makes the final interface choice.

2.3. Stack-Level Solutions to Specific Problens

In nost desktop operating systems, multiple-interface problens are
dealt with in the stack and rel ated conponents, based on system

| evel configuration information, without the benefit of input from
applications or users. These solutions tend to map well to the
problenms listed in the problem statenent:

o DNS resolution issues
o Routing
0 Address selection policy

The configuration information for desktop systens comes from one of
the follow ng sources: DHCP, router advertisenments, proprietary
configuration systenms, or manual configuration. Wile these systens
uni versal ly accept | P address assignnent on a per-interface basis,
they differ in what set of information can be assigned on a per-

i nterface basis and what can be configured only on a per-system

basi s.

When choosi ng between nmultiple sets of information provided, these
systenms will typically give preference to information received on the
"primary" interface. The mechanism for designating the "primry"
interface differs by system

There is very little commpnality in how desktop operating systemns
handl e nmultiple sets of configuration information, with notable
vari ati ons between different versions of the sane operating system
and/or within different software packages built for the same
operating system Although these systens differ widely, it is not
clear that any of them provide a conpletely satisfactory user
experience in multiple-interface environnents.

The foll owi ng sections discuss sone of the solutions used in each of
the areas raised in the MF probl em statenent.
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2.3.1. DNS Resolution |Issues

There is very little commonality in how desktop operating systemns
handl e the DNS server list. Sone systens support per-interface DNS
server lists, while others only support a single systemw de |ist.

On hosts with per-interface DNS server lists, different nechanisns
are used to determnmine which DNS server is contacted for a given
query. In nost cases, the first DNS server listed on the "prinmary"
interface is queried first, with back off to other servers if an
answer is not received.

Systens that support a single systemw de list differ in how they
sel ect which DNS server to use in cases where they receive nore than
one DNS server list to configure (e.g., fromDHCP on nultiple
interfaces). Some accept the information received on the "prinmary"
interface, while others use either the first or |last set DNS server
list configured.

2.3.2. First-Hop Sel ection

Routing information is also handled differently on different desktop
operating systens. VWhile all systens maintain sone sort of routing
cache, to handle redirects and/or statically configured routes, nost
packets are routed based on configured default gateway infornmation.

Sone systens do allow the configuration of different default router
lists for different interfaces. These systens will always choose the
default gateway on the interface with the |owest routing netric, with
di fferent behavior when two or nore interfaces have the sanme routing
metric.

Most systens do not allow the configuration of nore than one default
router list, choosing instead to use the first or |ast default router
list configured and/or the router |list configured on the "primry"
interface.

2.3.3. Address Selection Policy

There is sonewhat nore comonality in how desktop hosts handl e
address selection. Applications typically provide the destination
address for an outgoing packet, and the IP stack is responsible for
pi cki ng the source address.

| Pv6 specifies a specific source address sel ection mechanismin

[ RFC3484], and several systens inplenent this nmechanismwith simlar
support for 1Pv4. However, many systenms do not provide any mechani sm
to update this default policy, and there is no standard way to do so.
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In sone cases, the routing decision (including which interface to
use) is nmade before source address selection is perforned, and a
source address is chosen fromthe outbound interface. In other
cases, source address selection is perforned before, or independently
from outbound interface selection

3. Current Practices in Some Operating Systemns

The material presented in this section is derived fromcontributions
frompeople famliar with the operating systens described (see
Section 6 a list of these individuals). The authors and the |IETF
take no position about the operating systens described and understand
that other operating systens also exist. Furthernore, it should be
under st ood that Section 3 describes particular behaviors that were
believed to be current at the tine this docunent was witten: earlier
and | ater versions of the operating systens described may exhibit

di fferent behaviors. Please refer to the References section for
pointers to original docurmentation, including further details.

3.1. Mbbile Handset Operating Systens

Cel lul ar devices typically run a variety of applications in parallel
each with different requirenments for I P connectivity. A typica
scenario is shown in Figure 1, where a cellular device is utilizing
Wrel ess Local Area Network (W.AN) access for web browsing and
CGeneral Packet Radi o Service (GPRS) access for transferring

mul ti nedi a messages (MMB). Another typical scenario would be a real -
time Voice over IP (VolP) session over one network interface in
parallel with best-effort web browsing on another network interface.
Yet another typical scenario would be global Internet access through
one network interface and | ocal (e.g., corporate VPN) network access
t hrough anot her.

Web server MG Gat eway
| |
-+--Internet---- ----QOperator network--+-
| |
Fommmaas + Fommmaas +
| WLAN AP| | GGSN |
B + B +
| R + |
toeoo---- |Cellular|-------- +

| devi ce
S I +

A Cellular Device with Two Network | nterfaces

Figure 1
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D fferent network access technol ogies require different settings.

For exanple, WAN requires the Service Set Identifier (SSID), and the
GPRS network requires the Access Point Nane (APN) of the Gateway GPRS
Support Node (GGSN), anpbng ot her paraneters. It is conmon that

di fferent accesses lead to different destination networks (e.g., to
Internet, intranet, cellular network services, etc.).

3.1.1. Nokia S60 3rd Edition, Feature Pack 2

S60 is a software platformfor nobile devices running on the Synbian
operating system (0OS). S60 uses the concept of an Internet Access
Point (I AP) [S60] that contains all information required for opening
a network connection using a specific access technol ogy. A device
may have several |APs configured for different network technol ogies
and settings (multiple WAN SSIDs, GPRS APNs, dial-up nunbers, and so
forth). There may also be 'virtual’ |1APs that define paraneters
needed for tunnel establishment (e.g., for VPN).

For each application, a correct | AP needs to be selected at the point
when the application requires network connectivity. This is
essential, as the wong | AP may not be able to support the
application or reach the desired destination. For exanple, an MVB
application nust use the correct 1AP in order to reach the MVB

Gat eway, which typically is not accessible fromthe public Internet.
As anot her exanple, an application mght need to use the | AP
associated with its corporate VPN in order to reach interna
corporate servers. Binding applications to | APs avoi ds severa

probl ems, such as choosing the correct DNS server in the presence of

split DNS (as an application will use the DNS server list fromits
bound |1 AP) and overl apping private | Pv4 address spaces used for
different interfaces (as each application will use the default routes

fromits bound | AP).

If nultiple applications utilize the sane | AP, the underlying network
connection can typically be shared. This is often the case when
nmultiple Internet-using applications are running in parall el

The | AP for an application can be selected in nultiple ways:

o Statically: for exanple, froma configuration interface, via
client provisioning/device managenent system or at build-time.

o Manually by the user: for exanple, each tinme an application
starts, the user nay be asked to select the AP to use. This may
be needed, for exanple, if a user sonetinmes w shes to access his
corporate intranet and other times would prefer to access the
Internet directly.
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o Autonatically by the system after the destination network has
been selected statically or dynam cally.

The static approach is fine for certain applications, |ike M5 for
whi ch configuration can be provisioned by the network operator and
does not change often. Manual selection works but nay be seen as
troubl esonme by the user. An autonmtic sel ection mechani smneeds to
have sone way of knowi ng which destination network the user, or an
application, is trying access.

S60 3rd Edition, Feature Pack 2 introduces the concept of Service

Net wor k Access Points (SNAPs) that group together 1 APs that lead to
the same destination. This enables static or manual selection of the
destinati on network for an application and | eaves the probl em of

sel ecting the best of the available 1APs within a SNAP to the
operating system

When SNAPs are used, the operating systemcan notify applications
when a preferred AP, | eading to the sane destination, becones
avai |l abl e (for exanple, when a user cones wthin range of his hone
W.AN access point) or when the currently used | AP is no | onger
available. If so, applications have to reconnect via another |AP
(for example, when a user goes out of range of his home W.AN and nust
nove to the cellular network).

S60 3.2 does not support RFC 3484 for source address sel ection
mechani sns. Applications are tightly bound to the network interface
selected for themor by them For exanple, an application may be
connected to an | Pv6 3G connection, |IPv4 3G connection, WAN
connection, or VPN connection. The application can change between
the connections but uses only one at a tinme. |f the interface
happens to be dual -stack, then IPv4 is preferred over |Pv6.

DNS configuration is per-interface; an application bound to an
interface will always use the DNS settings for that interface.
Hence, the device itself renmenbers these pieces of information for
each interface separately.

S60 3.2 manages with totally overl appi ng addresses spaces. Each
interface can even have the sanme | Pv4 address configured on it

wi t hout issues because interfaces are kept totally separate from each
other. This inplies that interface selection has to be done at the
application |ayer, as fromthe network-1ayer point of view, a device
is not nultihomed in the | P-sense.

Pl ease see the S60 source docunentation for nore details and
screenshots [ S60] .
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3.1.2. Mcrosoft Wndows Mbile and W ndows Phone 7

M crosoft W ndows Mbile | everages a connection manager

[ WNDONSMOBI LE] to handle nultiple network connections. This
architecture centralizes and aut omates networ k connecti on

est abl i shnent and managenent and nakes it possible to automatically
sel ect a connection, to dial-in automatically or by user initiation
and to optim ze connection and shared resource usage. The connection
manager periodically re-evaluates the validity of the connection

sel ection. The connection nanager uses various attributes such as
cost, security, bandwidth, error rate, and latency in its decision
maki ng.

The connecti on nmanager selects the best possible connection for the
application based on the destination network the application w shes
to reach. The selection is made between avail abl e physical and
virtual connections (e.g., VPN, GPRS, WLAN, and wired Ethernet) that
are known to provide connectivity to the destination network, and the
sel ection is based on the costs associated with each connection
Different applications are bundled to use the sane network connection
when possible, but in conflict situations when a connection cannot be
shared, higher-priority applications take precedence, and the | ower-
priority applications |ose connectivity until the conflict situation
cl ears.

Duri ng operation, the connection manager opens new connecti ons as
needed and al so di sconnects unused or idle connections.

To optim ze resource use, such as battery power and bandw dth, the
connecti on manager enabl es applications to synchronize network
connection usage by allow ng applications to register their
requirements for periodic connectivity. An application is notified
when a suitabl e connection becones available for its use.

In conparison to Wndows Mbile connecti on managenent, W ndows Phone
7 updates the routing functionality in the case where the termna
can be attached simultaneously to several interfaces. Wndows Phone
7 selects the first hop corresponding to the interface that has a
lower metric. When there are multiple interfaces, the applications
systemw ||, by default, choose froman ordered |ist of available
interfaces. The default connection policy will prefer wred over

wi rel ess and WLAN over cellular. Hence, if an application wants to
use cellular 3G as the active interface when WLAN i s avail able, the
application needs to override the default connection mappi ng policy.
An application-specific mapping policy can be set via a Mcrosoft API
or provisioned by the Mobile Operator. The application, in

Wasserman & Seite I nf or mati onal [ Page 9]



RFC 6419 MF Current Practices November 2011

conpliance with the security nodel, can request connection type by
interface (WLAN, cellular), by minimuminterface speed (x kbit/s, y
Miit/s), or by name (Access Point Nane).

I n dual -stack systens, Wndows Mobile and W ndows Phone 7 inpl enent
address selection rules per [WNDS- RFC3484]. An administrator can
configure a policy table that can override the default behavi or of
the selection algorithnms. Note that the policy table specifies
precedence val ues and preferred source prefixes for destination
prefixes (see [RFC3484], Section 2.1 for details). |If the system has
not been configured, then the default policy table specified in

[ RFC3484] is used.

3.1.3. RIMBlackBerry

Dependi ng on the network configuration, applications in Research In
Motion (RIM Bl ackBerry devi ces [ BLACKBERRY] can use direct TCP/IP
connectivity or different application proxies to establish
connections over the wireless network. For instance, sonme wireless
service providers provide an Internet gateway to offer direct TCP/IP
connectivity to the Internet while sonme others can provide a Wreless
Application Protocol (WAP) gateway that allows HITP connections to
occur over WAP. It is also possible to use the BlackBerry Enterprise
Server [BLACKBERRY] as a network gateway. The Bl ackBerry Enterprise
Server provides an HTTP and TCP/IP proxy service to allow the
application to use it as a secure gateway for nanagi ng HTTP and
TCP/ I P connections to the intranet or the Internet. An application
connecting to the Internet can use either the Bl ackBerry Internet
Service or the Internet gateway of the w rel ess server provider or
direct Internet connectivity over WLAN to nmanage connections. The
probl em of gateway selection is supposed to be nanaged i ndependent!|y
by each application. For instance, an application can be designed to
al ways use the default Internet gateway, while another application
can be designed to use a preferred proxy when avail abl e.

A Bl ackBerry device [ BLACKBERRY] can be attached to nultiple networks
simul taneously (wireless/wired). |In this case, nultiple network
interfaces can be associated to a single IP stack or multiple IP
stacks. The device, or the application, can select the network
interface to be used in various ways. For instance, the device can
al ways map the applications to the default network interface (or the
default access network). Wen nmultiple IP stacks are associated to
nmultiple interfaces, the application can select the source address
corresponding to the preferred network interface. Per-interface IP
stacks al so allow to manage overl appi ng address spaces. Wen
multiple network interfaces are aggregated into a single |IP stack
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the device associ ates each application to the nore appropriate
network interface. The selection can be based on cost, type of
service (ToS), and/or user preference.

The Bl ackBerry uses per-interface DNS configuration; applications
bound to a specific interface will use the DNS settings for that
interface.

3.1.4. Google Android

Android is based on a Linux kernel and, in many situations, behaves
i ke a Linux device as described in Section 3.2.2. Per Linux,
Androi d can manage nultiple routing tables and relies on policy-based
routing associated with packet-filtering capabilities (see

Section 3.2.2.1 for details). Such a framework can be used to sol ve
conpl ex routing issue brought by nultiple interfaces termnals, e.g.
addr ess space overl appi ng.

For incom ng packets, Android inplenents the weak host nodel
[ RFC1122] on both IPv4 and | Pv6. However, Android can al so be
configured to support the strong host nodel.

Regardi ng DNS configuration, Android does not list the DNS servers in
the file /etc/resolv.conf, used by Linux. However, per Linux, DNS
configuration is node-scoped, even if DNS configuration can rely on
the DHCP client. For instance, the udhcp client [UDHCP], which is

al so avail able for Linux, can be used on Android. Each tinme new
configuration data is received by the host froma DHCP server,

regardl ess of which interface it is received on, the DHCP client
rewites the global configuration data with the nost recent

i nformation received.

Actually, the main difference between Linux and Android is on the
address sel ection mechanism Android versions prior to 2.2 sinply
prefer IPv6 connectivity over |Pv4. However, it should be noted
that, at the time of this witing, IPv6 is available only on WFi and
virtual interfaces but not on the cellular interface (without IPv6 in
| Pv4 encapsul ation). Android 2.2 has been updated with

[ ANDRO D- RFC3484], which inplenments sonme of the address sel ection
rules defined in [RFC3484]. All [RFC3484] rules are supported,

except rule 3 (avoid deprecated addresses), rule 4 (prefer hone
addresses), and rule 7 (prefer native transport). Also, rule 9 (use
| ongest matching prefix) has been nodified so it does not sort |Pv4
addr esses.

The Android reference docunmentati on describes the androi d. net package

[ ANDRO D] and the ConnectivityManager class that applications can use
to request the first hop to a specified destination address via a
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specified network interface (Third Generation Partnership Project
(3GPP) or WLAN). Applications also ask the connecti on nmanager for
permi ssion to start using a network feature. The connection manager
noni tors changes in network connectivity and attenpts to failover to
anot her network if connectivity to an active network is lost. Wen
there are changes in network connectivity, applications are notified.
Applications are also able to ask for information about all network
interfaces, including their availability, type, and other

i nf ormati on.

3.1.5. Qual comm Brew

This section describes how nultiple-interface support is handled by
Advanced Mobile Station Software (AMSS) that cones with Brew OS for
al |l Qual comm chi psets (e.g., Mbile Station Modem (MSM, Snapdragon
etc.). AMSS is a lowlevel connectivity platform on top of which
manuf acturers can build to provide the necessary connectivity to
applications. The interaction nodel between AMSS, the operating
system and the applications is not unique and depends on the design
chosen by the manufacturer. The Mbile OS can I et an application

i nvoke the AMSS directly (via APlI) or provide its own connection
manager that will request connectivity to the AVSS based on
applications needs. The interaction between the OS connection
manager and the applications is OS dependent.

AMSS supports a concept of netpolicy that allows each application to
specify the type of network connectivity desired. The netpolicy
contai ns parameters such as access technol ogy, |IP version type, and
network profile. Access technol ogy could be a specific technol ogy
type such as CDVA or WLAN or could be a group of technol ogies, such
as ANY_Cel lular or ANY Wreless. |P version could be one of |Pv4,

| Pv6, or Default. The network profile identifies a type of network
domain or service within a certain network technol ogy, such as 3GPP
APN or Mobile I'P Hone Agent. It also specifies all the mandatory
paranmeters required to connect to the domai n such authentication
credentials and other optional paraneters such as Quality of Service
(QS) attributes. Network profile is technology specific, and the
set of paraneters contained in the profile could vary for different
t echnol ogi es.

Two nodel s of network usage are supported:

o Applications requiring network connectivity specify an appropriate
netpolicy in order to select the desired network. The netpolicy
may match one or more network interfaces. The AMSS system
sel ection nodul e sel ects the best interface out of the ones that
mat ch the netpolicy based on various criteria such as cost, speed,
or other provisioned rules. The application explicitly starts the
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sel ected network interface and, as a result, the application also
gets bound to the corresponding network interface. Al outbound
packets fromthis application are always routed over this bound

i nterface using the source address of the interface.

o Applications may rely on a separate connection manager to contro
(e.g., start/stop) the network interface. In this nodel,
applications are not necessarily bound to any one interface. Al
out bound packets from such applications are routed on one of the
interfaces that match its netpolicy. The routing decision is nade
i ndividually for each packet and selects the best interface based
on the criteria described above and the destinati on address.
Source address is always assigned to the interface used to
transmt the packet.

Al of the routing/interface selection decisions are based on the
netpolicy and not just on the destination address to avoid the issue
of overlapping private |IPv4 addresses. This also allows nultiple
interfaces to be configured with the sane I P address, for exanple, to
handl e certain tunneling scenarios. Applications that do not specify
a netpolicy are routed by AMSS to the best possible interface using
the default netpolicy. Default netpolicy could be pre-defined or
provi sioned by the adm nistrator or operator. Hence, the default
interface could vary fromdevice to device and al so depends upon the
avai | abl e networks at any given tine.

AMSS al l ows each interface to be configured with its own set of DNS
configuration paraneters (e.g., list of DNS servers, dommin nanes,
etc.). The interface selected to make a DNS resolution is the one to
whi ch the application making the DNS query is bound. Applications
can al so specify a different netpolicy as part of the DNS request to
sel ect another interface for DNS resolution. Regardless, all the DNS
gueries are sent only over this selected interface using the DNS
configuration fromthe interface. DNS resolution is first attenpted
with the primary server configured in the interface. |If a response
is not received, the queries are sent to all the other servers
configured in the interface in a sequential nanner using a backoff
mechani sm

3.1.6. Leadcore Technol ogy Arena

Arena, a nobile OS based on Linux, provides a connection manager
which is described in [MFARENA] and [MF-REQS]. The Arena
connecti on manager provides a neans for applications to register
their connectivity requirenent. The connection manager can then
choose an interface that nmatches the application’s needs while
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consi dering other factors such as availability, cost, and stability.
Al so, the connection nmanager can handle multiple-interface issues
such as connection sharing.

3.2. Desktop Operating Systens
Mul tiple-interface i ssues al so occur in desktop environnents in those
cases where a desktop host has nmultiple (logical or physical)
i nterfaces connected to networks with different reachability
properties, such as one interface connected to the global Internet,
whi |l e another interface is connected to a corporate VPN

3.2.1. Mcrosoft Wndows
The nultiple-interface functionality currently inplemented in
M crosoft W ndows operation systens is described in nore detail in
[ MULTI HOM NG .

3.2.1.1. First-Hop Sel ection

It is possible, although not often desirable, to configure default

routers on nmore than one Wndows interface. 1In this configuration
Wndows will use the default route on the interface with the | owest
routing metric (i.e., the fastest interface). |If nmultiple interfaces

share the same metric, the behavior will differ based on the version
of Wndows in use. Prior to Wndows Vista, the packet would be
routed out of the first interface that was bound to the TCP/IP stack
the preferred interface. In Wndows Vista, host-to-router |oad
sharing [ RFC4311] is used for both IPv4 and | Pvé6.

3.2.1.2. CQutbound and | nbound Addresses

If the source address of the outgoing packet has not been determ ned
by the application, Wndows will choose fromthe addresses assigned
toits interfaces. Wndows inplenents [ RFC3484] for source address
selection in IPv6 and, in Wndows Vista, for IPv4. Prior to Wndows
Vista, IPv4 sinmply chose the first address on the outgoing interface.

For inconmi ng packets, Wndows will check if the destination address
mat ches one of the addresses assigned to its interfaces. Wndows has
i mpl enent ed the weak host nodel [RFC1122] on IPv4 in Wndows 2000,

W ndows XP, and W ndows Server 2003. The strong host nodel becane
the default for IPv4 in Wndows Vista and W ndows Server 2008;
however, the weak host nodel is available via per-interface
configuration. |Pv6 has always inplenmented the strong host nodel.
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3.2.1.3. DNS Configuration

Wndows largely relies on suffixes to solve DNS resol ution issues.
Suffixes are used for four different purposes:

1. DNS Suffix Search List (aka domain search list): suffix is added
to non-FQNs (Fully Qualified Domai n Nanes).

2. Interface-specific suffix list: allows sending different DNS
queries to different DNS servers.

3. Suffix to control Dynam c DNS Updates: determ nes which DNS
server will receive a dynamc update for a nane with a certain
suffix.

4. Suffix in the Name Resolution Policy Table [NRPT]: aids in
identifying a namespace that requires special handling (feature
avai l abl e only after Wndows 7 and its server counterpart,

W ndows Server 2008 R2).

However, this section focuses on the interface-specific suffix Iist
since it is the only suffix usage in the scope of this docunent.

DNS configuration information can be host-wide or interface specific.
Host-wi de DNS configuration is input via static configuration or, in
sites that use Active Directory, Mcrosoft’s Goup Policy.
Interface-specific DNS configuration can be input via static
configuration or via DHCP

The host-wi de configuration consists of a primary DNS suffix to be
used for the local host, as well as a list of suffixes that can be
appended to nanes being queried. Before Wndows Vista and W ndows
Server 2008, there was al so a host-wi de DNS server list that took

precedence over per-interface DNS configuration.

The interface-specific DNS configuration conprises an interface-
specific suffix list and a |ist of DNS server |P addresses.

W ndows uses a host-w de "effective" server list for an actual query,
where the effective server list may be different for different names.
In the list of DNS server addresses, the first server is considered
the "primary" server, with all other servers being secondary.

When a DNS query is perforned in Wndows, the query is first sent to

the primary DNS server on the preferred interface. If no response is
received in one second, the query is sent to the prinmary DNS servers
on all interfaces under consideration. |If no response is received

for 2 nore seconds, the DNS server sends the query to all of the DNS
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servers on the DNS server lists for all interfaces under
consideration. |If the host still doesn't receive a response after 4
seconds, it will send to all of the servers again and wait 8 seconds
for a response.

3.2.2. Linux and BSD Based Operating Systens
3.2.2.1. First-Hop Selection

In addition to the two commonly used routing tables (the |local and
main routing tables), the kernel can support up to 252 additiona
routing tables that can be added in the file /etc/iproute2/rt_tables.
A routing table can contain an arbitrary nunber of routes; the

sel ection of route is classically made according to the destination
address of the packet. Linux also provides nore flexible routing
sel ection based on the type of service, scope, and output interface.
In addition, since kernel version 2.2, Linux supports policy-based
routing using the nultiple routing tables capability and a routing
pol i cy database. This database contains routing rules used by the
kernel . Using policy-based routing, the source address, the ToS
flags, the interface name, and an "fwmark" (a mark added in the data
structure representing the packet) can be used as route sel ectors.

Pol i cy-based routing can be used in addition to Linux packet-

filtering capabilities, e.g., provided by the "iptables" tool. 1In a
mul tiple-interface context, this tool can be used to mark the
packets, i.e., assign a nunber to fwrark, in order to select the

routing rule according to the type of traffic. This mark can be
assigned according to parameters |ike protocol, source and/or
destinati on addresses, port nunber, and so on

Such a routing nanagenent framework allows nanagenent of conpl ex
situations such as address space overlapping. In this situation, the
adm ni strator can use packet marking and policy-based routing to

sel ect the correct interface.

3.2.2.2. Qutbound and | nbound Addresses

By default, source address selection follows the follow ng basics
rules. The initial source address for an outbound packet can be
chosen by the application using the bind() call. Wthout information
fromthe application, the kernel chooses the first address configured
on the interface that belongs to the sanme subnet as the destination
address or the next-hop router.
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Li nux al so inplements [RFC3484] for source address sel ection for |Pv6
and dual -stack configurations. However, the address-sorting rules
from[RFC3484] are not always adequate. For this reason, Linux
allows the system adm nistrator to dynam cally change the sorting.
This can be achieved with the /etc/gai.conf file.

For incom ng packets, Linux checks if the destination address natches
one of the addresses assigned to its interfaces and then processes
the packet according the configured host nodel. By default, Linux

i mpl enents the weak host nodel [RFC1122] on both IPv4 and | Pv6.
However, Linux can also be configured to support the strong host
nodel .

3.2.2.3. DNS Configuration

Most BSD and Linux distributions rely on their DHCP client to handle
the configuration of interface-specific information (such as an IP
address and netmask) and a set of systemw de configuration

i nformati on (such a DNS server |ist, an NTP server list, and default
routes). Users of these operating systens have the choice of using
any DHCP client available for their platformw th an operating system
default. This section discusses the behavior of several DHCP clients
that may be used with Linux and BSD distributions.

The Internet Systens Consortium (1SC) DHCP Client [ISCDHCP] and its
derivative for OpenBSD [ OPENBSDDHCLI ENT] can be configured with
specific instructions for each interface. However, each tinme new
configuration data is received by the host froma DHCP server,
regardl ess of which interface it is received on, the DHCP client
rewites the global configuration data, such as the default routes
and the DNS server list (in /etc/resolv.conf) with the nost recent

i nformati on received. Therefore, the last configured interface

al ways becone the primary one. The | SC DHCPv6 client behaves
simlarly. However, OpenBSD provi des two nechani sns that prevent the
configuration that the user nade nmanually from being overwitten:

o OPTION MODI FI ERS (default, supersede, prepend, and append): this
mechani sm al l ows the user to override the DHCP options. For
exanpl e, the supersede statenent defines, for sone options, the
val ues the client should al ways use rather than any val ue supplied
by the server.

o resolv.conf.tail: this allows the user to append anything to the
resolv.conf file created by the DHCP client.

The Phystech dhcpcd client [ PHYSTECHDHCPC] behaves simlarly to the

ISCclient. It replaces the DNS server list in /etc/resolv.conf and
the default routes each tinme new DHCP information is received on any
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interface. However, the -R flag can be used to instruct the client
to not replace the DNS servers in /etc/resolv.conf. However, this
flag is a global flag for the DHCP server and is therefore applicable
to all interfaces. When dhcpd is called with the -R flag, the DNS
servers are never replaced

The punp client [PUMP] al so behaves simlarly to the ISCclient. It
repl aces the DNS servers in /etc/resolv.conf and the default routes
each tine new DHCP information is received on any interface

However, the nodns and nogat eway options can be specified on a per-
interface basis, enabling the user to define which interface should
be used to obtain the global configuration infornation.

The udhcp client [UDHCP] is often used in enbedded platforns based on
busybox. The udhcp client behaves simlarly to the ISCclient. It
rewites default routes and the DNS server list each tinme new DHCP
information is received.

Red Hat - based distributions, such as Red Hat, Centos, and Fedora have
a per-interface configuration option (PEERDNS) that indicates that
the DNS server list should not be updated based on configuration
received on that interface

Most configurable DHCP clients can be set to define a primary
interface; only that interface is used for the global configuration
data. However, this is limted, since a nobile host mght not always
have the same set of interfaces available. Connection nmanagers may
help in this situation.

Sone distributions also have a connection manager. However, nost
connection managers serve as a GQJ to the DHCP client and therefore
do not change the functionality described above.
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5. Security Considerations

Thi s docunent describes current operating systeminplenentations and
how t hey handle the issues raised in the MF probl em statenent.

Wiile it is possible that the currently inplenented nechani sns
described in this docunent may affect the security of the systens
descri bed, this docunent nerely reports on current practice. It does
not attenpt to analyze the security properties (or any other
architectural properties) of the currently inplenmented nmechani sns.
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