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Abst r act

Thi s docunent describes the term nology for benchmarking |ink-state
Interior Gateway Protocol (1GP) route convergence. The term nol ogy
is to be used for benchmarking | GP convergence tine through
external |y observabl e (bl ack-box) data-pl ane nmeasurenents. The
term nol ogy can be applied to any link-state G, such as IS 1S and
OSPF.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for infornmational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6412.

Copyri ght Notice

Copyright (c) 2011 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this document. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunment nust
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1

I ntroducti on and Scope

Thi s docunent is a conmpanion to [Pollni, which contains the

met hodol ogy to be used for benchmarking link-state Interior Gateway
Protocol (1GP) convergence by observing the data plane. The purpose
of this docunent is to introduce new terns required to conplete
execution of the Link-State | GP Data-Plane Route Convergence

met hodol ogy [ Polln.

| GP convergence time is neasured by observing the data plane through
the Device Under Test (DUT) at the Tester. The mnethodol ogy and

term nology to be used for benchnarking | GP convergence can be
applied to IPv4 and IPv6 traffic and link-state | GPs such as
Internediate Systemto Internmediate System (1S-1S) [Ca90][ Ho08], Open
Shortest Path First (OSPF) [ Mp98] [Co08], and others.

Exi sting Definitions

Thi s docunent uses existing term nology defined in other |ETF
docunents. Exanples include, but are not linted to:

Thr oughput [Br91], Section 3.17
O fered Load [ Mn98], Section 3.5.2
Forwar di ng Rate [ Ma98], Section 3.6.1
Devi ce Under Test (DUT) [ Ma98], Section 3.1.1
System Under Test (SUT) [ Ma98], Section 3.1.2
Qut - of - Or der Packet [ PoO6], Section 3.3.4
Dupl i cat e Packet [ PoO6], Section 3.3.5
Stream [ PoO6], Section 3.3.2
Forwar di ng Del ay [ PoO6], Section 3.2.4
| P Packet Delay Variation (IPDV) [De02], Section 1.2
Loss Period [ Ko02], Section 4
The keywords "MJUST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119
[Br97]. RFC 2119 defines the use of these keywords to hel p nake the
i ntent of Standards Track docunments as clear as possible. Wile this
docunent uses these keywords, this document is not a Standards Track
docurent .
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3. TermDefinitions

3.1. Convergence Types

3.1.1. Route Convergence
Definition:

The process of updating all conponents of the router, including
the Routing Information Base (RIB) and Forwardi ng | nfornmation Base
(FIB), along with software and hardware tables, with the npst
recent route change(s) such that forwarding for a route entry is
successful on the Next-Best Egress Interface (Section 3.4.4).

Di scussi on

In general, |1GP convergence does not necessarily result in a
change in forwarding. But the test cases in [Pollm are specified
such that the | GP convergence results in a change of egress
interface for the neasurenent data-plane traffic. Due to this
property of the test case specifications, Route Convergence can be
observed externally by the rerouting of the neasurenent data-pl ane
traffic to the Next-Best Egress Interface (Section 3.4.4).

Measurenent Units:
N A
See Al so:
Next - Best Egress Interface, Full Convergence
3.1.2. Full Convergence
Definition:

Rout e Convergence for all routes in the Forwarding Information
Base (FIB).

Di scussi on

In general, |GP convergence does not necessarily result in a
change in forwarding. But the test cases in [Pollm are specified
such that the | GP convergence results in a change of egress
interface for the neasurenment data-plane traffic. Due to this
property of the test cases specifications, Full Convergence can be
observed externally by the rerouting of the neasurenent data-pl ane
traffic to the Next-Best Egress Interface (Section 3.4.4).
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Measurenent Units:
N A
See Al so:
Next - Best Egress Interface, Route Convergence
3.2. Instants
3.2.1. Traffic Start Instant
Definition:

The tine instant the Tester sends out the first data packet to the
DUT.

Di scussi on
If using the Loss-Derived Method (Section 3.5.2) or the Route-
Speci fic Loss-Derived Method (Section 3.5.3) to benchmark | GP
convergence time, and the applied Convergence Event
(Section 3.7.1) does not cause instantaneous traffic |oss for al
routes at the Convergence Event Instant (Section 3.2.2), then the
Tester SHOULD collect a tinmestanp on the Traffic Start Instant in

order to neasure the period of tine between the Traffic Start
I nstant and Convergence Event |nstant.

Measurenent Units:

seconds (and fractions), reported with resolution sufficient to
di stingui sh between different instants

See Al so:

Loss-Derived Method, Route-Specific Loss-Derived Method,
Convergence Event, Convergence Event Instant

3.2.2. Convergence Event |nstant
Definition:

The tine instant that a Convergence Event (Section 3.7.1) occurs.
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Di scussi on
I f the Convergence Event (Section 3.7.1) causes instantaneous
traffic loss on the Preferred Egress Interface (Section 3.4.3),
the Convergence Event Instant is observable fromthe data pl ane as
the instant that no nore packets are received on the Preferred
Egress Interface.
The Tester SHOULD collect a tinestanp on the Convergence Event
Instant if the Convergence Event does not cause instantaneous
traffic loss on the Preferred Egress Interface (Section 3.4.3).
Measurenent Units:

seconds (and fractions), reported with resolution sufficient to
di stingui sh between different instants

See Al so:
Convergence Event, Preferred Egress Interface
3.2.3. Convergence Recovery | nstant
Definition:

The tinme instant that Full Convergence (Section 3.1.2) has
conpl et ed

Di scussi on

The Full Convergence conpl eted state MJUST be nmaintained for an
interval of duration equal to the Sustained Convergence Validation
Time (Section 3.7.5) in order to validate the Convergence Recovery
I nst ant .

The Convergence Recovery Instant is observable fromthe data pl ane
as the instant the DUT forwards traffic to all destinations over
the Next-Best Egress Interface (Section 3.4.4) without
i mpai rments.

Measur erment Units:

seconds (and fractions), reported with resolution sufficient to
di stingui sh between different instants
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See Al so:

Sust ai ned Convergence Validation Tine, Full Convergence, Next-Best
Egress Interface

3.2.4. First Route Convergence |nstant
Definition:

The tine instant the first route entry conpl etes Route Convergence
(Section 3.1.1)

Di scussi on

Any route may be the first to conplete Route Convergence. The
First Route Convergence Instant is observable fromthe data pl ane
as the instant that the first packet that is not an |npaired
Packet (Section 3.8.1) is received fromthe Next-Best Egress
Interface (Section 3.4.4) or, for the test cases with Equal Cost
Mul ti-Path (ECMP) or Parallel Links, the instant that the

Forwar di ng Rate on the Next-Best Egress Interface (Section 3.4.4)
starts to increase.

Measurenment Units:

seconds (and fractions), reported with resolution sufficient to
di stingui sh between different instants

See Al so:
Rout e Convergence, |npaired Packet, Next-Best Egress Interface
3.3. Transitions
3.3.1. Convergence Event Transition
Definition:
Atime interval follow ng a Convergence Event (Section 3.7.1) in

whi ch the Forwarding Rate on the Preferred Egress Interface
(Section 3.4.3) gradually reduces to zero.

Di scussi on

The Forwardi ng Rate during a Convergence Event Transition nay or
may not decrease linearly.
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The Forwardi ng Rate observed on the DUT egress interface(s) may or
may not decrease to zero.

The O fered Load, the nunber of routes, and the Packet Sanpling
Interval (Section 3.7.4) influence the observations of the
Conver gence Event Transition using the Rate-Derived Mt hod
(Section 3.5.1).

Measurenent Units:
seconds (and fractions)

See Al so:

Convergence Event, Preferred Egress Interface, Packet Sanpling
Interval, Rate-Derived Method

3.3.2. Convergence Recovery Transition
Definition:
Atime interval followi ng the First Route Convergence | nstant
(Section 3.4.4) in which the Forwarding Rate on the DUT egress
interface(s) gradually increases to equal to the Ofered Load.

Di scussi on:

The Forwardi ng Rate observed during a Convergence Recovery
Transition may or may not increase |linearly.

The O fered Load, the nunber of routes, and the Packet Sanpling
Interval (Section 3.7.4) influence the observations of the
Conver gence Recovery Transition using the Rate-Derived Mt hod
(Section 3.5.1).

Measur enent Units:
seconds (and fractions)

See Al so:

First Route Convergence Instant, Packet Sanpling Interval, Rate-
Derived Met hod
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3.4. Interfaces
3.4.1. Local Interface
Definition:
An interface on the DUT.
Di scussi on

A failure of a Local Interface indicates that the failure occurred
directly on the DUT.

Measurenent Units:
N A
See Al so:
Renote Interface
3.4.2. Renpte Interface
Definition:

An interface on a neighboring router that is not directly
connected to any interface on the DUT.

Di scussi on
A failure of a Renpbte Interface indicates that the failure
occurred on a neighbor router’s interface that is not directly
connected to the DUT.

Measur erment Units:
N A

See Al so:
Local Interface

3.4.3. Preferred Egress Interface
Definition:

The outbound interface fromthe DUT for traffic routed to the
preferred next-hop.
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Di scussi on

The Preferred Egress Interface is the egress interface prior to a
Conver gence Event (Section 3.7.1).

Measur enent Units:
N A
See Al so:
Conver gence Event, Next-Best Egress Interface
3.4.4. Next-Best Egress Interface
Definition:
The outbound interface or set of outbound interfaces in an Equa

Cost Multipath (ECMP) set or parallel link set of the Device Under
Test (DUT) for traffic routed to the second-best next-hop

Di scussi on

The Next-Best Egress Interface becones the egress interface after
a Convergence Event (Section 3.4.4).

For the test cases in [Polln using test topologies with an ECWP
set or parallel link set, the termPreferred Egress Interface
refers to all nmenbers of the link set.
Measurenent Units:
N A
See Al so:
Conver gence Event, Preferred Egress Interface
3.5. Benchmarki ng Met hods
3.5.1. Rate-Derived Method
Definition:

The nmethod to cal cul ate convergence tine benchnmarks from observing
the Forwardi ng Rate each Packet Sanpling Interval (Section 3.7.4).
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Di scussi on

Figure 1 shows an exanple of the Forwarding Rate change in tinme
during convergence as observed when using the Rate-Derived Mt hod.

n Traffic Conver gence
Fad | Start Recovery
Rate | I nst ant I nst ant
| Offered A n
| Load --> ---------- \ [--emmme---
| \ / <--- Convergence
| \ Packet / Recovery
| Conver gence --->\ Loss / Transition
| Event \ /
| Transition I /| <-- Max Packet Loss
e .
A A time
Conver gence First Route
Event | nstant Conver gence | nstant

Figure 1: Rate-Derived Convergence & aph

To enabl e collecting statistics of Qut-of-Order Packets per flow
(see [ThOO], Section 3), the Ofered Load SHOULD consi st of
nmultiple Streans [Po06], and each Stream SHOULD consi st of a
single flow. |If sending nultiple Streans, the nmeasured traffic
statistics for all Streams MUST be added toget her

The destination addresses for the Ofered Load MUST be distributed
such that all routes or a statistically representative subset of
all routes are matched and each of these routes is offered an
equal share of the Ofered Load. It is RECOMVENDED to send
traffic to all routes, but a statistically representative subset
of all routes can be used if required.

At | east one packet per route for all routes nmatched in the

O fered Load MUST be offered to the DUT within each Packet
Sanpling Interval. For maxi num accuracy, the value of the Packet
Sanpling Interval SHOULD be as small as possible, but the presence
of | P Packet Delay Variation (IPDV) [De02] may require that a

| arger Packet Sanmpling Interval be used.

The O fered Load, |PDV, the nunber of routes, and the Packet
Sanpling Interval influence the observations for the Rate-Derived
Method. It may be difficult to identify the different convergence
time instants in the Rate-Derived Convergence G aph. For example
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it is possible that a Convergence Event causes the Forwardi ng Rate
to drop to zero, while this may not be observed in the Forwarding
Rate neasurenents if the Packet Sanpling Interval is too |arge.

| PDV causes fluctuations in the nunber of received packets during
each Packet Sanpling Interval. To account for the presence of
IPDV in determining if a convergence instant has been reached,
Forwar di ng Del ay SHOULD be observed during each Packet Sanpling
Interval. The mninum and maxi mum nunber of packets expected in a
Packet Sanpling Interval in presence of |IPDV can be cal cul ated

wi th Equation 1.

nunber of packets expected in a Packet Sanpling Interva
in presence of IP Packet Delay Variation
= expect ed nunmber of packets w thout |P Packet Delay Variation
+/-( (maxDelay - mnDelay) * Ofered Load)
where mi nDel ay and maxDel ay indicate (respectively) the m ni mum and
maxi mum Forwar di ng Del ay of packets received during the Packet
Sanpling Interval

Equation 1

To determine if a convergence instant has been reached, the number
of packets received in a Packet Sanpling Interval is conpared with
the range of expected nunber of packets calculated in Equation 1

I f packets are going over multiple ECVWP nenbers and one or nore of
the menbers has failed, then the nunmber of received packets during
each Packet Sanmpling Interval may vary, even excludi ng presence of
| PDV. To prevent fluctuation of the nunber of received packets
during each Packet Sanmpling Interval for this reason, the Packet
Sanpling Interval duration SHOULD be a whole multiple of the tine
bet ween two consecutive packets sent to the sanme destination

Metrics neasured at the Packet Sanpling Interval MJST include
Forwar di ng Rate and | npaired Packet count.

To measure convergence tine benchmarks for Convergence Events
(Section 3.7.1) that do not cause instantaneous traffic |oss for
all routes at the Convergence Event Instant, the Tester SHOULD
collect a tinestanp of the Convergence Event Instant

(Section 3.2.2), and the Tester SHOULD observe Forwardi ng Rate
separately on the Next-Best Egress Interface
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Since the Rate-Derived Method does not distinguish between

i ndividual traffic destinations, it SHOULD NOT be used for any
route specific neasurenments. Therefore, the Rate-Derived Method
SHOULD NOT be used to benchmark Route Loss of Connectivity Period
(Section 3.6.5).

Measurenment Units:
N A
See Al so:

Packet Sanpling Interval, Convergence Event, Convergence Event
I nstant, Next-Best Egress Interface, Route Loss of Connectivity
Peri od

3.5.2. Loss-Derived Mthod
Definition:

The nethod to cal cul ate the Loss-Derived Convergence Tine
(Section 3.6.4) and Loss-Derived Loss of Connectivity Period
(Section 3.6.6) benchmarks fromthe anmount of Inpaired Packets
(Section 3.8.1).

Di scussi on:

To enabl e collecting statistics of Qut-of-Order Packets per flow
(see [ThOO], Section 3), the Ofered Load SHOULD consi st of
nultiple Streans [Po06], and each Stream SHOULD consi st of a
single flow. |If sending multiple Streans, the neasured traffic
statistics for all Streans MJUST be added together.

The destination addresses for the Ofered Load MJST be distributed
such that all routes or a statistically representative subset of
all routes are matched and each of these routes is offered an
equal share of the Offered Load. It is RECOMVENDED to send
traffic to all routes, but a statistically representative subset
of all routes can be used if required.

Loss-Derived Method SHOULD al ways be conbined with the Rate-
Derived Method in order to observe Full Convergence conpletion.
The total anopunt of Convergence Packet Loss is collected after
Ful | Convergence conpl etion.
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To neasure convergence tinme and | oss of connectivity benchmarks
for Convergence Events that cause instantaneous traffic |oss for
all routes at the Convergence Event Instant, the Tester SHOULD
observe the Imnpaired Packet count on all DUT egress interfaces
(see Connectivity Packet Loss (Section 3.7.3)).

To nmeasure convergence tine benchmarks for Convergence Events that
do not cause instantaneous traffic loss for all routes at the
Convergence Event Instant, the Tester SHOULD collect tinestanps of
the Start Traffic Instant and of the Convergence Event Instant,
and the Tester SHOULD observe | npaired Packet count separately on
the Next-Best Egress Interface (see Convergence Packet Loss
(Section 3.7.2)).

Si nce Loss-Derived Method does not distinguish between traffic
destinations and the | npaired Packet statistics are only collected
after Full Convergence conpletion, this method can only be used to
neasure average val ues over all routes. For these reasons, Loss-
Derived Method can only be used to benchmark Loss-Derived
Convergence Tine (Section 3.6.4) and Loss-Derived Loss of
Connectivity Period (Section 3.6.6).

Note that the Loss-Derived Method neasures an average over al
routes, including the routes that may not be inpacted by the
Conver gence Event, such as routes via non-inpacted nenbers of ECWP
or parallel links.

Measur ement Units:
N A

See Al so:

Loss-Derived Convergence Time, Loss-Derived Loss of Connectivity
Peri od, Connectivity Packet Loss, Convergence Packet Loss

3.5.3. Route-Specific Loss-Derived Mt hod
Definition:
The nethod to cal cul ate the Route-Specific Convergence Time

(Section 3.6.3) benchmark fromthe anount of |npaired Packets
(Section 3.8.1) during convergence for a specific route entry.
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Di scussi on

To benchmark Rout e-Specific Convergence Time, the Tester provides
an O fered Load that consists of nultiple Streanms [Po06]. Each
Stream has a single destination address matching a different route
entry, for all routes or a statistically representative subset of
all routes. Each Stream SHOULD consist of a single flow (see

[ ThOO], Section 3). Convergence Packet Loss is neasured for each
Stream separatel y.

Rout e- Speci fic Loss-Derived Met hod SHOULD al ways be conbined with
the Rate-Derived Method in order to observe Full Convergence
conpl etion. The total anmount of Convergence Packet Loss

(Section 3.7.2) for each Streamis collected after Ful

Conver gence conpl etion

Rout e- Speci fic Loss-Derived Method is the RECOMVENDED net hod to
nmeasure convergence tine benchmarks.

To measure convergence tinme and | oss of connectivity benchmarks
for Convergence Events that cause instantaneous traffic |oss for
all routes at the Convergence Event Instant, the Tester SHOULD
observe | npaired Packet count on all DUT egress interfaces (see
Connectivity Packet Loss (Section 3.7.3)).

To measure convergence time benchmarks for Convergence Events that
do not cause instantaneous traffic loss for all routes at the
Convergence Event Instant, the Tester SHOULD coll ect timestanps of
the Start Traffic Instant and of the Convergence Event Instant,
and the Tester SHOULD observe packet |oss separately on the Next-
Best Egress Interface (see Convergence Packet Loss

(Section 3.7.2)).

Si nce Route-Specific Loss-Derived Method uses traffic streans to
i ndi vidual routes, it observes |npaired Packet count as it would
be experienced by a network user. For this reason, Route-Specific
Loss-Derived Method is RECOMVENDED to neasure Route-Specific
Conver gence Tine benchnarks and Route Loss of Connectivity Period
benchmar ks.

Measur erment Units:
N A

See Al so:

Rout e- Speci fi ¢ Convergence Tinme, Route Loss of Connectivity
Peri od, Connectivity Packet Loss, Convergence Packet Loss
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3.6. Benchnarks
3.6.1. Full Convergence Tine
Definition:
The tinme duration of the period between the Convergence Event
I nstant and the Convergence Recovery Instant as observed using the
Rat e- Deri ved Met hod
Di scussi on
Using the Rate-Derived Method, Full Convergence Tine can be
cal cul ated as the time difference between the Convergence Event
I nstant and the Convergence Recovery Instant, as shown in Equation
2.

Ful | Convergence Tine =
Convergence Recovery Instant - Convergence Event Instant

Equation 2

The Convergence Event Instant can be derived fromthe Forwarding
Rat e observation or froma timestanp collected by the Tester.

For the test cases described in [Pollnj, it is expected that Ful
Convergence Tinme equal s the maxi mum Rout e- Speci fi ¢ Conver gence
Ti me when benchmarking all routes in the FIB using the Route-
Speci fic Loss-Derived Met hod.

It is not possible to nmeasure Full Convergence Tinme using the
Loss-Derived Met hod.

Measurenent Units:
seconds (and fractions)
See Al so:

Ful I Convergence, Rate-Derived Method, Route-Specific Loss-Derived
Met hod, Convergence Event Instant, Convergence Recovery | nstant
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3.6.2. First Route Convergence Tine

Definition:
The duration of the period between the Convergence Event I|nstant
and the First Route Convergence |Instant as observed using the
Rat e- Deri ved Met hod

Di scussi on
Using the Rate-Derived Method, First Route Convergence Tine can be
calcul ated as the tine difference between the Convergence Event
Instant and the First Route Convergence Instant, as shown with
Equati on 3.

First Route Convergence Tine =
First Route Convergence Instant - Convergence Event |nstant

Equation 3

The Convergence Event Instant can be derived fromthe Forwarding
Rat e observation or froma tinmestanp collected by the Tester.

For the test cases described in [Pollnj, it is expected that First
Rout e Convergence Tine equals the m ni mum Rout e- Specific
Convergence Time when benchmarking all routes in the FIB using the
Rout e- Speci fic Loss-Derived Met hod.

It is not possible to measure First Route Convergence Time using
the Loss-Derived Met hod.

Measurenent Units:
seconds (and fractions)
See Al so:

Rat e- Deri ved Met hod, Route-Specific Loss-Derived Mt hod,
Convergence Event Instant, First Route Convergence I|nstant

3.6.3. Route-Specific Convergence Time
Definition:
The armount of time it takes for Route Convergence to be conpleted
for a specific route, as calculated fromthe amount of |npaired

Packets (Section 3.8.1) during convergence for a single route
entry.
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Di scussi on

Rout e- Speci fi ¢ Convergence Tinme can only be neasured using the
Rout e- Speci fic Loss-Derived Met hod.

If the applied Convergence Event causes instantaneous traffic |oss
for all routes at the Convergence Event Instant, Connectivity
Packet Loss shoul d be observed. Connectivity Packet Loss is the
conbi ned | npai red Packet count observed on Preferred Egress
Interface and Next-Best Egress Interface. Wen benchmarking

Rout e- Speci fi ¢ Convergence Tinme, Connectivity Packet Loss is
neasured, and Equation 4 is applied for each nmeasured route. The
calculation is equal to Equation 8 in Section 3.6.5.

Rout e- Speci fi c Convergence Tinme =
Connectivity Packet Loss for specific route / Ofered Load per route

Equation 4

If the applied Convergence Event does not cause instantaneous
traffic loss for all routes at the Convergence Event Instant, then
the Tester SHOULD collect timestanps of the Traffic Start |nstant
and of the Convergence Event |Instant, and the Tester SHOULD
observe Convergence Packet Loss separately on the Next-Best Egress
Interface. Wen benchmarki ng Rout e- Specific Convergence Tine,
Conver gence Packet Loss is nmeasured, and Equation 5 is applied for
each nmeasured route.

Rout e- Speci fi c Convergence Tine =
Conver gence Packet Loss for specific route / Offered Load per route
- (Convergence Event Instant - Traffic Start Instant)

Equation 5

The Rout e- Speci fic Convergence Ti me benchmar ks enabl e m ni mum
maxi mum average, and nedi an convergence tine neasurenents to be
reported by conparing the results for the different route entries.
It al so enabl es benchnmarking of convergence time when configuring
a priority value for the route entry or entries. Since nultiple
Rout e- Speci fi ¢ Convergence Ti nes can be measured, it is possible
to have an array of results. The format for reporting Route-
Speci fic Convergence Tinme is provided in [Pollny.

Measurenment Units:

seconds (and fractions)
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See Al so:

Rout e- Speci fic Loss-Derived Method, Convergence Event, Convergence
Event Instant, Convergence Packet Loss, Connectivity Packet Loss,
Rout e Conver gence

3.6.4. Loss-Derived Convergence Tine
Definition:

The average Route Convergence tine for all routes in the
Forwardi ng I nformati on Base (FIB), as calculated fromthe anount
of | npaired Packets (Section 3.8.1) during convergence.

Di scussi on

Loss-Derived Convergence Tinme is neasured using the Loss-Derived
Met hod.

If the applied Convergence Event causes instantaneous traffic |oss
for all routes at the Convergence Event Instant, Connectivity
Packet Loss (Section 3.7.3) should be observed. Connectivity
Packet Loss is the conbined Inpaired Packet count observed on
Preferred Egress Interface and Next-Best Egress Interface. Wen
benchmar ki ng Loss-Derived Convergence Tinme, Connectivity Packet
Loss is neasured, and Equation 6 is applied.

Loss-Derived Convergence Time =
Connectivity Packet Loss / Ofered Load

Equation 6

If the applied Convergence Event does not cause instantaneous
traffic loss for all routes at the Convergence Event Instant, then
the Tester SHOULD coll ect tinmestanps of the Start Traffic Instant
and of the Convergence Event Instant, and the Tester SHOULD
observe Convergence Packet Loss (Section 3.7.2) separately on the
Next - Best Egress Interface. Wen benchmarki ng Loss-Derived

Conver gence Time, Convergence Packet Loss is measured and Equation
7 is applied.

Loss-Derived Convergence Tine =
Conver gence Packet Loss / O fered Load
- (Convergence Event Instant - Traffic Start Instant)

Equation 7
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Measurenment Units:
seconds (and fractions)
See Al so:

Conver gence Packet Loss, Connectivity Packet Loss, Route
Conver gence, Loss-Derived Method

3.6.5. Route Loss of Connectivity Period

Definition:
The tine duration of packet inmpairments for a specific route entry
foll owi ng a Convergence Event until Full Convergence conpl etion
as observed using the Route-Specific Loss-Derived Method.

Di scussi on
In general, the Route Loss of Connectivity Period is not equal to
the Route-Specific Convergence Tine. |f the DUT continues to

forward traffic to the Preferred Egress Interface after the
Convergence Event is applied, then the Route Loss of Connectivity

Period will be smaller than the Route-Specific Convergence Tine.
This is also specifically the case after reversing a failure
event .

The Route Loss of Connectivity Period may be equal to the Route-
Speci fic Convergence Tinme if, as a characteristic of the

Conver gence Event, traffic for all routes starts dropping

i nstant aneously on the Convergence Event Instant. See di scussion
in [Polln.

For the test cases described in [Pollnm, the Route Loss of
Connectivity Period is expected to be a single Loss Period [Ko02].

When benchmar ki ng the Route Loss of Connectivity Period,
Connectivity Packet Loss is measured for each route, and Equation
8 is applied for each neasured route entry. The calculation is
equal to Equation 4 in Section 3.6.3.

Route Loss of Connectivity Period =
Connectivity Packet Loss for specific route / O fered Load per route

Equation 8

Rout e Loss of Connectivity Period SHOULD be neasured using Route-
Speci fic Loss-Derived Mt hod.
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Measurenment Units:
seconds (and fractions)
See Al so:

Rout e- Speci fi ¢ Convergence Tinme, Route-Specific Loss-Derived
Met hod, Connectivity Packet Loss

3.6.6. Loss-Derived Loss of Connectivity Period
Definition:

The average tine duration of packet inpairments for all routes
foll owi ng a Convergence Event until Full Convergence conpl etion
as observed using the Loss-Derived Met hod.

Di scussi on

In general, the Loss-Derived Loss of Connectivity Period is not
equal to the Loss-Derived Convergence Tinme. |f the DUT continues
to forward traffic to the Preferred Egress Interface after the
Convergence Event is applied, then the Loss-Derived Loss of
Connectivity Period will be snmaller than the Loss-Derived
Convergence Tinme. This is also specifically the case after
reversing a failure event.

The Loss-Derived Loss of Connectivity Period may be equal to the
Loss-Derived Convergence Tinme if, as a characteristic of the
Conver gence Event, traffic for all routes starts dropping

i nstant aneously on the Convergence Event Instant. See di scussion
in [Polln.

For the test cases described in [Polln, each route’s Route Loss
of Connectivity Period is expected to be a single Loss Period
[ Ko02] .

When benchmarking the Loss-Derived Loss of Connectivity Period,
Connectivity Packet Loss is measured for all routes, and Equation
9 is applied. The calculation is equal to Equation 6 in

Section 3.6.4.

Loss-Derived Loss of Connectivity Period =
Connectivity Packet Loss for all routes / Offered Load

Equation 9
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The Loss-Derived Loss of Connectivity Period SHOULD be neasured
using the Loss-Derived Met hod.

Measurenent Units:
seconds (and fractions)
See Al so:

Loss-Derived Convergence Time, Loss-Derived Method, Connectivity
Packet Loss

3.7. Measurenent Terns
3.7.1. Convergence Event
Definition:

The occurrence of an event in the network that will result in a
change in the egress interface of the DUT for routed packets.

Di scussi on
Al test cases in [Pollm are defined such that a Convergence
Event results in a change of egress interface of the DUT. Loca
or rempte triggers that cause a route cal culation that does not
result in a change in forwardi ng are not considered.

Measur erment Units:
N A

See Al so:
Convergence Event Instant

3.7.2. Convergence Packet Loss
Definition:

The nunber of Inpaired Packets (Section 3.8.1) as observed on the
Next - Best Egress Interface of the DUT during convergence.

Di scussi on

An | npaired Packet is considered as a | ost packet.
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Measurenent Units:
nunber of packets
See Al so:
Connectivity Packet Loss
3.7.3. Connectivity Packet Loss
Definition:

The nunber of Inpaired Packets observed on all DUT egress
i nterfaces during convergence.

Di scussi on
An | npaired Packet is considered as a | ost packet. Connectivity
Packet Loss is equal to Convergence Packet Loss if the Convergence
Event causes instantaneous traffic loss for all egress interfaces
of the DUT except for the Next-Best Egress Interface.

Measur erment Units:
nunber of packets

See Al so:
Conver gence Packet Loss

3.7.4. Packet Sanpling Interva
Definition:

The interval at which the Tester (test equipnent) polls to make
nmeasurenents for arriving packets.

Di scussi on

At | east one packet per route for all routes matched in the

O fered Load MIST be offered to the DUT within the Packet Sanpling
Interval. Metrics neasured at the Packet Sanpling Interval MJST

i ncl ude Forwarding Rate and received packets.

Packet Sampling Interval can influence the convergence graph as
observed with the Rate-Derived Method. This is particularly true
when i npl ement ati ons conplete Full Convergence in less tinme than
the Packet Sanpling Interval. The Convergence Event Instant and
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First Route Convergence Instant may not be easily identifiable,
and the Rate-Derived Method nay produce a |larger than actua
convergence time.

Using a small Packet Sanpling Interval in the presence of |PDV

[ De02] may cause fluctuations of the Forwarding Rate observation
and can prevent correct observation of the different convergence
time instants.

The val ue of the Packet Sanpling Interval only contributes to the
nmeasur enment accuracy of the Rate-Derived Method. For maxi mum
accuracy, the value for the Packet Sanmpling Interval SHOULD be as
smal | as possible, but the presence of | PDV may enforce using a

| arger Packet Sanpling Interval.

Measurenent Units:
seconds (and fractions)
See Al so:
Rat e- Deri ved Met hod
3.7.5. Sustained Convergence Validation Tine
Definition:

The armount of time for which the conpletion of Full Convergence is
mai nt ai ned wi t hout additional |npaired Packets being observed.

Di scussi on

The purpose of the Sustained Convergence Validation Tine is to
produce convergence benchmarks protected against fluctuation in
Forwardi ng Rate after the conpletion of Full Convergence is
observed. The RECOWMENDED Sust ai ned Conver gence Validation Tine
to be used is the tinme to send 5 consecutive packets to each
destination with a m ninumof 5 seconds. The BenchnarKki ng

Met hodol ogy Worki ng Group (BMAG) sel ected 5 seconds based upon
[Br99], which reconrends waiting 2 seconds for residual frames to
arrive (this is the Forwardi ng Del ay Threshold for the |ast packet
sent) and 5 seconds for DUT restabilization

Measurenment Units:

seconds (and fractions)
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See Al so:

Ful I Convergence, Convergence Recovery I|nstant

3.7.6. Forwarding Delay Threshold

Definition:
The maxi mumwaiting tine threshold used to distinguish between
packets with very long delay and | ost packets that will never
arrive.

Di scussi on

Appl ying a Forwardi ng Del ay Threshold all ows packets with a too

| arge Forwarding Delay to be considered lost, as is required for
some applications (e.g. voice, video, etc.). The Forwardi ng Del ay
Threshold is a paraneter of the nethodol ogy, and it MJST be

reported. [Br99] recommends waiting 2 seconds for residual frames
to arrive.

Measur ement Units:
seconds (and fractions)
See Al so:
Conver gence Packet Loss, Connectivity Packet Loss
3.8. Mscellaneous Terns
3.8.1. Inpaired Packet
Definition:
A packet that experienced at |east one of the follow ng
i mpai rments: | oss, excessive Forwardi ng Del ay, corruption
dupli cation, reordering.

Di scussi on

A |l ost packet, a packet with a Forwardi ng Del ay exceedi ng the
Forwar di ng Del ay Threshold, a corrupted packet, a Duplicate Packet
[ PoO6], and an Qut-of-Order Packet [Po06] are |npaired Packets.

Packet ordering is observed for each individual flow (see [Th0O],
Section 3) of the Ofered Load.
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Measurenent Units:
N A
See Al so:
Forwar di ng Del ay Threshol d
4. Security Considerations

Benchmarking activities as described in this menp are limted to
technol ogy characterization using controlled stinuli in a |aboratory
environnent, with dedi cated address space and the constraints
specified in the sections above.

The benchmarki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network or misroute traffic to the test
managenent networ k.

Further, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on measurenents observable external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/SUT SHOULD be identical in the lab and in production

net wor ks.
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