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Abstract

This docunent revisits the dual -stack nbdel and introduces the Dual -
Stack Lite technology ained at better aligning the costs and benefits
of deploying IPv6 in service provider networks. Dual-Stack Lite
enabl es a broadband service provider to share | Pv4 addresses anpng
customers by conbining two well-known technologies: IPin P (IPv4-
in-1Pv6) and Network Address Translation (NAT).

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6333.

Durand, et al. St andards Track [ Page 1]



RFC 6333

Dual - Stack Lite August 2011

Copyri ght Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis document nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Tabl e of Contents

Lo IntroduCti On ... 3
2. Requirements LanQuUage . ... .. ...ttt e 4
3. Term nol OgY . ..o 4
4. Depl oyment SCenari 0S . ... ..t 4
4.1. Access Model .. ... 4

A, 2. CPE .. 5
4.3. Directly Connected DevicCe ........ ... 6

5. B4 El emBent ... 7
5.1, Definition ... ... 7
5.2. Encapsul ation .. ... ... 7
5.3. Fragnentation and Reassenmbly ........ ... ... .. . .. . .. .. .. ... 7
5.4, AFTR Di SCOVEIY .ottt e e e e e e e e e e 7

B . DNS L 8
5.6. Interface Initialization ........ ... . .. . .. . . . . . .. 8
5.7. Vell-Known [ Pv4 Address ..........i e 8

6. AFTR El ement . ... 9
6.1. Definition ... ... 9
6.2. Encapsul ation ... ... ... 9
6.3. Fragnentation and Reassenbly .......... ... .. ... . ... .. ....... 9
B. 4. DNS . . 10
6.5. Vell-Known IPv4 Address ........... .. 10
6.6. Extended Binding Table ....... ... .. . . . . . . . . . 10

7. Network Considerati ONS . ... ... ... i e 10
7.1, Tunnel ing ... 10
7.2. Multicast Considerations ........... ... e, 10

8. NAT Considerati ONS . ... .. i 11
8. 1. NAT Pool ... 11
8.2. NAT ConformanCe . ... ... ... .. e e 11
8.3. Application Level Gateways (ALGS) ......... ... 11
8.4. Sharing Gobal IPv4 Addresses .......... ... 11
8.5. Port Forwarding / Keep Alive ....... ... .. .. . ... 11
Durand, et al. St andards Track [ Page 2]



RFC 6333 Dual - Stack Lite August 2011

9. Acknow edgemEnt S .. ... . 12
10. TANA Considerati ONS ... ... i e e e e 12
11. Security Considerati ONS . ... ... ...t 12
12, Ref erenCeS ... 13
12.1. Normative References ......... .. ... 13
12.2. Informative References ........ ... .. . . .. . 14
Appendi x A. Deploynent Considerations ................ ..., 16
A. 1. AFTR Service Distribution and Horizontal Scaling ........... 16
A 2. Horizontal Scaling .......... ... 16
A 3. High Availability . ... . 16
A 4. LOggi N .ot 16
Appendi X B. EXampl €S . ... ... 17
B.1. Gateway-Based Architecture .......... ... . ... . ... 17
B.1.1. Exanple Message Flow ....... ... .. ... . .. 19
B.1.2. Translation Details ........ ... . .. . . . . . . .. 23
B.2. Host-Based Architecture ........ ... .. . . . . . .. 24
B.2.1. Exanple Message Flow . ... ... ... .. .. . i 27
B.2.2. Translation Details ......... ... . .. . . . .. 31
1. Introduction

The conmmon thinking for nore than 10 years has been that the
transition to IPv6 will be based solely on the dual -stack nodel and
that nost things would be converted this way before we ran out of

| Pv4. However, this has not happened. The | ANA free pool of |Pv4
addresses has now been depleted, well before sufficient |Pv6

depl oyment had taken place. As a result, many | Pv4 services have to
continue to be provided even under severely limted address space.

Thi s docunent specifies the Dual -Stack Lite technol ogy, which is
ained at better aligning the costs and benefits in service provider
networks. Dual-Stack Lite will enable both continued support for

| Pv4 services and incentives for the deploynment of IPv6. It also
de-coupl es | Pv6 depl oynent in the service provider network fromthe
rest of the Internet, making increnental depl oynent easier

Dual - Stack Lite enabl es a broadband service provider to share |Pv4
addresses anong custoners by conbi ning two wel | - known t echnol ogi es:
IPin IP (1Pv4-in-1Pv6) and Network Address Translation (NAT).

Thi s docunent nakes a distinction between a dual -stack-capable and a
dual - st ack- provi si oned device. The fornmer is a device that has code
that inplenments both IPv4 and I Pv6, fromthe network |ayer to the
applications. The latter is a sinilar device that has been

provi sioned with both an IPv4 and an | Pv6 address on its
interface(s). This document will also further refine this notion by
di stingui shing between interfaces provisioned directly by the service
provi der fromthose provisioned by the custoner.
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4.

4.

Pure | Pv6-only devices (i.e., devices that do not include an | Pv4
stack) are outside of the scope of this docunent.

This docunent will first present sone depl oyment scenarios and then
define the behavior of the two elements of the Dual-Stack Lite
technol ogy: the Basic Bridgi ng BroadBand (B4) el ement and t he Address
Fam |y Transition Router (AFTR) elenent. It will then go into
net wor ki ng and NAT-i ng consi derati ons.

Requi renent s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

Ter m nol ogy

The technol ogy described in this docunent is known as Dual - St ack
Lite. The abbreviation "DS-Lite" will be used throughout this text.

Thi s docunment al so introduces two new terms: the DS-Lite Basic
Bri dgi ng BroadBand (B4) element and the DS-Lite Address Famly
Transition Router (AFTR) el ement.

Dual -stack is defined in [ RFC4213].
NAT-rel ated term nol ogy is defined in [ RFC4787].

CPE stands for Custoner Prem se Equipnment. This is the |ayer 3
device in the customer premse that is connected to the service
provi der network. That device is often a hone gateway. However,
sonmetines conputers are directly attached to the service provider
network. In such cases, such computers can be viewed as CPEs as
wel | .

Depl oynent Scenari os
1. Access Mode

Instead of relying on a cascade of NATs, the Dual -Stack Lite nodel is
built on IPv4-in-1Pv6 tunnels to cross the network to reach a
carrier-grade | Pv4-1Pv4 NAT (the AFTR), where custoners will share

| Pv4 addresses. There are a nunber of benefits to this approach

o This technol ogy decoupl es the deploynent of IPv6 in the service
provi der network (up to the customer prem se equi pnent or CPE)
fromthe depl oyment of IPv6 in the global Internet and in custoner
appl i cati ons and devi ces.
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o The nanagenent of the service provider access networks is
sinplified by leveraging the | arge | Pv6 address space.
Overl appi ng private | Pv4 address spaces are not required to
support very |l arge customer bases.

o0 As tunnels can term nate anywhere in the service provider network,
this architecture lends itself to horizontal scaling and provides
sonme flexibility to adapt to changing traffic | oad. Mre
di scussion of horizontal scaling can be found in Appendix A

0 Tunnels provide a direct connection between B4 and the AFTR.  This
can be | everaged to enable custonmers and their applications to
control how the NAT function of the AFTR is perforned.

A key characteristic of this approach is that conmuni cati ons between
end- nodes stay within their address famly. |Pv6 sources only
conmuni cate with I Pv6 destinations, and | Pv4 sources only communicate
with IPv4 destinations. There is no protocol famly translation
involved in this approach. This sinplifies greatly the task of
applications that may carry literal |IP addresses in their payl oads.

4.2. CPE

Thi s section describes hone Local Area networks characterized by the
presence of a home gateway, or CPE, provisioned only with IPv6 by the
service provider.

A DS-Lite CPE is an | Pv6-aware CPE with a B4 interface inplenented in
the WAN i nterface.

A DS-Lite CPE SHOULD NOT operate a NAT function between an interna
interface and a B4 interface, as the NAT function will be perfornmed
by the AFTR in the service provider’'s network. This will avoid
accidentally operating in a doubl e-NAT environnent.

However, it SHOULD operate its own DHCP(v4) server handing out

[ RFC1918] address space (e.g., 192.168.0.0/16) to hosts in the hone.
It SHOULD advertise itself as the default 1Pv4 router to those hone

hosts. It SHOULD al so advertise itself as a DNS server in the DHCP

Option 6 (DNS Server). Additionally, it SHOULD operate a DNS proxy

to accept DNS | Pv4 requests from home hosts and send them using | Pv6
to the service provider DNS servers, as described in Section 5.5.
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Note: |If an I Pv4 hone host decides to use another |Pv4 DNS server,
the DS-Lite CPE will forward those DNS requests via the B4 interface,
the sane way it forwards any regular |Pv4 packets. However, each DNS
request will create a binding in the AFTR. A | arge nunmber of DNS
requests may have a direct inpact on the AFTR s NAT table
utilization.

| Pv6- capabl e devices directly reach the IPv6 Internet. Packets
simply follow I Pv6 routing, they do not go through the tunnel, and
they are not subject to any translation. It is expected that nost

| Pv6- capabl e devices will also be I Pv4 capable and will sinply be
configured with an | Pv4 [ RFC1918]-style address within the hone
network and access the IPv4 Internet the same way as the | egacy | Pv4-
only devices within the hone.

Pure | Pv6-only devices (i.e., devices that do not include an |Pv4
stack) are outside of the scope of this docunent.

4.3. Directly Connected Device

I n broadband home networks, some devices are directly connected to
the broadband service provider. They are connected straight to a
nodem without a home gateway. Those devices are, in fact, acting as
CPEs.

Under this scenario, the custonmer device is a dual -stack-capabl e host
that is provisioned by the service provider with IPv6 only. The
device itself acts as a B4 elenent, and the |IPv4 service is provided
by an I Pv4-in-1Pv6 tunnel, just as in the hone gateway/ CPE case.

That device can run any conbi nations of |1Pv4 and/or |Pv6
applications.

A directly connected DS-Lite device SHOULD send its DNS requests over
IPv6 to the I Pv6 DNS server it has been configured to use.

Simlarly to the previous sections, |IPv6 packets follow I Pv6 routing,
they do not go through the tunnel, and they are not subject to any
transl ati on.

The support of |Pv4-only devices and | Pv6-only devices in this
scenario is out of scope for this document.
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5. B4 El enent
5.1. Definition

The B4 element is a function inplenmented on a dual - st ack-capabl e
node, either a directly connected device or a CPE, that creates a
tunnel to an AFTR

5.2. Encapsul ation

The tunnel is a multipoint-to-point |IPv4-in-1Pv6 tunnel ending on a
service provider AFTR

See Section 7.1 for additional tunneling considerations.

Note: At this point, DS-Lite only defines |IPv4-in-1Pv6 tunnels;
however, other types of encapsul ation could be defined in the future.

5.3. Fragnmentation and Reassenbly

Usi ng an encapsul ation (l1Pv4-in-1Pv6 or anything else) to carry |Pv4
traffic over IPv6 will reduce the effective MU of the datagram
Unfortunately, path MIU di scovery [RFC1191] is not a reliable nethod
to deal with this problem

A solution to deal with this problemis for the service provider to

i ncrease the MIU size of all the |inks between the B4 elenment and the
AFTR el enents by at |east 40 bytes to accommodate both the |1 Pv6
encapsul ati on header and the | Pv4 datagram wi thout fragmenting the

| Pv6 packet .

However, as not all service providers will be able to increase their
link MIU, the B4 el enment MJUST performfragnentati on and reassenbly if
the outgoing link MU cannot accommpdate the extra | Pv6 header. The
original IPv4 packet is not oversized. The packet is oversized after
the 1 Pv6 encapsul ation. The inner |Pv4d packet MUST NOT be
fragnmented. Fragnmentation MJST happen after the encapsul ati on of the
| Pv6 packet. Reassenbly MJST happen before the decapsul ati on of the
| Pv4 packet. A detailed procedure has been specified in [ RFC2473]
Section 7. 2.

5.4. AFTR Di scovery
In order to configure the IPv4-in-1Pv6 tunnel, the B4 el enent needs
the | Pv6 address of the AFTR elenent. This |IPv6 address can be

configured using a variety of nethods, ranging from an out - of - band
mechani sm manual configuration, or a variety of DHCPv6 options.
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In order to guarantee interoperability, a B4 el ement SHOULD i npl enent
the DHCPv6 option defined in [ RFC6334].

5.5. DNS

A B4 elenent is only configured fromthe service provider with | Pv6.
As such, it can only learn the address of a DNS recursive server

t hrough DHCPv6 (or other similar nethod over |IPv6). As DHCPv6 only
defines an option to get the | Pv6 address of such a DNS recursive
server, the B4 el ement cannot easily discover the |Pv4 address of
such a recursive DNS server, and as such will have to performall DNS
resol ution over |Pv6.

The B4 el enment can pass this |Pv6 address to downstream | Pv6 nodes,
but not to downstream | Pv4 nodes. As such, the B4 el ement SHOULD
i mpl enent a DNS proxy, follow ng the reconmrendations of [RFC5625].

To support a security-aware resolver behind the B4 el ement, the DNS
proxy in the B4 el enment nust al so be security aware. Details can be
found in [ RFC4033] Section 6.

5. 6. Interface Initialization

The B4 el enent can be inplenented in a host and CPE in conjunction
with ot her technol ogi es such as native dual -stack. The host and the
CPE SHOULD select to start only one technology during initialization
For exanple, if the CPE selects to start in native dual -stack node,
it SHOULD NOT initialize the B4 element. This selection process is
out of scope for this document.

5.7. VWell-Known | Pv4 Address

Any | ocally unique |IPv4 address could be configured on the |IPv4-in-

| Pv6 tunnel to represent the B4 element. Configuring such an address
is often necessary when the B4 el enent is sourcing |Pv4 datagrans
directly over the tunnel. In order to avoid conflicts with any other
address, | ANA has defined a well-known range, 192.0.0.0/29.

192.0.0.0 is the reserved subnet address. 192.0.0.1 is reserved for
the AFTR el enment, and 192.0.0.2 is reserved for the B4 elenment. |If a
service provider has a special configuration that prevents the B4

el ement fromusing 192.0.0.2, the B4 el enent MAY use any ot her
addresses within the 192.0.0.0/29 range.

Note: A range of addresses has been reserved for this purpose. The
intent is to accomodate nodes inplenenting nultiple B4 el ements.
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6. AFTR El enment
6.1. Definition

An AFTR el enent is the conbination of an I Pv4-in-1Pv6 tunnel endpoint
and an | Pv4-1Pv4 NAT inplenmented on the sane node.

6.2. Encapsul ation

The tunnel is a point-to-multipoint |IPv4-in-1Pv6 tunnel ending at the
B4 el enents.

See Section 7.1 for additional tunneling considerations.

Note: At this point, DS-Lite only defines IPv4-in-1Pv6 tunnels;
however, other types of encapsul ation could be defined in the future.

6.3. Fragnmentation and Reassenbly

As noted previously, fragnmentation and reassenbly need to be taken
care of by the tunnel endpoints. As such, the AFTR MJST perform
fragmentation and reassenbly if the underlying |ink MIU cannot
acconmodat e t he encapsul ati on overhead. Fragnmentati on MJST happen
after the encapsulation on the I Pv6 packet. Reassenbly MJST happen
bef ore the decapsul ati on of the I Pv6 header. A detailed procedure
has been specified in [ RFC2473] Section 7.2.

Fragmentation at the Tunnel Entry-Point is a |ightweight operation.
In contrast, reassenbly at the Tunnel Exit-Point can be expensive.
When the Tunnel Exit-Point receives the first fragnented packet, it
nust wait for the second fragnented packet to arrive in order to
reassenble the two fragnented | Pv6 packets for decapsulation. This
requires the Tunnel Exit-Point to buffer and keep track of fragnented
packets. Consider that the AFTR is the Tunnel Exit-Point for nany

tunnels. [If many devices simultaneously source a |arge nunber of
fragnented packets through the AFTR to its nmanaged B4 el enents, this
will require the AFTR to buffer and consume enornous resources to

keep track of the flows. This reassenbly process will significantly
i npact the AFTR s performance. However, this inpact only happens
when many clients simultaneously source large | Pv4 packets. Since we
believe that the majority of the clients will receive |arge |Pv4
packets (such as watching video streans) instead of sourcing |arge

| Pv4 packets (such as sourcing video streans), reassenbly is only a
fraction of the overall AFTR s workl oad.
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When the AFTR s resources are running bel ow a pre-defined threshol d,
the AFTR SHOULD generate a notification to the adm nistrator before
the resources are conpl etely exhausted. The threshold and
notification procedures are inplenentation dependent and are out of
scope for this docunent.

Met hods to avoid fragnmentation, such as rewiting the TCP Maxi mnum
Segnent Size (MSS) option or using technol ogi es such as the
Subnet wor k Encapsul ati on and Adaptati on Layer as defined in

[ RFC5320], are out of scope for this docunent.

6.4. DNS

As noted previously, a DS-Lite node inplenenting a B4 el ement will
perform DNS resol ution over IPv6. As a result, DNS packets are not
expected to go through the AFTR el enent.

6.5. Well-Known | Pv4 Address

The AFTR SHOULD use the wel |l -known | Pv4 address 192.0.0.1 reserved by
| ANA to configure the IPv4-in-1Pv6 tunnel. That address can then be
used to report |ICVWP problens and will appear in traceroute outputs.

6.6. Extended Bi nding Table
The NAT binding table of the AFTR el ement is extended to include the
source | Pv6 address of the incoming packets. This IPv6 address is
used to di sanbi guat e between the overl apping | Pv4 address space of
the service provider custoners.
By doing a reverse | ookup in the extended | Pv4 NAT binding table, the
AFTR knows how to reconstruct the | Pv6 encapsul ati on when t he packets
cone back fromthe Internet. That way, there is no need to keep a
static configuration for each tunnel

7. Network Considerations

7.1. Tunneling
Tunnel i ng MJST be done in accordance to [ RFC2473] and [ RFC4213].
Traffic classes ([ RFC2474]) fromthe | Pv4 headers MJIST be carried
over to the | Pv6 headers and vice versa.

7.2. Milticast Considerations

Di scussion of multicast is out of scope for this document.
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8. NAT Consi derations
8.1. NAT Poo

The AFTR MAY be provisioned with different NAT pools. The address
ranges in the pools may be disjoint but MUST NOT be overl apped.
Qperators may inplenment policies in the AFTR to assign clients in

di fferent pools. For exanple, an AFTR can have two interfaces. Each
interface will have a disjoint pool NAT assigned to it. In another
case, a policy inplenented on the AFTR may specify that one set of
B4s will use NAT pool 1 and a different set of B4s will use NAT

pool 2.

8.2. NAT Conformance

A Dual - Stack Lite AFTR MJST inpl ement behavi or conformng to the best
current practice, currently docurmented in [RFC4787], [RFC5508], and

[ RFC5382]. Mbre discussions about carrier-grade NATs can be found in
[ LSN- REQS] .

8.3. Application Level Gateways (ALGs)

The AFTR performs NAT-44 and inherits the limtations of NAT. Some
protocols require ALGs in the NAT device to traverse through the NAT.
For exanple, Active FTP requires the ALGto work properly. ALGs
consume resources, and there are many different types of ALGs. The
AFTR is a shared network device that supports a |arge nunber of B4
elements. It is inmpossible for the AFTR to inpl enent every current
and future ALG

8.4. Sharing dobal |Pv4 Addresses

The AFTR shares a single IP with multiple users. This helps to

i ncrease the |1 Pv4 address utilization. However, it also brings some
i ssues such as logging and | awful intercept. Mbre considerations on
sharing the port space of |Pv4 addresses can be found in [ RFC6269].

8.5. Port Forwarding / Keep Alive

The PCP working group is standardizing a control plane to the
carrier-grade NAT [LSN-REQS] in the IETF. The Port Control Protoco
(PCP) enables applications to directly negotiate with the NAT to open
ports and negotiate lifetine values to avoid keep-alive traffic.

More on PCP can be found in [ PCP-BASE] .
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10. | ANA Consi derati ons

Per this docunent, | ANA has all ocated a well-known |Pv4 192.0.0.0/29
network prefix. That range is used to number the Dual -Stack Lite
interfaces. Reserving a /29 allows for 6 possible interfaces on a
mul ti -home node. The IPv4 address 192.0.0.1 is reserved as the | Pv4
address of the default router for such Dual -Stack Lite hosts.

11. Security Considerations

Security issues associated with NAT have | ong been docunented. See
[ RFC2663] and [ RFC2993].

However, noving the NAT functionality fromthe CPE to the core of the
service provider network and sharing | Pv4 addresses anbng custoners
create additional requirenents when | ogging data for abuse usage.
Wth any architecture where an | Pv4 address does not uni quely
represent an end host, |Pv4 addresses and tinestanps are no | onger
sufficient to identify a particular broadband customer. The AFTR
shoul d have the capability to log the tunnel-id, protocol, ports/IP
addresses, and the creation tine of the NAT binding to uniquely
identify the user sessions. Exact details of what is |ogged are

i mpl enent ati on specific and out of scope for this docunent.

The AFTR performs translation functions for interior |Pv4 hosts using
RFC 1918 addresses or the | ANA reserved address range (192.0.0.0/29).
In sonme circunstances, an ISP may provision policies in the AFTR and
instruct the AFTR to bypass translation functi ons based on <l Pv4

Addr ess, port nunber, protocol > Wen the AFTR recei ves a packet
with matching information of the policy fromthe interior host, the
AFTR can sinply forward the packet w thout translation. The
addresses, ports, and protocol information nust be provisioned on the
AFTR before receiving the packet. The provisioning nechanismis out
of scope for this specification
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12.

12.

When decapsul ating packets, the AFTR MUST only forward packets
sourced by RFC 1918 addresses, an | ANA reserved address range, or any
ot her out-of-band pre-authorized addresses. The AFTR MJST drop al

ot her packets. This prevents rogue devices from Il aunchi ng deni al - of -
service attacks using unauthorized public |Pv4 addresses in the |Pv4
source header field or an unauthorized transport port range in the

| Pv4 transport header field. For exanple, rogue devices could
bonbard a public web server by |aunching a TCP SYN ACK attack

[ RFC4987]. The victimwill receive TCP SYN from random | Pv4 source
addresses at a rapid rate and deny TCP services to legitimate users.

Wth I Pv4 addresses shared by nultiple users, ports becone a critica
resource. As such, sonme nechanisns need to be put in place by an
AFTR to limt port usage, either by rate-liniting new connections or
putting a hard limt on the maxi mum nunber of ports usable by a

single user. If this nunber is high enough, it should not interfere
wi th normal usage and still provide reasonable protection of the
shared pool. Mre considerations on sharing |Pv4 addresses can be

found in [RFC6269]. Oher considerations and reconmendati ons on
| oggi ng can be found in [ RFC6302].

AFTRs shoul d support ways to limt service only to registered
customers. One sinple option is to inplenment an I Pv6 ingress filter
on the AFTR s tunnel interface to accept only the | Pv6 address range
defined in the filter.
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Appendi x A.  Depl oynent Consi derations
A 1. AFTR Service Distribution and Horizontal Scaling

One of the key benefits of the Dual-Stack Lite technology lies in the
fact that it is a tunnel-based solution. As such, tunnel endpoints
can be anywhere in the service provider network.

Usi ng the DHCPv6 tunnel endpoint option [RFC6334], service providers
can create groups of users sharing the sane AFTR. Those groups can
be merged or divided at will. This |leads to a horizontally scal ed
solution, where nore capacity is added with nore AFTRs. As those
groups of users can evolve over tine, it is best to nmake sure that
AFTRs do not require per-user configuration in order to provide
servi ce.

A.2. Horizontal Scaling

A service provider can start using just a few centralized AFTRs.
Later, when nore capacity is needed, nore AFTRs can be added and
pushed cl oser to the edges of the access network.

A 3. High Availability

An inportant elenent in the design of the Dual -Stack Lite technol ogy
is the sinplicity of inplenentation on the custonmer side. An |P4-in-
| Pv6 tunnel and a default route over it in the B4 elenent are al

that is needed to get |1Pv4 connectivity. It is assuned that high
availability is the responsibility of the service provider, not the
customer devices inplenenting Dual -Stack Lite. As such, a single

| Pv6 address of the tunnel endpoint is provided in the DHCPv6 option
defined in [RFC6334]. Specific means to achieve high availability on
the service provider side are outside the scope of this

speci fication.

A. 4. Logging

DS-Lite AFTR inpl enentation should offer the functionality to | og NAT
bi ndi ng creations or other ways to keep track of the ports/IP
addresses used by custoners. This is both to support

troubl eshooting, which is very inportant to service providers trying
to figure out why sonething may not be working, and to neet region-
specific requirenments for responding to |egally binding requests for
information fromlaw enforcenent authorities.
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Appendi x B. Exanpl es
B.1. Gateway-Based Architecture

This architecture is targeted at residential broadband depl oynents
but can be adapted easily to other types of deploynent where the
install ed base of IPv4-only devices is inportant.

Consi der a scenario where a Dual-Stack Lite CPE is provisioned only
with IPv6 in the WAN port, not IPv4. The CPE acts as an | Pv4 DHCP
server for the LAN (wireline and w rel ess) handi ng out [RFC1918]
addresses. In addition, the CPE nay support |Pv6 Auto-Configuration
and/ or a DHCPv6 server for the LAN. Wen an |Pv4-only device
connects to the CPE, that CPE will hand out a [ RFC1918] address to
the device. Wen a dual -stack-capabl e device connects to the CPE
that CPE will hand out a [RFC1918] address and a gl obal |Pv6 address
to the device. Besides, the CPE will create an IPv4-in-1Pv6 softwire
tunnel [RFC5571] to an AFTR that resides in the service provider

net wor k.

When the device accesses | Pv6 service, it will send the |IPv6 datagram
to the CPE natively. The CPE will route the traffic upstreamto the
| Pv6 default gateway.

When the device accesses | Pv4 service, it will source the |IPv4
datagramwi th the [ RFC1918] address and send the |IPv4 datagramto the
CPE. The CPE will encapsul ate the | Pv4 datagraminside the |Pv4-in-

| Pv6 softwire tunnel and forward the I Pv6 datagramto the AFTR  This
is in contrast to what the CPE normally does today, which is to NAT
the [RFC1918] address to the public I Pv4 address and route the

dat agram upstream \Wen the AFTR receives the I Pv6 datagram it wll
decapsul ate the | Pv6 header and performan |Pv4-to-I1Pv4 NAT on the
sour ce address.

As illustrated in Figure 1, this Dual -Stack Lite depl oynent node
consi sts of three conponents: the Dual-Stack Lite home router with a
B4 el enent, the AFTR, and a softwire between the B4 el enment acting as
softwire initiator (SI) [RFC5571] in the Dual -Stack Lite honme router
and the softwire concentrator (SC) [RFC5571] in the AFTR. The AFTR
performs | Pv4-1Pv4 NAT translations to nultiplex nultiple subscribers
through a pool of global |Pv4 addresses. Overl apping address spaces
used by subscribers are di sanbi guated through the identification of
tunnel endpoints.
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Fommmaaaaaas +
Host |
+o-m- - +o-m- - +
| 10.0.0.1
|
| 10.0.0.2
- [--------- +

B - B - +
| B4 |
S - Fomme oo +
R == - - +
|]]2001: db8:0:1::1
|
||| <-1Pv4-in-1Pv6 softwire
|1
------- RIEEREEES
/ | \
| | SP core network |
\ | /
------- 1]
|1
| ]]2001: db8:0:2::1
oo NAEREEEEES +
| AFTR |
|+ -------- B R +|
[ ] Concentrator ||
| +-------- Fomm oo +|
| | NAT| |
| +-+-+ |
- [--------- +
| 192.0.2.1
|
________ |----m---
/ | \
| I nt er net |
\ | /
........ I--------
| 198. 51.100. 1
oo oo +
| 1Pv4 Host |
R +

Figure 1: Gateway-Based Architecture
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Not es:

o The Dual-Stack Lite hone router is not required to be on the sane
link as the host.

o The Dual -Stack Lite hone router could be replaced by a Dual - Stack
Lite router in the service provider network.

The resulting solution accepts an | Pv4 datagramthat is translated
into an IPv4-in-1Pv6 softwi re datagram for transm ssion across the
softwire. At the correspondi ng endpoint, the |IPv4 datagramis
decapsul ated, and the translated | Pv4 address is inserted based on a
translation fromthe softwre.

B.1.1. Exanple Message Fl ow

In the exanple shown in Figure 2, the translation tables in the AFTR
are configured to forward between | P/ TCP (10.0.0.1/10000) and I P/ TCP
(192.0.2.1/5000). That is, a datagramreceived by the Dual - Stack
Lite hone router fromthe host at address 10.0.0.1, using TCP DST
port 10000, will be translated to a datagramw th | Pv4 SRC address
192.0.2.1 and TCP SRC port 5000 in the Internet.
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e +
| Host |
+---- - +---- - +
| 110.0.0.1
| Pv4 datagram 1l | |
.
v ]10.0.0.2
- [--------- +

B - B - +
| B4 |
Fommm e a - Fommm e a - +
oo == - - +
| |]]2001:db8:0:1::1
| Pv6 datagram 2| ||
| ||]]<-1Pv4-in-1Pv6 softwire
----- BRI
/ |11 \
| | SP core network |
\ || /
----- IR
| |1
| |]|2001:db8:0:2::1
AREEEE R EREEEEE +
| | AFTR |
| vl |
|+ -------- B R +|
|| Concentrator [ ]
| +-------- Fomm oo +|
| | NAT] |
| +-+-+ |
- [--------- +
| 1192.0.2.1
| Pv4 datagram 3 |
||
_____ | --|--------
/ | ] \
| I nt er net |
\ || /

Fi gure 2: Qutbound Dat agram
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Fom e e Fom e +
| Dat agram | Header field | Contents |
oo e oo +
| 1Pv4 datagram 1 | | Pv4 Dst | 198.51.100.1 |
| | IPv4 Src | 10.0.0.1 |
| | TCP Dst | 80 |
| | TCP Src | 10000 |
| e | e | e |
| I'Pv6 datagram 2 | | Pv6 Dst | 2001:db8:0:2::1 |
| | |Pv6 Src | 2001:db8:0:1::1 |
| | | Pv4 Dst | 198.51.100.1 |
| | IPv4 Src | 10.0.0.1 |
| | TCP Dst | 80 |
| | TCP Src | 10000 |
| e | e | e |
| 1Pv4 datagram 3 | | Pv4 Dst | 198.51.100.1 |
| | IPvd Src | 192.0.2.1 |
| | TCP Dst | 80 |
| | TCP Src | 5000 |
oo oo oo +

Dat agr am Header Contents

When datagram 1 is received by the Dual -Stack Lite hone router, the
B4 el enent encapsul ates the datagramin datagram 2 and forwards it to
the Dual -Stack Lite carrier-grade NAT over the softwre.

VWhen the tunnel concentrator in the AFTR receives datagram 2, it
forwards the I Pv4 datagramto the NAT, which determnes fromits NAT
table that the datagramreceived on the softwire with TCP SRC

port 10000 should be translated to datagram 3 with | Pv4 SRC address
192.0.2.1 and TCP SRC port 5000.

Figure 3 shows an inbound nessage received at the AFTR.  \WWen the NAT
function in the AFTR receives datagram 1, it |ooks up the I P/ TCP DST
information in its translation table. 1In the exanple in Figure 3,
the NAT changes the TCP DST port to 10000, sets the |P DST address to
10.0.0.1, and forwards the datagramto the softwire. The B4 in the
hone router decapsul ates the | Pv4 datagram fromthe inbound softwire
dat agram and forwards it to the host.
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A ]10.0.0.1
| Pv4 datagram 3 |

||
| ]10.0.0.2

- [--------- +
| +-+-+ |
| hone router |
| +-------- B - +|
N B4 N
| +-------- S +|
oo == - - +
N 1]12001:db8:0:1::1
| Pv6 datagram 2 | ||
| ||]]<-1Pv4-in-1Pv6 softwire
|11
----- |-
/ |11 \
| | SP core network |
\ | |1 /
----- RIIEER.
|11
| |]]2001:db8:0:2::1
ASREEEE R REEEEEE +
| AFTR |
|+ -------- B R +|
[ ] Concentrator ||
| +-------- Fomm oo +|
| | NAT] |
| +-+-+ |
- [--------- +

/ | ] \

| I nt er net |

\ | ] /

_____ |__I________
| ]198.51.100.1

+o-m - - +o-m - - +
| 1Pv4 Host |
S +

Figure 3: Inbound Datagram
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Fom e e Fom e +
| Dat agram | Header field | Contents
oo e oo +
| IPv4 datagram 11 | | Pv4 Dst | 192.0.2.1

| | IPv4d Src | 198.51.100.1

| | TCP Dst | 5000

| | TCP Src | 80 |
| e | e | oo |
| I'Pv6 datagram 2 | | Pv6 Dst | 2001:db8:0:1::1

| | | Pv6 Src | 2001:db8:0:2::1

| | |Pv4 Dst | 10.0.0.1

| | Pv4 Src | 198.51.100.1

| | TCP Dst | 10000 |
| | TCP Src | 80 |
| e | e | e |
| 1Pv4 datagram 3 | | Pv4 Dst | 10.0.0.1

| | IPvd Src | 198.51.100.1

| | TCP Dst | 10000

| | TCP Src | 80 |
oo oo oo +

Dat agr am Header Contents
B.1.2. Translation Details

The AFTR has a NAT that transl ates between softw re/port pairs and
| Pv4- address/ port pairs. The sane translation is applied to |IPv4
dat agrans recei ved on the device's external interface and fromthe
softwire endpoint in the device.

In Figure 2, the translator network interface in the AFTR is on the
Internet, and the softwire interface connects to the Dual -Stack Lite
home router. The AFTR translator is configured as follows:

Network interface: Translate |IPv4 destination address and TCP
destination port to the softwire identifier and TCP destination
port

Softwire interface: Translate softwire identifier and TCP source
port to I Pv4 source address and TCP source port

Here is how the translation in Figure 3 works:

o Datagram 1l is received on the AFTR transl ator network interface.
The translator | ooks up the |Pv4-address/port pair inits
translator table, rewites the |Pv4 destination address to
10.0.0.1 and the TCP source port to 10000, and forwards the
datagramto the softwre.
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o The IPv4 datagramis received on the Dual -Stack Lite honme router
B4. The B4 function extracts the | Pv4 datagram and the Dual -
Stack Lite home router forwards datagram 3 to the host.

o e m e e e e e e e e e e e e e e e o e e e oo +
| Softwire-1d/1Pv4/Prot/Port | |Pv4/Prot/Port |
o m m e e e e e e e eem e Fom e e e e e oo +
| 2001:db8:0:1::1/10.0.0.1/ TCP/ 10000 | 192.0.2.1/TCP/ 5000

o m e e e e e e e e e e o e e e e e ok +

Dual -Stack Lite Carrier-G ade NAT Transl ati on Tabl e

The Softwire-1d is the | Pv6 address assigned to the Dual -Stack Lite
CPE. Hosts behind the sanme Dual - Stack Lite home router have the sane
Softwire-1d. The source |IPv4 address is the [RFCL918] address
assigned by the Dual - Stack home router and is unique to each host
behind the CPE. The AFTR woul d recei ve packets sourced from
different | Pv4 addresses in the sane softwire tunnel. The AFTR
conbines the Softwire-1d and | Pv4 address/port [Softwire-1d, |Pv4d+
Port] to uniquely identify the host behind the sane Dual -Stack Lite
hone router.

B.2. Host-Based Architecture

This architecture is targeted at new, |arge-scale deploynents of
dual - st ack- capabl e devices inplenmenting a Dual-Stack Lite interface.

Consi der a scenario where a Dual -Stack Lite host device is directly
connected to the service provider network. The host device is dual -
stack capabl e but only provisioned with an I Pv6 gl obal address.

Besi des, the host device will pre-configure a well-known |Pv4
non-rout abl e address; see Section 10 (| ANA Considerations). This
wel | - known | Pv4 non-routable address is sinmlar to the 127.0.0.1

| oopback address. Every host device that inplenents Dual-Stack Lite
will pre-configure the same address. This address will be used to
source the | Pv4 datagram when the device accesses | Pv4 services.

Besi des, the host device will create an IPv4-in-1Pv6 softwire tunne
to an AFTR. The carrier-grade NAT will reside in the service

provi der networKk.

VWhen the devi ce accesses | Pv6 service, the device will send the |Pv6
datagram natively to the default gateway.
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When the device accesses | Pv4 service, it will source the |Pv4
datagramwi th the well-known non-routable | Pv4 address. Then, the
host device will encapsulate the | Pv4 datagraminside the |Pv4-in-
| Pv6 softwire tunnel and send the | Pv6 datagramto the AFTR  When
the AFTR receives the I Pv6 datagram it wll decapsul ate the |IPv6
header and perform | Pv4-to-1Pv4d NAT on the source address.

This scenario works on both wireline and wirel ess networks. A
typical wireless device will connect directly to the service provider
wi t hout a CPE in between.

As illustrated in Figure 4, this Dual-Stack Lite depl oynent nodel
consi sts of three conponents: the Dual-Stack Lite host, the AFTR, and
a softwire between the softwire initiator B4 in the host and the
softwire concentrator in the AFTR  The Dual -Stack Lite host is
assuned to have | Pv6 service and can exchange IPv6 traffic with the
AFTR.

The AFTR perforns | Pv4d-1Pv4 NAT translations to nultiplex nmultiple
subscri bers through a pool of global |Pv4 addresses. Overl apping
| Pv4 address spaces used by the Dual -Stack Lite hosts are

di sanbi guated through the identification of tunnel endpoints.

In this situation, the Dual -Stack Lite host configures the |IPv4d
address 192.0.0.2 out of the well-known range 192.0.0.0/29 (defined
by ANA) on its B4 interface. It also configures the first
non-reserved | Pv4 address of the reserved range, 192.0.0.1, as the
address of its default gateway.
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Fomm e m oo - Fomm e m oo - +
I B4 I
Fomm oo Fomm oo +
CERRREEE 1] =--nee - +
|]]2001: db8:0:1::1
|1
||| <-1Pv4-in-1Pv6 softwire
|1
------- [[]-------
/ 11 \
| | SP core network |
\ |1 /
------- [1]-------
|1
| ]]2001: db8: 0:2::1
AEEEREEE: HIREEEETEE +
| AFTR |
| +-------- E R +|
|| Concentrator [ ]
| +-------- B - +|
I | NAT] I
| +- -+ |
- [--------- +
| 192.0.2.1
I
________ |________
/ | \
| I nt er net |
\ | /
........ I--------
| 198. 51.100. 1
+---- - +---- - +
| | Pv4 Host |
e +

Figure 4: Host-Based Architecture

The resulting solution accepts an | Pv4 datagramthat is translated
into an IPv4-in-1Pv6 softwire datagram for transm ssion across the
softwire. At the correspondi ng endpoint, the |IPv4 datagramis
decapsul ated, and the translated | Pv4 address is inserted based on a
translation fromthe softwre.
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B.2.1. Exanple Message Fl ow

In the exanple shown in Figure 5 the translation tables in the AFTR
are configured to forward between | P/ TCP (192.0.0.2/10000) and | P/ TCP
(192.0.2.1/5000). That is, a datagramreceived fromthe host at

address 192.0.0.2, using TCP DST port 10000, will be translated to a
datagramwith | Pv4 SRC address 192.0.2.1 and TCP SRC port 5000 in the

| nt er net.
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Fomm e m oo - Fomm e m oo - +
| B4 |
Fomm oo Fomm oo +
oo ] =-- - +
| |]|2001:db8:0:1::1
| Pv6 datagram 1| |||
| ||]]<-1Pvd4-in-1Pv6 softwire
| |1
----- BIIEEEE
/ |11 \
| | SP core network |
\ || /
----- IR
| |1
| |]|2001:db8:0:2::1
AREEEE R EREEEEE +
| | AFTR |
| vl |
|+ -------- B R +|
|| Concentrator [ ]
| +-------- Fomm oo +|
| | NAT] |
| +-+-+ |
I +
| ]192.0.2.1
| Pv4 datagram 2 |
_____ |--]--------
/ | ] \
| I nt er net |
\ | ] /

Figure 5: Qutbound Dat agram
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Focmmiaeiiiaaaaas S Focmmiaeiiiaaaaas +
| Dat agram | Header field | Contents
. . . +
| IPv6 datagram 11 | | Pv6 Dst | 2001:db8:0:2::1

| | IPv6 Src | 2001:db8:0:1::1

| | | Pv4 Dst | 198.51.100.1 |
| | IPv4 Src | 192.0.0.2

| | TCP Dst | 80 |
| | TCP Src | 10000 |
| e | e | e |
| 1 Pv4 datagram 2 | | Pv4 Dst | 198.51.100.1

| | [Pv4 Src | 192.0.2.1

| | TCP Dst | 80 |
| | TCP Src | 5000 |
. . . +

Dat agr am Header Contents

When sendi ng an | Pv4 packet, the Dual -Stack Lite host encapsul ates it
in datagram 1 and forwards it to the AFTR over the softwire.

VWhen it receives datagram 1, the concentrator in the AFTR hands the

| Pv4 datagramto the NAT, which determines fromits translation table
that the datagramreceived on the softwire with TCP SRC port 10000
shoul d be translated to datagram 3 with I Pv4 SRC address 192.0.2.1
and TCP SRC port 5000.

Figure 6 shows an inbound nessage received at the AFTR.  \WWen the NAT
function in the AFTR receives datagram 1, it |ooks up the I P/ TCP DST
inits translation table. In the exanple in Figure 6, the NAT
translates the TCP DST port to 10000, sets the IP DST address to
192.0.0.2, and forwards the datagramto the softwire. The B4 inside
the host decapsul ates the | Pv4 datagramfromthe inbound softwre

dat agram and forwards it to the host’s application |ayer.
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|

|

|

|

|
/ | 111 \
| | SP core network |

\ | |

----- | -1[]-------
| 111
| |]|2001:db8:0:2::1

AREEEE R IREEEEEE +
| AFTR |
| | 111 |
|+ -------- B R +|
|| Concentrator [ ]
|+ -------- S +|
| | NAT| |
| +- +- + |
e [ +

Figure 6: Inbound Datagram
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Fom e e Fom e +
| Dat agram | Header field | Contents
oo e oo +
| IPv4 datagram 11 | | Pv4 Dst | 192.0.2.1

| | IPv4d Src | 198.51.100.1

| | TCP Dst | 5000

| | TCP Src | 80 |
| e | e | oo |
| I'Pv6 datagram 2 | | Pv6 Dst | 2001:db8:0:1::1

| | | Pv6 Src | 2001:db8:0:2::1

| | | Pv4 Dst | 192.0.0.2

| | Pv4 Src | 198.51.100.1

| | TCP Dst | 10000 |
| | TCP Src | 80 |
oo e oo +

Dat agr am Header Contents
B.2.2. Translation Details

The AFTR translation steps are the sane as in Appendix B.1.2. One
difference is that all the host-based B4s will use the sane well -
known | Pv4 address 192.0.0.2. To uniquely identify the host-based
B4, the AFTR will use the host-based B4’s | Pv6 address, which is
uni que for the host.
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| Softwire-1d/ I Pv4/Prot/Port | |Pv4/Prot/ Port |
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| 2001: db8:0:1::1/192.0.0.2/TCP/ 10000 | 192.0. 2.1/ TCP/ 5000
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Dual -Stack Lite Carrier-G ade NAT Transl ati on Tabl e

The Softwire-1d is the I Pv6 address assigned to the Dual - Stack host.
Each host has a unique Softwire-1d. The source |Pv4 address is one
of the well-known | Pv4 addresses. The AFTR coul d receive packets
fromdifferent hosts sourced fromthe sanme | Pv4 well-known address
fromdifferent softwire tunnels. Simlar to the gateway
architecture, the AFTR conbines the Softwire-1d and | Pv4 address/port
[Softwire-1d, |IPv4+Port] to uniquely identify the individual host.
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