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1. I nt roducti on

Thi s docunent presents a brief survey of proposals to attain a Less-
than-Best-Effort (LBE) service by means of end-host mechani sms. W
| oosely define an LBE service as a service which results in smaller
bandwi dt h and/or del ay inpact on standard TCP than standard TCP
itself, when sharing a bottleneck with it. W refer to systens that
are designed to provide this service as LBE systens. Wth the
exception of TCP Vegas, which we present for historical reasons, we
exclude systens that have been noted to exhibit LBE behavi or under
some circunmstances but were not designed for this purpose (e.qg.
RAPI D [ Kon09]).

General | y, LBE behavior can be achieved by reacting to queue growth
earlier than standard TCP woul d or by changi ng the congestion-

avoi dance behavior of TCP without utilizing any additional inplicit
feedback. It is therefore assunmed that readers are famliar with TCP
congestion control [RFC5681]. Sone nechani sns achi eve an LBE
behavi or wi thout nodifying transport-protocol standards (e.g., by
changi ng the receiver wi ndow of standard TCP), whereas others

| everage network-1evel nechanisns at the transport |ayer for LBE
purposes. According to this classification, solutions have been
categorized in this docunment as del ay-based transport protocols, non-
del ay- based transport protocols, upper-I|layer approaches, and network-
assi sted approaches. Sone of the schenes in the first two categories
could be inplenmented using TCP without changing its header fornat;
this would facilitate their deploynent in the Internet. The schenes
inthe third category are, by design, supposed to be especially easy
to depl oy because they only describe a way in which existing
transport protocols are used. Finally, mechanisms in the |ast
category require changes to equi pnent al ong the path, which can
greatly conplicate their deploynent.
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Thi s docunent is a product of the Low Extra Del ay Background
Transport (LEDBAT) working group. It ains at putting the congestion
control algorithmthat the working group has specified [Shall] in the
context of the state of the art in LBE transport. This survey is not
exhaustive, as this would not be possible or useful; the authors have
sel ected key, well-known, or otherw se interesting techniques for
inclusion at their discretion. There is also a substantial amount of
work that is related to the LBE concept but does not present a
solution that can be installed in end-hosts or expected to work over
the Internet (e.g., there is a Diffserv-based, Lower-Effort service

[ RFC3662], and the | ETF Congesti on Exposure (CONEX) working group is
devel opi ng a nmechani sm which can incentivize LEDBAT-Ii ke
applications). Such work is outside the scope of this docunent.

2. Del ay-Based Transport Protocols

It is wong to generally equate "little inmpact on standard TCP" with
"smal | sending rate". Wthout Explicit Congestion Notification (ECN)
support, standard TCP will nornally increase its congestion w ndow

(and effective sending rate) until a queue overfl ows, causing one or
nore packets to be dropped and the effective rate to be reduced. A
protocol that stops increasing the rate before this event happens
can, in principle, achieve a better performance than standard TCP

TCP Vegas [Bra94] is one of the first protocols that was known to
have a smaller sending rate than standard TCP when both protocols
share a bottleneck [Kur00] -- yet, it was designed to achi eve nore,
not |ess, throughput than standard TCP. |I|ndeed, when TCP Vegas is
the only congestion control algorithmused by flows going through the
bottl eneck, its throughput is greater than the throughput of standard
TCP. Depending on the bottleneck queue | ength, TCP Vegas itself can
be starved by standard TCP flows. This can be renedied to sone
degree by the Random Early Detection (RED) Active Queue Managenent
mechani sm [ RFC2309]. Vegas linearly increases or decreases the
sendi ng rate, based on the difference between the expected throughput
and the actual throughput. The estination is based on RTT

measur enent s.

The congesti on-avoi dance behavior is the protocol’s npbst inportant
feature in terns of historical relevance as well as relevance in the
context of this docunent (it has been shown that other elements of
the protocol can sonetines play a greater role for its overal
behavi or [Hen00]). In congestion avoi dance, once per RTT, TCP Vegas
cal cul ates the expected throughput as WndowSi ze / BaseRTT, where

W ndowSi ze is the current congestion wi ndow and BaseRTT is the

m ni mum of all neasured RTTs. The expected throughput is then
conpared with the actual throughput, nmeasured based on recent

acknow edgenents. If the actual throughput is smaller than the
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expected throughput mnus a threshold called "beta", this is taken as
a sign of congestion, causing the protocol to linearly decrease its
rate. |If the actual throughput is greater than the expected
throughput minus a threshold called "al pha" (with al pha < beta), this
is taken as a sign that the network is underutilized, causing the
protocol to linearly increase its rate

TCP Vegas has been anal yzed extensively. One of the npbst proninent
properties of TCP Vegas is its fairness between multiple flows of the
same kind, which does not penalize flows with | arge propagation

del ays in the same way as standard TCP. Wile it was not the first
protocol that uses delay as a congestion indication, its predecessors
(l'ike CARD [Jai 89], Tri-S [Wan91], or DUAL [Wan92]) are not di scussed
here because of the historical "landmark" role that TCP Vegas has
taken in the literature.

Del ay- based transport protocols that were designed to be non-
intrusive include TCP Nice [Ven02] and TCP Low Priority (TCP-LP)

[ Kuz0O6]. TCP Nice [Ven02] follows the sane basic approach as TCP
Vegas but inproves upon it in sone aspects. Because of its noderate
| i near - decrease congestion response, TCP Vegas can affect standard
TCP despite its ability to detect congestion early. TCP N ce renoves
this issue by halving the congestion wi ndow (at nmpbst once per RITT,
like standard TCP) instead of linearly reducing it. To avoid being
too conservative, this is only done if a fixed predefined fraction of
del ay- based i nci pi ent congestion signals appears within one RTT.

O herwise, TCP Nice falls back to the congestion-avoi dance rul es of
TCP Vegas if no packet was |ost or standard TCP if a packet was | ost.
One nore feature of TCP Nice is its ability to support a congestion
wi ndow of | ess than one packet, by clocking out single packets over
nore than one RTT. Wth ns-2 sinmulations and real-1ife experinents
using a Linux inplenmentation, the authors of [Ven02] show that TCP

Ni ce achieves its goal of efficiently utilizing spare capacity while
bei ng non-intrusive to standard TCP

O her than TCP Vegas and TCP Nice, TCP-LP [Kuz06] uses only the one-
way delay (OAD) instead of the RTT as an indicator of incipient
congestion. This is done to avoid reacting to delay fluctuations
that are caused by reverse cross-traffic. Using the TCP Ti nmest anps
option [ RFC1323], the OAND is determ ned as the di fference between the
receiver’s Tinestanp value in the ACK and the original Tinestanp

val ue that the receiver copied into the ACK Wile the result of
this subtraction can only precisely represent the O if clocks are
synchroni zed, its absolute value is of no concern to TCP-LP, and
hence cl ock synchroni zation i s unnecessary. Using a constant
snoot hi ng paraneter, TCP-LP cal cul ates an Exponentially Wi ghted
Movi ng Average (EWR) of the neasured OAD and checks whet her the
result exceeds a threshold within the range of the m ni num and
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maxi mum OAD t hat was seen during the connection's lifetinme; if it
does, this condition is interpreted as an "early congestion

i ndi cation". The m ni mum and maxi rum OAD val ues are initialized
during the slowstart phase.

Regarding its reaction to an early congestion indication, TCP-LP
tries to strike a mddle ground between the overly conservative
choice of _inmmediately_ setting the congestion w ndow to one packet,
and the presumably too aggressive choice of sinply halving the
congestion wi ndow | i ke standard TCP; TCP-LP tries to delay the fornmer
action by an additional RTT, to see if there is persistent congestion
or not. It does so by halving the window at first in response to an
early congestion indication, then initializing an "inference tine-out
timer" and maintaining the current congestion wi ndow until this timer
fires. |If another early congestion indication appeared during this
"inference phase", the windowis then set to 1; otherw se, the w ndow
i s maintai ned and TCP-LP continues to increase it in the standard
Addi tive-Increase fashion. This nethod ensures that it takes at

| east two RTTs for a TCP-LP flow to decrease its windowto 1, and
that, like standard TCP, TCP-LP reacts to congestion at npbst once per
RTT.

Using a sinple anal ytical nodel, the authors of TCP-LP [ Kuz06]
illustrate the feasibility of a del ay-based LBE transport by show ng
that, due to the non-linear relationship between throughput and RTT,
it is possible to avoid interfering with standard TCP traffic even
when the flows under consideration have a |arger RTT than standard
TCP flows. Wth ns-2 sinulations and real -life experiments using a
Li nux inplementation, the authors of [Kuz06] show that TCP-LP is
largely non-intrusive to TCP traffic while at the sane tine enabling
it toutilize a large portion of the excess network bandw dth, which
is fairly shared anong competing TCP-LP flows. They al so show t hat
using their protocol for bulk data transfers greatly reduces file
transfer tines of conpeting best-effort web traffic.

Sync-TCP [Wei 05] follows a simlar approach as TCP-LP, by adapting
its reaction to congestion according to changes in the OND. By
conparing the estimated (average) forward queuing delay to the

maxi mum observed del ay, Sync-TCP adapts the Additive-Increase

Mul tiplicative-Decrease (Al MD) paraneters depending on the trend

foll owed by the average del ay over an observation wi ndow. Even
though the authors of [Wei05] did not explicitly consider its use as
an LBE protocol, Sync-TCP was designed to react early to incipient
congestion, while grabbing avail abl e bandw dth nore aggressively than
a standard TCP in congestion-avoi dance node.
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Del ay- based congestion control is also the basis of proposals that
aimat adapting TCP' s congestion avoi dance to very hi gh-speed
networks. Sone of these proposals, |ike Conmpound TCP [ Tan06] [ Sri 08]
and TCP Illinois [Liu08], are hybrid | oss- and del ay-based

mechani sns, whereas others (e.g., Newvegas [Dev03], FAST TCP [ Wei 06],
or CODE TCP [Chal0]) are variants of Vegas based primarily on del ays.

2.1. Accuracy of Del ay-Based Congestion Predictors

The accuracy of del ay-based congestion predictors has been the

subj ect of a good deal of research, see, e.g., [Bia03], [MrO03],
[PraO4], [Rew06], [McC08]. The mmin result of nbst of these studies
is that delays (or, nore precisely, round-trip tines) are, in
general, weakly correlated with congestion. There are severa
factors that may i nduce such a poor correlation

o Bottleneck buffer size: in principle, a delay-based mechani sm
could be made "nore than TCP friendly" _if_ buffers are "large
enough", so that RTT fluctuations and/or deviations fromthe
m ni mum RTT can be detected by the end-host with reasonabl e
accuracy. Oherwise, it may be hard to distinguish real delay
vari ations from neasurenment noi se.

o RITT neasurenent issues: in principle, RIT sanples may suffer from
poor resolution, due to tiners which are too coarse-grained with
respect to the scale of delay fluctuations. Also, a flow may
obtain a very noisy estimate of RTTs due to undersanpling, under
some circunmstances (e.g., the flowrate is nmuch [ower than the
i nk bandwi dth). For TCP, other potential sources of neasurenent
noi se i nclude TCP segnentation offloading (TSO and the use of
del ayed ACKs [Hayl10]. A congested reverse path may also result in
an erroneous assessment of the congestion state of the forward
path. Finally, in the case of fast or short-distance links, the
majority of the measured delay can in fact be due to processing in
the involved hosts; typically, this processing delay is not of
interest, and it can underlie fluctuations that are not related to
the network at all

o Level of statistical multiplexing and RTT sanpling: it may be easy
for an individual flowto "m ss" |oss/queue overfl ow events,
especially if the nunber of flows sharing a bottl eneck buffer is
significant. This is nicely illustrated, e.g., in Figure 1 of
[ McCO8] .

o Impact of wireless links: several mechanisns that are typical of

wireless links, like link-layer scheduling and error recovery, nay
i nduce strong delay fluctuations over short timescales [CGur04].
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Interestingly, the results of Bhandarkar et al. [BhaO7] seemto paint
a slightly different picture, regarding the accuracy of del ay-based
congestion prediction. Bhandarkar et al. claimthat it is possible
to significantly inprove prediction accuracy by adopting some sinple
techni ques (snoothing of RTT sanples, increasing the RTT sanpling
frequency). Nonethel ess, they acknow edge that even with such
techniques, it is not possible to eradicate detection errors. Their
proposed del ay- based congesti on-avoi dance net hod, PERT (Probabilistic
Early Response TCP), mitigates the inpact of residual detection
errors by nmeans of a probabilistic response mechani smto congestion-
det ection events.

2.2. Potential |Issues with Del ay-Based Congestion Control for LBE
Transport

Wet her a del ay- based protocol behaves in its intended nmanner (e.g.

it is "nmore than TCP friendly", or it grabs available bandwidth in a
very aggressive manner) nay depend on the accuracy issues listed in
Section 2.1. Mdreover, protocols |ike Vegas need to keep an estinmate
of the m nimum ("base") delay; this makes such protocols highly
sensitive to eventual changes in the end-to-end route during the
lifetime of the flow [ M99].

Regardi ng the issue of false positives or false negatives with a

del ay- based congestion detector, nobst studies focus on the |oss of

t hroughput comi ng fromthe erroneous detection of queue buil d-up and
of alleviation of congestion. Arguably, for an LBE transport
protocol it's better to err on the "nore-than-TCP-friendly side"
that is, to always yield to _perceived_ congestion whether it is
"real" or not; however, failure to detect congestion (due to one of
the above accuracy problens) would result in behavior that is not
LBE. For instance, consider the case in which the bottleneck buffer
is small, so that the contribution of queueing delay at the

bottl eneck to the gl obal end-to-end delay is small. |In such a case,
a flow using a del ay-based nmechani sm m ght end up consuming a good
deal of bandwi dth with respect to a conpeting standard TCP fl ow,
unless it also incorporates a suitable reaction to |oss.

A del ay- based mechani sm may al so suffer fromthe so-called "Il atecomer
advant age" (or "l ateconer unfairness") problem Consider the case in
whi ch the bottleneck link is already (very) congested. 1In such a
scenario, delay variations nay be quite small; hence, it may be very
difficult to tell an enpty queue froma heavily-1oaded queue, in
terns of delay fluctuation. Therefore, a newy-arriving del ay-based
flow may start sending faster when there is already heavy congestion
eventual ly driving away | oss-based fl ows [ Sha05] [Car10].
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3.

Non- Del ay- Based Transport Protocols

There exist a few transport-1layer proposals that achieve an LBE
service without relying on delay as an indicator of congestion. In
the al gorithms discussed below, the loss rate of the flow determ nes,
either inplicitly or explicitly, the sending rate (which is adapted
so as to obtain a | ower share of the avail able bandw dth than
standard TCP); such nmechanisns |ikely cause nore queui ng del ay and
react to congestion nore slowy than del ay-based ones.

4CP [Liu07], which stands for "Competitive and Consi derate Congestion

Control", is a protocol that provides an LBE service by changing the
wi ndow control rules of standard TCP. A "virtual w ndow' is
mai nt ai ned that, during a so-called "bad congesti on phase", is

reduced to | ess than a predefined nini mum val ue of the actua
congestion wi ndow. The congestion window is only increased again
once the virtual w ndow exceeds this mninum and in this way the
virtual wi ndow controls the duration during which the sender
transmts with a fixed mnimumrate. Wether the congestion state is
"bad" or "good" depends on whether the | oss event rate is above or
bel ow a threshold (or target) value. The 4CP congesti on-avoi dance
algorithmallows for setting a target average w ndow and avoi ds
starvation of "background" flows while bounding the inpact on
"foreground" flows. |Its performance was evaluated in ns-2
simulations and in real-life experinents with a kernel-1|eve

i mpl ementation in Mcrosoft Wndows Vista.

The Mul TFRC [ DamD9] protocol is an extension of TCP-Friendly Rate
Control (TFRC) [RFC5348] for multiple flows. Ml TFRC takes the main
i dea of Mul TCP [Cro098] and sim | ar proposals (e.g., [Hac04], [Hac08],
[ Kuo08]) a step further. A single MuUITCP flowtries to enulate (and
be as friendly as) a nunber N > 1 of parallel TCP flows. By
supporting values of N between 0 and 1, Ml TFRC can be used as a
mechani sm for an LBE service. Since it does not react to delay like
the protocols described in Section 2 but adjusts its rate |ike TFRC,
Mul TFRC can probably be expected to be nore aggressive than
mechani sns such as TCP Nice or TCP-LP. This also neans that Ml TFRC
is less likely to be prone to starvation, as its aggressiveness is
tunable at a fine granularity, even when Nis between 0 and 1

Upper - Layer Approaches

The proposal s described in this section do not require nodifying
transport-protocol standards. Mst of them can be regarded as
running "on top" of an existing transport, even though they may be
i mpl enented either at the application layer (i.e., in user-leve
processes), or in the kernel of the end-hosts’ operating systens.
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Such "upper-|ayer" mechani snms nmay arguably be easier to deploy than
transport-| ayer approaches, since they do not require any changes to
the transport itself.

A simplistic, application-level approach to a background transport
service may consi st in scheduling automated transfers at tinmes when
the network is lightly | oaded, e.g., as described in [Dyk02] for
cooperative proxy caching. An issue with such a technique is that it
may not necessarily be applicable to applications |ike peer-to-peer
file transfer, since the notion of an "off-peak hour" is not
meani ngf ul when end-hosts may be | ocated anywhere in the world.

The so-call ed Background Intelligent Transfer Service [BITS] is

i mpl emented in several versions of Mcrosoft Wndows. BITS uses a
system of application-layer priority levels for file-transfer jobs,
together with nmonitoring of bandwi dth usage of the network interface
(or, in nore recent versions, of the network gateway connected to the
end-host), so that lowpriority transfers at a given end-host give
way to both high-priority (foreground) transfers and traffic from
interactive applications at the sane host.

A different approach is taken in [Egg05] -- here, the priority of a
flowis reduced via a generic idletime scheduling strategy in a
host’s operating system VWile results presented in this paper show
that the new schedul er can effectively shield regular tasks from!| ow
priority ones (e.g., TCP fromgreedy UDP) with only a mnor
performance inpact, it is an underlying assunption that all involved
end- hosts woul d use the idletine scheduler. |In other words, it is
not the focus of this work to protect a standard TCP fl ow t hat
originates fromany host where the presented scheduling schene may
not be i npl enent ed.

4.1. Receiver-Oiented, Flow Control-Based Approaches

Sone proposal s for achi eving an LBE behavior work by exploiting
exi sting transport-layer features -- typically, at the "receiving"
side. In particular, TCP’s built-in flow control can be used as a
neans to achieve a lowpriority transport service

The nmechani sm described in [Spr00] is an example of the above

techni que. Such mechani smcontrols the bandwidth by letting the
receiver intelligently manipul ate the receiver wi ndow of standard
TCP. This is possible because the authors assunme a client-server
setting where the receiver’s access link is typically the bottleneck
The schere incorporates a del ay-based cal cul ati on of the expected
gueue length at the bottleneck, which is quite simlar to the
calculation in the above del ay-based protocols, e.g., TCP Vegas.
Using a Linux inplenentation, where TCP flows are classified
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according to their application’s needs, Spring et al. show in [Spr00]
that a significant inprovement in packet |atency can be attained over
an unnodi fied system while maintaining good link utilization

A simlar method is enployed by Mehra et al. [Meh03], where both the
advertised receiver wi ndow and the delay in sending ACK nessages are
dynam cally adapted to attain a given rate. As in [Spr00], Mehra et
al. assume that the bottleneck is |ocated at the receiver’s access
link. However, the latter al so propose a bandwi dt h-sharing system
all owi ng control of the bandwidth allocated to different flows, as
well as allotnent of a mnimumrate to sonme fl ows.

Recei ver wi ndow tuning is also done in [Key04], where choosing the
right value for the window is phrased as an optinization problem On
this basis, two algorithms are presented, binary search (which is
faster than the other one at achieving a good operation point but
fluctuates) and stochastic optim zation (which does not fluctuate but
converges slower than binary search). These algorithnms nerely use
the previous receiver wi ndow and the anmount of data received during
the previous control interval as input. According to [Key04], the
encouragi ng simulation results suggest that such an application-|eve
mechani sm can work al nbst as well as a transport-I|ayer schene |ike
TCP- LP.

Anot her way of dealing with non-interactive flows, |ike web
prefetching, is to rate-linit the transfer of such bursty traffic
[Cro98b]. Note that one of the techniques used in [Cro98b] is,
precisely, to have the downl oadi ng application adapt the TCP receiver
wi ndow, so as to reduce the data rate to the m ni mum needed (thus

di sturbing other flows as little as possible while respecting a
deadl i ne for the transfer of the data).

5.  Network- Assi st ed Approaches

Net wor k- | ayer mechani sns, |ike active queue management (AQVW) and
packet scheduling in routers, can be exploited by a transport

protocol for achieving an LBE service. Such approaches may result in
i mproved protection of non-LBE flows (e.g., when scheduling is used);
besi des, approaches using an explicit, AQwWbased congestion signaling
may arguably be nore robust than, say, del ay-based transports for
detecting i npendi ng congestion. However, an obvi ous drawback of any
net wor k- assi sted approach is that, in principle, they need

nmodi fications in both end-hosts and internedi ate netwrk nodes.

Harp [ Kok04] realizes an LBE service by dissipating background
traffic to less-utilized paths of the network, based on multipath
routing and multipath congestion control. This is achieved w thout
changing all routers, by using edge nodes as relays. According to
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the authors, these edge nodes shoul d be gateways of organizations in
order to align their schene with usage incentives, but the technica
solution would also work if Harp was only deployed in end-hosts. It
det ects i npendi ng congestion by |ooking at delay, simlar to TCP N ce
[ Ven02], and nmanages to inprove the utilization and fairness of TCP
over pure single-path solutions without requiring any changes to the
TCP itself.

Anot her technique is that used by protocols like Network-Friendly TCP
(NF-TCP) [ArulO], where a bandwi dt h-estimation nmodule integrated into
the transport protocol allows to rapidly take advantage of free
capacity. NF-TCP conbines this with an early congestion detection
based on Explicit Congestion Notification (ECN [RFC3168] and RED

[ RFC2309]; when congestion starts building up, appropriate tuning of
a RED queue allows to mark lowpriority (i.e., NF-TCP) packets with a
much hi gher probability than high-priority (i.e., standard TCP)
packets, so lowpriority flows yield up bandw dth before standard TCP
flows. NF-TCP could be inplenented by adapting the congestion

control behavior of TCP without requiring to change the protocol on
the wire -- with the only exception that NF-TCP-capabl e routers nust
be able to sonehow di stingui sh NF-TCP traffic fromother TCP traffic.

In [Ven08], Venkataranman et al. propose a transport-layer approach to
| everage an existing, network-layer LBE service based on priority
gueuei ng. Their transport protocol, which they call PLT (Priority-
Layer Transport), splits a layer-4 connection into two flows, a high-
priority one and a lowpriority one. The high-priority flowis sent
over the higher-priority queueing class (in principle, offering a
best-effort service) using an AIMD, TCP-1ike congestion contro
nmechanism The lowpriority flow, which is napped to the LBE cl ass,
uses a non TCP-friendly congestion control algorithm The goal of
PLT is thus to nmaxinize its aggregate throughput by exploiting unused
capacity in an aggressive way, while protecting standard TCP fl ows
carried by the best-effort class. Simlar in spirit, [OQtO03]
proposes sinple changes to only the AlIMD parameters of TCP for use
over a network-layer LBE service, so that such "filler" traffic may
aggressively consunme unused bandwi dth. Note that [Ven08] also

consi ders a mechani smfor detecting the lack of priority queueing in
the network, so that the non-TCP friendly flow may be inhibited. The
PLT receiver nonitors the loss rate of both flows; if the high-
priority flow starts seeing |l osses while the lowpriority one does
not experience 100% 1l oss, this is taken as an indication of the
absence of strict priority queueing.
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6. LEDBAT Consi derati ons

The previous sections have shown that there is a | arge ampunt of work
on attaining an LBE service, and that it is quite heterogeneous in
nature. The al gorithm devel oped by the LEDBAT worki ng group [ Shalil]
can be classified as a del ay-based nechanism as such, it is simlar
in spirit to the protocols presented in Section 2. It is, however,
not a protocol -- howit is actually applied to the Internet, i.e.,
how to use existing or even new transport protocols together with the
LEDBAT algorithm is not defined by the LEDBAT working group. As it
heavily relies on delay, the discussion in Sections 2.1 and 2.2
applies to it. The performance of LEDBAT has been anal yzed in
conparison with some of the other work presented here in severa
articles, e.g. [ArulO], [Car10], [Schl10], but these anal yses have to
be exanmined with care: at the tine of witing, LEDBAT was still a
novi ng target.
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