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Abstract

One of the main notivations behind Virtual Private LAN Service (VPLS)
isits ability to provide connectivity not only anbng custoner
routers and servers/hosts but al so anong custoner | EEE bridges. VPLS
is expected to deliver the same level of service that current
enterprise users are accustoned to fromtheir own enterprise bridged
networ ks or their Ethernet Service Providers.

When custoner edge (CE) devices are | EEE bridges, then there are
certain issues and chall enges that need to be accounted for in a VPLS
network. The majority of these issues have been addressed in the

| EEE 802. 1lad standard for provider bridges and they can be |everaged
for VPLS networks. This docunent extends the provider edge (PE)

nodel described in RFC 4664 based on | EEE 802. 1ad bri dge nodul e, and
it illustrates a clear demarcation between the | EEE bridge nodul e and
| ETF LAN erul ation nodule. By doing so, it shows that the mgjority
of interoperability issues with CE bridges can be del egated to the
802. lad bridge nodul e, thus renoving the burden on the | ETF LAN

ermul ation nodule within a VPLS PE
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This docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6246
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1. Introduction

Virtual Private LAN Service (VPLS) is a LAN enul ation service

i ntended for providing connectivity between geographically dispersed
customer sites across MANs/WANs (over MPLS/IP), as if they were
connected using a LAN. One of the main notivations behind VPLS is
its ability to provide connectivity not only anmong customer routers
and servers/hosts but also anbng | EEE custonmer bridges. If only
connectivity anmong customer |IP routers/hosts is desired, then an |P-
only LAN Service [IPLS] solution could be used. The strength of the
VPLS solution is that it can provide connectivity to both bridge and
non- bri dge types of CE devices. VPLS is expected to deliver the sane
| evel of service that current enterprise users are accustomed to from
their own enterprise bridged networks [802.1D] [802.1Q today or the
sanme |level of service that they receive fromtheir Ethernet Service
Provi ders using | EEE 802. 1ad- based networks [802.1ad] (or its
predecessor, Q nQ based networks).

VWhen CE devices are | EEE bridges, then there are certain issues and
chal | enges that need to be accounted for in a VPLS network. The
majority of these issues have been addressed in the | EEE 802. 1ad
standard for provider bridges and they can be | everaged for VPLS
networks. This docunent extends the PE nodel described in [ RFC4664]
based on the | EEE 802. 1ad bridge nmodul e and illustrates a clear

demar cati on between | EEE bri dge nodul e and | ETF LAN emrul ati on nodul e.
By doing so, it describes that the majority of interoperability

i ssues with CE bridges can be del egated to the 802. 1ad bri dge nodul e,
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thus renoving the burden on the | ETF LAN enul ation nodule within a
VPLS PE. This docunent discusses these issues and, wherever
possi bl e, suggests areas to be explored in rectifying these issues.
The detailed solution specification for these issues is outside of
the scope of this document.

Thi s docunent al so di scusses interoperability issues between VPLS and
| EEE 802. 1ad networ ks when the end-to-end service spans across both
types of networks, as outlined in [ RFC4A762].

Thi s docunent categorizes the CE-bridge issues into two groups: 1)
mandatory and 2) optional. The issues in group (1) need to be
addressed in order to ensure the proper operation of CE bridges. The
i ssues in group (2) would provide additional operational inprovenent
and efficiency and may not be required for interoperability with CE
bridges. Sections 5 and 6 discuss these nandatory and optiona

i ssues, respectively.

1.1. Conventions

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Ethernet Service |Instance

Before starting the discussion of bridging issues, it is inmportant to
clarify the Ethernet Service definition. The termVPLS has different
meanings in different contexts. |In general, VPLS is used in the

foll owing contexts [ RFC6136]: a) as an end-to-end bridged LAN service
over one or nore networks (one of which is an MPLS/ I P network), b) as
an MPLS/ I P network supporting these bridged LAN services, and c) as
(V)LAN emul ation. For better clarity, we differentiate between its
usage as network versus service by using the terms VPLS network and
VPLS i nstance, respectively. Furthernore, we confine VPLS (both
network and service) to only the portion of the end-to-end network
that spans an MPLS/IP network. For an end-to-end service (anobng
different sites of a given custoner), we use the term "Ethernet
Servi ce I nstance" or ESI

We define the Ethernet Service Instance (ESI) as an associ ation of
two or nore Attachnment Circuits (ACs) over which an Ethernet service
is offered to a given custoner. An AC can be either a User- Network
Interface (UNI) or a Network-Network Interface (NNI); furthernore, it
can be an Ethernet interface or a VLAN, it can be an ATM or Frane
Relay Virtual Circuit, or it can be a PPP/HDLC (PPP/ H gh-Level Data
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Link Control) interface. |If an ESI is associated with nore than two
ACs, then it is a multipoint ESI. |In this docunent, wherever the
keyword ESI is used, it neans nultipoint ESI unless stated otherw se.

An ESI can correspond to a VPLS instance if its associated ACs are
only connected to a VPLS network, or an ESI can correspond to a
Service VLAN if its associated ACs are only connected to a Provider-
Bri dged network [802.1ad]. Furthernore, an ESI can be associated
with both a VPLS instance and a Service VLAN when consi dering an end-
to-end service that spans across both VPLS and Provi der-Bri dged

networks. An ESI can span across different networks (e.g., |EEE
802. 1lad and VPLS) belonging to the sanme or different admnistrative
donai ns.

An ESI nost often represents a customer or a specific service
requested by a custoner. Since traffic isolation anmong different
customers (or their associated services) is of paranbunt inportance
in service provider networks, its realization shall be done such that
it provides a separate Media Access Control (MAC) address donain and
broadcast domain per ESI. A separate MAC address donain is provided
by using a separate MAC forwarding table (e.g., Forwarding

I nformati on Base (FIB), also known as filtering database [802.1D0])
per ESI (for both VPLS and | EEE 802. 1ad networks). A separate
broadcast domain is provided by using a full nesh of pseudow res per
ESI over the I P/MPLS core in a VPLS network and/or a dedicated
Service VLAN per ESI in an | EEE 802. 1lad networKk.

3. VPLS-Capabl e PE Model with Bridge Mdul e

[ RFC4664] defines three nodels for VPLS-capable PE (VPLS-PE), based
on the bridging functionality that needs to be supported by the PE

If the CE devices can be routers/hosts or | EEE bridges, the second
nodel from [RFC4664] is the nost suitable, and it is both adequate to
provide the VPLS | evel of service and consistent with the | EEE
standards for Provider Bridges [802.1ad]. W briefly describe the
second nodel and then expand upon this nodel to showits sub-
conponents based on the [802.1ad] Provider Bridge nodel.

As described in [ RFC4664], the second nodel for VPLS-PE contains a
singl e bridge nodul e supporting all the VPLS instances on that PE ,
where each VPLS instance is represented by a unique VLAN inside that
bri dge nodul e (al so known as a Service VLAN or S-VLAN). The bridge
nodul e has a single "Emul ated LAN' interface over which it

comuni cates with all VPLS forwarders, and each VPLS instance is
represented by a unique S-VLAN tag. Each VPLS instance can consi st
of a set of pseudowires, and its associ ated forwarder can correspond
to a single VLAN as depicted in Figure 1 below Thus, sonetines it
is referred to as VLAN enul ati on
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LAN enul ation (nulti-access) interface
Figure 1. VPLS-Capabl e PE Mde

Customer franes associated with a given ESI carry the S-VLAN ID for
that ESI over the LAN enmulation interface. The S VLANID is stripped
before transmitting the frames over the set of pseudow res (PW)
associated with that VPLS instance (assum ng raw node PW are used as
specified in [ RFC4448]).

The bridge nodul e can itself consist of one or two sub-conponents,

dependi ng on the functionality that it needs to perform Figure 2
depicts the nmodel for the bridge nodul e based on [802. 1ad].
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Figure 2. Mbdel of the 802.1ad Bridge Mdul e

The S-VLAN bridge conmponent is always required and it is responsible
for tagging customer frames with S-VLAN tags in the ingress direction
(fromcustomer UNIs) and renmoving S-VLAN tags in the egress direction
(toward customer UNIs). It is also responsible for running the
provider’s bridge protocol -- such as Rapid Spanning Tree Protocol
(RSTP), Multiple Spanning Tree Protocol (MSTP), Ceneric VLAN

Regi stration Protocol (GVRP), GARP Milticast Registration Protocol
(GVRP), etc. -- anong provider bridges within a single admnistrative
donai n.

The custoner VLAN (C-VLAN) bridge conmponent is required when the
customer Attachnment Circuits are VLANs (aka CVLANs). |n such cases,
the VPLS-capable PE needs to participate in some of the custoner’s
bri dgi ng protocol such as RSTP and MSTP. Such participation is

requi red because a C-VLAN at one site can be mapped into a different
C-VLAN at a different site or, in case of asymmetric mapping, a
customer Ethernet port at one site can be mapped into a C VLAN (or
group of C-VLANs) at a different site.

The C-VLAN bridge component does service selection and identification
based on C-VLAN tags. Each franme fromthe custoner device is
assigned to a CVLAN and presented at one or nore internal port-based
interfaces, each supporting a single service instance that the
custoner desires to carry that CGVLAN. Sinmilarly, frames fromthe
provi der network are assigned to an internal interface or 'LAN (e.qg,
bet ween C-VLAN and S-VLAN conponents) on the basis of the S VLAN tag.
Since each internal interface supports a single service instance, the
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4.

4.

S-VLAN tag can be, and is, renoved at this interface by the S VLAN

bri dge component. |If multiple CGVLANs are supported by this service
i nstance (e.g., via VLAN bundling or port-based service), then the
franes will have already been tagged with CGVLAN tags. |If a single

C-VLAN is supported by this service instance (e.g., VLAN based), then
the frames will not have been tagged with a CVLAN tag since C VLAN
can be derived fromthe S-VLAN (e.g., one-to-one nmapping). The

C- VLAN- awar e bridge conponent applies a port VLANID (PVID) to

unt agged frames received on each internal 'LAN , allow ng ful

control over the delivery of frames for each G VLAN through the
Customer UNI Port.

Mandat ory | ssues
1. Service Mpping

Different Ethernet AC types can be associated with a single Ethernet
Service Instance (ESI). For exanple, an ESI can be associated with
only physical Ethernet ports, VLANs, or a conbination of the two
(e.g., one end of the service could be associated with physica

Et hernet ports and the other end could be associated with VLANs). In
[ RFCA762], unqualified and qualified |learning are used to refer to
port-based and VLAN based operation, respectively. [RFC4762] does
not describe the possible nappings between different types of

Et hernet ACs (e.g., 802.1D, 802.1Q or 802.1ad frames). In general,
the mapping of a customer port or VLAN to a given service instance is
a local function perforned by the |ocal PE, and the service

provi sioning shall acconmmodate it. In other words, there is no
reason to restrict and limt an ESI to have only port-based ACs or to
have only VLAN based ACs. [802.1ad] allows for each custoner AC
(either a physical port, a VLAN, or a group of VLANsS) to be nmapped

i ndependently to an ESI that provides better service offerings to
enterprise customers. For better and nore flexible service offerings
and for interoperability purposes between VPLS and 802. 1ad networks,
it is inperative that both networks offer the same capabilities in
terns of customer ACs mapping to the custoner service instance

The following table lists possible nmappings that can exi st between
custonmer ACs and their associated ESIs. As can be seen, there are
several possible ways to perform such mappings. |In the first
scenario, it is assumed that an Ethernet physical port only carries
untagged traffic and all traffic is mapped to the corresponding
service instance or ESI. This is referred to as "port-based with
untagged traffic". In the second scenario, it is assuned that an
Et hernet physical port carries both tagged and untagged traffic and
all that traffic is napped to the correspondi ng service instance or
ESI. This is referred to as "port-based with tagged and untagged
traffic". 1In the third scenario, it is assuned that only a single
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VLAN i s nmapped to the correspondi ng service instance or ESI. This is
referred to as "VLAN-based". Finally, in the fourth scenario, it is
assumed that a group of VLANs fromthe Ethernet physical interface is
mapped to the correspondi ng service instance or ESI. This is

referred to as "VLAN bundling".

Et hernet |/ F & Associ ated Service |nstance(s)

Port - based Port - based VLAN- based VLAN
unt agged tagged & bundl i ng
unt agged
Port - based Y N Y( Not e- 1) N
unt agged
Port - based N Y Y( Not e- 2) Y
tagged &
unt agged
VLAN- based Y( Not e- 1) Y( Not e- 2) Y Y( Not e- 3)
VLAN N Y Y( Not e- 3) Y
Bundl i ng

Note-1: In this asymmetric mapping scenario, it is assunmed that the
CE device with "VLAN-based” AC is capabl e of supporting [802.1Q
frame format.

Note-2: In this asymmetric mapping scenario, it is assunmed that the
CE device with "VLAN based" AC can support [802.1ad] frane format
because it will receive Ethernet franes with two tags, where the
outer tag is an S-VLAN and the inner tag is a C VLAN received from
"port-based" AC. One application exanple for such CE device is in a
Br oadband Renpte Access Server (BRAS) for DSL aggregation over a
Metro Ethernet network.

Note-3: In this asymmetric mapping scenario, it is assunmed that the
CE device with "VLAN-based” AC can support the [802.1lad] frame format
because it will receive Ethernet franes with two tags, where the
outer tag is an S-VLAN and the inner tag is a C VLAN received from
"VLAN bundl i ng" AC.
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If a PE uses an S-VLAN tag for a given ESI (either by adding an
S-VLAN tag to custoner traffic or by replacing a CVLAN tag with a
S-VLAN tag), then the frame format and EtherType for S-VLAN SHALL
adhere to [802. 1lad].

As nentioned before, the mapping function between the customer AC and
its associated ESI is a |local function; thus, when the ACis a single
customer VLAN, it is possible to nmap different custoner VLANs at
different sites to a single ESI w thout coordination anbng those
sites.

When a port-based mappi ng or a VLAN-bundling napping is used, then
the PE may use an additional S-VLAN tag to mark the custoner traffic
recei ved over that AC as belonging to a given ESI. |If the PE uses
the additional S-VLAN tag, then in the opposite direction the PE
SHALL strip the S-VLAN tag before sending the custoner frames over
the same AC. However, when VLAN-mapping node is used at an AC and if
the PE uses the S-VLAN tag locally, then if the Ethernet interface is
a UNI, the tagged franmes over this interface SHALL have a frane

format based on [802.1@ . In such a case, the PE SHALL translate the
custonmer tag (C-VLAN) into the provider tag (S-VLAN) upon receiving a
frane fromthe customer. In the opposite direction, the PE SHALL

translate fromprovider frame format (802.1lad) back to customer frame
format (802.10Q.

Al the above asymmetric services can be supported via the PE node
with the bridge nodule depicted in Figure 2 (based on [802.1ad]).

4.2. CE Bridge Protocol Handling

When a VPLS-capable PE is connected to a CE bridge, then -- depending
on the type of Attachnment Circuit -- different protocol handling may
be required by the bridge nodule of the PE. [802.1lad] states that
when a PE is connected to a CE bridge, then the service offered by
the PE may appear to specific customer protocols running on the CE in
one of the four ways:

a) Transparent to the operation of the protocol among CEs of
different sites using the service provided, appearing as an
i ndi vi dual LAN wi thout bridges;

b) Discarding frames, acting as a non-participating barrier to the
operation of the protocol

c) Peering, with a local protocol entity at the point of provider

i ngress and egress, participating in and term nating the
operation of the protocol; or
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d) Participation in individual instances of custoner protocols.

Al'l the above CE bridge protocol handling can be supported via the PE
nodel with the bridge nodul e depicted in Figure 2 (based on

[802. 1ad]). For exanple, when an Attachment Circuit is port-based,
then the bridge nodule of the PE can operate transparently with
respect to the CE's RSTPs or MSTPs (and thus no C VLAN conponent is
required for that custoner UNI). However, when an Attachnent Circuit
is VLAN based (either VLAN-based or VLAN bundling), then the bridge
nodul e of the PE needs to peer with the RSTPs or MSTPs running on the
CE (and thus the C VLAN bridge conponent is required). In other
words, when the AC is VLAN based, then protocol peering between CE
and PE devices nay be needed. There are also protocols that require
peering but are independent fromthe type of Attachment Circuit. An
exanpl e of such protocol is the Iink aggregation protocol [802.1AX];
however, this is a medi a-dependent protocol as its name inplies.

[ 802. 1ad] reserves a block of 16 MAC addresses for the operation of

C- VLAN and S-VLAN bridge conponents. Also, it shows which of these
reserved MAC addresses are only for C- VLAN bridge conponents, which
are only for S-VLAN bridge conponents, and which apply to both C VLAN
and S-VLAN components.

4.3. Partial Mesh of Pseudow res

A VPLS service depends on a full nmesh of pseudowi res, so a pseudowire
failure reduces the underlying connectivity to a partial mesh, which
can have adverse effects on the VPLS service. |f the CE devices

bel onging to an ESI are routers running |link state routing protocols
that use LAN procedures over that ESI, then a partial mesh of PW can
result in "black holing" traffic anong the sel ected set of routers.
And if the CE devices belonging to an ESI are | EEE bridges, then a
partial nmesh of PW can cause broadcast storns in the custoner and
provi der networks. Furthernore, it can cause multiple copies of a
single frame to be received by the CE and/or PE devices. Therefore,
it is of paranobunt inportance to be able to detect PWfailure and to
take corrective action to prevent creation of partial nmesh of PWs.

When the PE nodel depicted in Figure 2 is used, then [802. lag]
procedures could be used for detection of partial mesh of PW.
[802. 1ag] defines a set of procedures for fault detection
verification, isolation, and notification per ESI

The fault detection mechani sm of [802.1ag] can be used to perform
connectivity check among PEs belonging to a given VPLS instance. It
checks the integrity of a service instance end-to-end within an

adm ni strative domain, e.g., fromone AC at one end of the network to
another AC at the other end of the network. Therefore, its path
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coverage includes the bridge nodule within a PE and it is not limted
to just PW. Furthernore, [802.1lag] operates transparently over the
full nesh of PW for a given service instance since it operates at

the Ethernet |level (and not at the PWlevel). It should be noted
that since a PWconsists of two unidirectional Label Switched Paths
(LSPs), then one direction can fail independently of the other. Even

in this case, the procedures of [802.1lag] can provide a consistent
view of the full nmesh to the participating PEs by relying on renote
def ect indication (RD).

Anot her, less preferred, option is to define a procedure for
detection of partial nesh; in this procedure, each PE keeps track of
the status of its PWEndpoint Entities (EEs, e.g., VPLS forwarders)
as well as the EEs reported by other PEs. Therefore, upon a PW
failure, the PE that detects the failure not only takes notice
locally but also notifies other PEs belonging to that service

i nstance so that all the participant PEs have a consistent view of
the PWnesh. Such a procedure is for the detection of partial nesh
per service instance, and in turn it relies on additional procedure
for PWfailure detection such as Bidirectional Forward Detection
(BFD) or Virtual G rcuit Connectivity Verification (VCCV). @Gven
that there can be tens (or even hundreds) of thousands of PW in a
PE, there can be scalability issues with such fault
detection/notification procedures.

4.4, Milticast Traffic

VPLS follows a centralized nodel for nulticast replication within an

ESI. VPLS relies on ingress replication. The ingress PE replicates
the nmulticast packet for each egress PE and sends it to the egress PE
usi ng point-to-point PWover a unicast tunnel. VPLS operates on an

overlay topology forned by the full nesh of pseudo-wires. Thus,
dependi ng on the underlying topol ogy, the same datagram can be sent
multiple times down the sane physical link. VPLS currently does not
of fer any nmechanisns to restrict the distribution of multicast or
broadcast traffic of an ESI throughout the network, which causes an
addi ti onal burden on the ingress PE through unnecessary packet
replication. This in turn causes additional |oad on the MPLS core
networ k and additional processing at the receiving PE where

ext raneous mul ticast packets are di scarded.

One possi bl e approach to delivering nulticast nore efficiently over a
VPLS network is to include the use of |GV snooping in order to send
the packet only to the PEs that have receivers for that traffic,

rather than to all the PEs in the VPLS instance. |[If the customer
bridge or its network has dual -hone connectivity, then -- for proper
operation of |GV snooping -- the PE nust generate a "General Query"

over that custoner’s UNIs upon receiving a custoner topology change
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notification as described in [RFC4541]. A "General Query" by the PE
results the customer nulticast MAC address(es) being properly

regi stered at the PE when there are customer topol ogy changes. It
shoul d be noted that | GW snoopi ng provides a solution for IP

mul ticast packets and is not applicable to general multicast data.

Using the | GWP snoopi ng as described, the ingress PE can select a
subset of PWs for packet replication, thus avoiding sending multicast
packets to the egress PEs that don't need them However, the
replication is still performed by the ingress PE. In order to avoid
replication at the ingress PE, one may want to use multicast
distribution trees (MDTs) in the provider core network; however, this
brings sone potential pitfalls. |[If the MDOT is used for all nulticast
traffic of a given custoner, then this results in custoner multicast
and unicast traffic being forwarded on different PW and even on a

di fferent physical topology within the provider network. This is a
serious issue for customer bridges because custoner Bridge Protoco
Data Units (BPDUs), which are multicast data, can take a different
path t hrough the network than the unicast data. Situations night

ari se where either unicast OR nulticast connectivity is lost. |If

uni cast connectivity is lost but nulticast forwardi ng continues to
wor k, the customer spanning tree would not take notice which results
inloss of its unicast traffic. Simlarly, if nulticast connectivity
is lost, but unicast is working, then the customer spanning tree wl|
activate the bl ocked port, which may result in a loop within the
customer network. Therefore, the MDT cannot be used for both
custonmer nulticast control and data traffic. |If it is used, it
should only be linmted to customer data traffic. However, there can
be a potential issue even when it is used for custonmer data traffic
since the MDT doesn’t fit the PE nodel described in Figure 1 (it
operates independently fromthe full nmesh of PW that correspond to
an SSVLAN). It is also not clear how connectivity fault managenent
(CFM procedures (802.1ag) used for the ESI integrity check (e.g.

per service instance) can be applied to check the integrity of the
customer nulticast traffic over the provider MDT. Because of these
potential issues, the specific applications of the provider M to
customer nulticast traffic shall be documented and its linmitations be
clearly specified.

5. Optional |ssues

5.1. Customer Network Topol ogy Changes
A single CE or a customer network can be connected to a provider
networ k using nore than one User-Network Interface (UN).
Furthernore, a single CE or a customer network can be connected to

nore than one provider network. [RFC4665] provides sone exanpl es of
such custoner network connectivity; they are depicted in Figure 3
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bel ow. Such network topol ogi es are designed to protect against the
failure or renoval of network conponents fromthe custoner network,
and it is assunmed that the customer |everages the spanning tree
protocol to protect against these cases. Therefore, in such
scenarios, it is inmportant to flush customer MAC addresses in the
provi der network upon the custoner topology change in order to avoid
bl ack- hol i ng of customer franes.

R oo
| |
S + S + S + S +
| CE |----- | PE | | CE |----- | PE |
| devi ce| | devi ce| | devi ce| | devi ce| SP network
S RS +\ S RS + S RS +\ S RS +
| \ | | \ |
| Back \ | | Back \ R
| door \ | SP net wor k | door \ R LR
| I'i nk \ | | I'i nk \ |
Fomm o + Fomm o + Fomm o + Fomm o +
| CE | | PE | | CE | | PE |
| device| ----- | devi ce| | device| ----- | devi ce| SP networ k
Fomm e o - + Fomm e o - + Fomm e o - + Fomm e o - +
| |
S Fom e e e oo oo -
(a) (b)
Fi gure 3. Conbi nation of Dual -Hom ng and Backdoor Links for
CE Devi ces

The custoner networks use their own instances of the spanning tree
protocol to configure and partition their active topology so that the
provi der connectivity doesn’t result in a data | oop. Reconfiguration
of a custoner’s active topology can result in the apparent novement
of customer end stations fromthe point of view of the PEs. There
are two met hods for addressing this issue based on the provider

bri dge nodel depicted in Figure 1. In the first nethod, the Topol ogy
Change Notification (TCN) nessage received fromthe CE device is
translated into one or nore out-of-band "MAC Address Wt hdrawal "
nessages as specified in [RFC4762]. 1In the second nmethod, the TCN
nmessage received fromthe CE device is translated into one or nore

i n-band "Flush" messages per [p802.1Qbe]. The second nethod is
recormended because of ease of interoperability between the bridge
and LAN enul ation nodul es of the PE
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5.2. Redundancy

[ RFC4762] tal ks about dual -homing of a given Multi-Tenant Unit switch
(MIU-s) to two PEs over a provider MPLS access network to provide
protection against |link and node failure. For exanmple, in case the
primary PE fails or the connection to it fails, then the MIU-s uses
the backup PWs to reroute the traffic to the backup PE. Furthernore,
it discusses the provision of redundancy when a provider Ethernet
access network is used and how any arbitrary access network topol ogy
(not just hub-and-spoke) can be supported using the provider’s MSTP
protocol. It also discusses how the provider MSTP for a given access
network can be confined to that access network and operate

i ndependently from MSTP protocols running in other access networKks.

In both types of redundancy nechani sm (Et hernet and MPLS access
networks), only one PE is active for a given VPLS instance at any
time. 1In case of an Ethernet access network, core-facing PW (for a
VPLS instance) at the PE are bl ocked by the MSTP;, whereas, in case of
a MPLS access network, the access-facing PWis bl ocked at the MIU-s
for a given VPLS instance.

------------------------ + Provider 4------------mooo-

Core
R + R +
| PE | ::::::::::::::::::::::l PE |
Pr ovi der | (P) |--------- \ [------- | (P) | Provider
Access R + \ R + Access
Net wor k \/ Net wor k
(1) R + I\ R + (2)
| PE |---------- A | PE |
| (B) [-mmmmmm e | (B |
R + R +
........................ + o e e e e e e e e e e e e e e e =

Figure 4. Bridge Mdul e Mde

Fi gure 4 shows two provider access networks each with two PEs that
are connected via a full nmesh of PW for a given VPLS instance. As
shown in the figure, only one PE in each access network serves as a
Primary PE (P) for that VPLS instance and the other PE serves as the
backup PE (B). In this figure, each primary PE has two active PW
originating fromit. Therefore, when a multicast, broadcast, and
unknown uni cast frame arrives at the primary PE fromthe access
network side, the PE replicates the frane over both PW in the core
even though it only needs to send the frane over a single PW(shown
with "==" in Figure 4) to the primary PE on the other side. This is
an unnecessary replication of the custonmer franes and consunes core-
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networ k bandwi dth (half of the franes get discarded at the receiving
PE). This issue is aggravated when there are nore than two PEs per
provi der access network -- e.g., if there are three PEs or four PEs
per access network, then 67% or 75% respectively, of core-network
bandwi dth for multicast, broadcast, and unknown uni cast are
respectivel y wast ed.

Therefore, it is recormended to have a protocol anmpong PEs that can
di ssem nate the status of PW (active or blocked) anobng thensel ves.
Furthernore, it is recomended to have the protocol tied up with the
redundancy mechani sm such that (per VPLS instance) the status of
active/ backup PE gets reflected on the correspondi ng PW emanati ng
fromthat PE.

The above di scussion was centered on the inefficiency regarding
packet replication over MPLS core networks for current VPLS
redundancy mechani sm Another inportant issue to consider is the

i nteraction between custonmer and service provider redundancy

nechani sns, especially when custoner devices are | EEE bridges. |If
CEs are | EEE bridges, then they can run RSTPs or MSTPs. RSTP
convergence and detection time is nuch faster than its predecessor
(I EEE 802. 1D STP, which is obsolete). Therefore, if the provider
network offers a VPLS redundancy nechanism then it should provide
transparency to the custoner’s network during a failure withinits
network, e.g., the failure detection and recovery tine within the
service provider network should be | ess than the one in the custoner
network. If this is not the case, then a failure within the provider
network can result in unnecessary swtch-over and tenporary
flooding/l oop within the customer’s network that is dual - homed.

5.3. MAC Address Learning

When customer devices are routers, servers, or hosts, then the nunber
of MAC addresses per customer sites is very linmted (nost often one
MAC address per CE). However, when CEs are bridges, then there can
be many custoner MAC addresses (e.g., hundreds of MAC addresses)
associ ated with each CE

[802. 1ad] has devised a mechanismto alleviate MAC address | earning
wi thin provider Ethernet networks that can equally be applied to VPLS
networks. This mechanismcalls for disabling MAC address | earning
for an S-VLAN (or a service instance) within a provider bridge (or

PE) when there is only one ingress and one egress port associ ated
with that service instance on that PE. In such cases, there is no
need to | earn custoner MAC addresses on that PE since the path
through that PE for that service instance is fixed. For exanple, if
a service instance is associated with four CEs at four different
sites, then the maxi mum nunber of provider bridges (or PEs) that need
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to participate in that customer MAC address learning is only three,

regardl ess of how nany PEs are in the path of that service instance.
Thi s mechani sm can reduce the nunber of MAC addresses learned in a

hi erarchical VPLS (H VPLS) with Q nQ access configuration

If the provider access network is of type Ethernet (e.g., |EEE

802. lad- based network), then the MSTP can be used to partition the
access network into several |oop-free spanning tree topol ogi es where
Et hernet service instances (S-VLANs) are distributed anong these tree
topol ogies. Furthernmore, GVRP can be used to limt the scope of each
service instance to a subset of its associated tree topology (thus
limting the scope of custonmer MAC address learning to that sub-
tree). Finally, the MAC address disabling nechani sm (described
above) can be applied to that sub-tree to further limt the nunber of
nodes (PEs) on that sub-tree that need to | earn customer MAC
addresses for that service instance.

Furthernore, [802.1lah] provides the capability of encapsul ating
custonmers’ MAC addresses within the provider MAC header. A MIU-s
capabl e of this functionality can significantly reduce the nunber of
MAC addresses |learned within the provider network for HVPLS with

Q nQ access, as well as HVPLS with MPLS access.

6. Interoperability with 802. 1ad Networks

[ RFCA762] di scusses H VPLS provider-network topol ogies with both

Et hernet [802.1ad] and MPLS access networks. Therefore, it is

i mportant to ensure seanm ess interoperability between these two types
of networKks.

Provi der bridges as specified in [802.1ad] are intended to operate
seam essly with custonmer bridges and provide the required services.
Therefore, if a PE is nodel ed based on Figures 1 and 2, which include
a [802. 1ad] bridge nodule, then it shoul d operate seam essly with
Provi der Bridges given that the issues discussed in this docunent
have been taken into account.
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8. Security Considerations

In addition to the security issues described in [RFCA4762], the
fol l owi ng consi derations apply:
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9.

[

[

[

[

[

[

When a CE that is a custoner bridge is connected to the VPLS
network, it may be desirable to secure the end-to-end comunication
bet ween t he customer bridge nodes across the VPLS network. This
can be acconplished by running [802. 1AF] MAC security between the
C- VLAN conponents of the custoner bridges. 1In this case, the VPLS
PEs must ensure transparent delivery of the encryption/security
protocol datagrans using the Bridge G oup Address [802. lad].

Wen a CE that is a custonmer bridge is connected to the VPLS
network, it may be desirable to secure the comunication between
the customer bridge and its directly connected PE. If the PEis
nodel ed to include a [802. 1ad] bridge nodule, then this can be
achi eved by running MAC security between the custoner bridge and
the S-VLAN conponent of the VPLS PE as described in Section 7.7.2
of [802. 1AX].

VWhen an 802.1ad network is connected to a VPLS network, it is
possible to secure the NNI between the two networks using the
procedures of [802.1AE] and [802. 1AX] between the S-VLAN components
of the Provider Edge Bridge and the attached VPLS PE, as |ong as
the PE is nodeled to include an [802. 1ad] bridge nodul e.
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