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The method of flow control described in RFC 54, prior allocation of
buffer space by the use of ALL network comrands, has one particul ar
advantage. If no nore than 100% of an NCP's buffer space is allocated,
the situation in which nore nmessages are presented to a HOST then it can
handl e wi Il never arise.

However, this schene has very serious disadvant ages:

(i) chronic underutilization of resources,

(ii) highly restricted bandw dt h,

(iii)considerable overhead under normal operation

(iv) insufficient flexibility under conditions of increasing |oad,

(v) it optimzes for the wong set of conditions, and

(vi) the scheme breaks down because of nessage | ength indeterm nacy.
Several people from Project MAC and Lincoln Laboratories have di scussed
this topic, and we feel that the "cease on |ink" flow control schene
proposed in RFC 35 by UCLA is greatly preferable to this new plan for

fl ow control

The nethod of flow control proposed in RFC 46, using BLK and RSM contro

nmessages, has been abandoned because it can not guarantee to quench flow
within a limted nunber of nessages.

The advant ages of "cease on link" to the fixed allocation proposal are
t hat :

(i) it permts greater utilization of resources,

(ii) does not arbitrarily limt transni ssion bandw dth,

(iii)is highly flexible under conditions of changing |oad,

(iv) imposes no overhead on normal operation, and

(v) optimzes for the situations that nost often occur

Its single disadvantage is that under rare circunstances an NCP' s i nput
buf fers can become tenporarily overloaded. This should not be a serious

drawback for network operation

The "cease on |ink" nmethod of flow control operates in the follow ng
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manner. | MP nessages for a particular "receive" link my be coning in
to the destination HOST faster than the attached process is reading them
out of the NCP's buffers. At some point the NCP will decide that the

i nput queue for that link is too large in relation to the total anopunt

of free NCP buffer space remaining. At this tine the NCP initiates
guenching by sending a "cease on |ink" IMP nessage to its IMP. This does
nothing until the next nessage for that link cones in to the destination
| MP. The message still gets transmitted to the receiving HOST. However,
the RFNMreturned to the transmitting HOST has a special bit set. This
indicates to the originating NCP that it should stop sending over that
link. As a way of confirm ng the suspension, the NCP sends an SPD <l i nk>
"suspended"” NCP control nessage to the receiving HOST, telling it that

it indeed has stopped transmitting. At a future tine the receiving pro-
cess will have cut the input queue for the link down to reasonabl e size,
and the NCP tells the sending NCP to begin sending nessages by issuing a
RSM <l i nk> "resume" NCP control message.

The flow control argument is based on the foll ow ng prem ses:

(1) Most network transmission falls into two categories:
Type 1 - short messages (<500 bits) at intervals of several seconds
or nore. (console conmunication)
Type 2 - a limted number (10 - 100) of full nessages (8000 hits)
in rapid succession. (file transm ssion)

(2) Most processes are ready to accept transmitted data when it arrives
at the destination and will pick it up within a few seconds (| onger
for large files). Thus, at any particular instant the great nmajor-
ity of read links have no data buffered at the destination HOST.
Thi s assunes a sensible software system at both ends.

(3) Flow control need be inposed only rarely on links transmtting Type
1 nessages, sonewhat nore frequently for Type 2 nessages.

(4) Both the total network | oad and that over a single connection fluc-
tuate and can not be adequately predicted by either the NCP or the
process attached to an individual connection

(5) Assuning adequate control of wi de bandwi dth transm ssion (Type 2),

the probability that an NCP will be unable to accept nessages from
the IMP due to full buffers is quite small, even if the sinultane-
ous recei pt of noderately small messages over all active |inks
would nore than fill the NCP's input buffers.

(6) In the event that an NCP's buffers do fill conpletely, it may
refuse to accept any transmssion fromthe IMP for up to a mnute
wi t hout utter catastrophe.
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(7

Under cases of extrene input load, if an NCP has | arge amunts of
data buffered for input to a local process, AND that process has
not read data over that connection for nore than a minute, the NCP
may del ete that data to make space for nessages fromthe | MP. This
is expected to happen extrenmely rarely, except in cases where the
process is the main contributor to the overload by maintaining
several high volune connections which it is not reading.

Based on the preceding prem ses, | see the follow ng di sadvantages in
the flow control proposed in RFC 54:

(1)

(2)

(3)

Chronic Underutilization of Resources - A fixed allocation of

buf fer space dedicated to a single Type 1 connection will go

per haps 90% unused if we actually achi eve responsive consol e

i nteraction through the network. This is because it is enpty nost
of the tine and is very seldomnore than partially filled. Stated
conversely, a scheme of demand all ocation might be expected to han-
dl e several times as many consol e connections using the same buffer
resources. (It has been suggested that this problem of underutili-
zation could be alleviated by allocating nore than 100% of the

avai |l abl e buffer space. This is in fact no solution at all, because
it defeats the basic prem se underlying this nmethod of flow con-
trol: guaranteed receptivity. True, it mght fail in |ess than one

case in 1000, but that is exactly the case for which flow contro
exi sts.)

Hi ghly Restricted Bandwidth - At the sane tine that all that buffer
space dedicated to | ow vol ume connections is being wasted (and it
can’t be deall ocated - see bel ow), high volune conmunication is
unnecessarily sl owed because of inadequate buffer allocation
(Because of the inability to deallocate, it is unwise to give a
large allocation.) Data is sent down the connection to the alloca-
tion limt, then stops. Several seconds later, after the receiving
process picks up sone of the data, a new allocation is nmade, and
anot her parcel of data is sent. It seens clear that even under only
noderately favorable conditions, a demand al |l ocati on schene wil|

al l ow several times the bandwi dth that this one does.

Consi derabl e Overhead During Normal Operation - It can be seen that
flow control actually need be inposed relatively rarely. However,
this plan i nposes a constant overhead for all connections due to
the continuing need to send new al |l ocati ons. Under demand all oca-
tion, only two RFC's, two CLS' s, and perhaps a couple of SPD and
RSM control nessages need be transmtted for a single connection
Under this plan, a large fraction of the NCP control nessages will
be ALL allocation requests. There will probably be several tinmes as
many control nessages to be processed by both the sendi ng and
receiving NCP's, as under a demand all ocati on schenme.
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(4)

(5)

(6)

Inflexibility Under |ncreasing Load Conditions - Not only is this
plan inflexible as to different kinds of |oad conditions on a sin-
gle link, there is potential inflexibility under increasing tota

| oad. The key problemhere is that an allocation can not be arbi-
trarily revoked. It can be taken back only if it is used. As an
exanpl e of the problemthat can be caused, assunme the case of a
connection made at 9 AM The HOST controlling the receiving socket
senses |light |oad, and gives the connection a noderately |arge

al l ocation. However, the process attached to the send socket
intends to use it only to report certain special events, and
doesn’t normally intend to send nmuch at all down this connection
Cones 12 noon, and this connection still has 90%of its origina
allocation left. Many ot her processes are now using the network,
and the NCP would dearly love to reduce its allocation, if only it
could. O course it can't. If the NCP is to keep its part of the
flow control bargain, it must keep that space enpty waiting for the
data it has agreed to receive.

This problemcan’t really be solved by basing future allocations on
past use of the connection, because future use nay not correl ate
with past use. Al so, the introduction of a deallocation comrand
woul d cause synchrony probl emns.

The real inplication of this problemis that an NCP nust base its
allocation to a link on conditions of heavy |oad, even if there is
currently only light network traffic.

Wong Type of Optimzation - This type of flow control optimzes
for the case where every connection starts sending | arge anobunts of
dat a al nbst sinmultaneously, exactly the case that just about never
occurs. As a result the NCP operates al nost as slowy under |ight

| oad as it does under heavy | oad.

Loss of Allocation Synchrony Due to Message Length Indeterm nacy -
If this plan is to be workable, the allocation nust apply to the
entire nessage, including header, padding, text, and marking, oth-
erwi se, a plethora of small messages coul d overflow the buffers,
even though the text allocation had not been exceeded. Thomas Bar -
kal ow of Lincoln Laboratories has pointed out that this also fails,
because t he sendi ng HOST can not know how many bits of paddi ng that
the receiving HOST's systemw ||l add to the nessage. After severa
nmessages, the allocation counters of the sending and receiving
HOSTs will get seriously out of synchrony. This will have serious
consequences.

It has been argued that the allocation need apply only to the text
portion, because the header, padding, and marki ng are del eted soon
after receipt of the nmessage. This inposes an inplenentation res-
triction on the NCP, that it nust delete all but the text part of
the message just as soon as it gets it fromthe IMP. In both the
TX2 and Multics inplenmentations it is planned to keep nmost of the
nessage in the buffers until it is read by the receiving process.
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The advant ages of demand al | ocation using the "cease on |ink" flow con-
trol nethod are pretty nmuch the converse of the di sadvantages of fixed
allocation. There is much greater resource utilization, flexibility,
bandwi dth, and | ess overhead, primarily because flow control restric-
tions are inposed only when needed, not on normal fl ow

One woul d expect very good perfornance under |ight and noderate | oad,
and | won't bel abor this point.

The real test is what happens under heavy |oad conditions. The chief

di sadvantage of this demand all ocation schene is that the "cease on

i nk" | MP nmessage can not quench flow over a |ink soon enough to prevent
an NCP's buffers fromfilling conpletely under extremnme overl oad.

This is true. However, it is not a critical disadvantage for three rea-
sons:

(i) An overload that would fill an NCP's buffers is expected to occur
at infrequent intervals.

(ii) Wen it does occur, the situation is generally self-correcting and
lasts for only a few seconds. Flow over individual connections nay
be tenporarily delayed, but this is unlikely to be serious.

(iv) In a few of these situations radical action by the NCP may be

needed to unbl ock the | ogjam However, this will have serious
consequences only for those connections directly responsible for
the tie-up.

Let’ s exam ne the operation of an NCP enpl oyi ng demand al | ocati on and
using "cease on link" for flow control. The followi ng discussion is
based on a flow control algorithmin which the naxi mum permn ssi bl e queue
length (ML) is calculated to be a certain fraction (say 10% of the
total enpty buffer space currently available. The NCP will block a con-
nection if the input queue |length exceeds the MJ. This can happen
either due to new input to the queue or a new cal cul ation of the ML at
a lower value. Under light |load conditions, the ML is reasonably high
and relatively long input queues can be mai ntained without the connec-
tion being bl ocked.

As | oad increases, the remaining avail abl e buffer space goes down, and
the ML is constantly recal cul ated at a | ower value. This hardly affects
consol e communi cati ons with short queues, but nore queues for high

vol unme connections are goi ng above the MJL. As they do, "cease on |ink"
nessages are being sent out for these connections.

If the flow control algorithmconstants are set properly, there is a

hi gh probability that flow over the quenched Ilinks will indeed cease
before the scarcity of buffer space reaches critical proportions.
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However, there is a finite probability that the data still conming in
over the quenched links will fill the buffers. This is nobst |ikely under
al ready heavy | oad conditions when previously inactive links start
transmtting at at once at high vol ure.

Once the NCP's buffers are filled it nust stop taking all nessages from
its IMP. This is serious because now the NCP can no | onger receive con-
trol nessages sent by other NCP's, and because the | MP nay soon be
forced to stop accepting nmessages fromthe NCP. (Fortunately, the NCP
al ready has sent out "cease on |ink" nmessages for virtually all of the
hi gh vol ume connections before it stopped taking data fromthe |IM.)

In nost cases input fromthe | MP remains stopped for only a few seconds.
After a very short interval, sone process with data queued for input is
likely to come in and pick it up fromthe NCP's buffers. The NCP i medi -
ately starts taking data fromthe I MP again. The | MP output may stop and
start several tinmes as the buffers are opened and then refilled. How
ever, nore processes are now readi ng data queued for their receive sock-
ets, and the NCP's buffers are enptying at an accelerating rate. Soon
the readi ng processes make enough buffer space to take in all the mes-
sages still pending for blocked |inks, and normal | MP conmuni cati ons
resune.

As the reading processes catch up with the sudden burst of data, the MQL
becones | ower, and nore and nore |inks becorme unbl ocked. The crisis can
not inmedi ately reappear, because each |ink generally beconmes unbl ocked
at a different tinme. If new data suddenly shoots through, the link

i medi ately goes bl ocked again. The MQ goes up, with the result that

ot her links do not becone unbl ocked.

The worst case appears at a HOST with relatively small total buffer
space (|l ess than 8000 bits per active receive |ink) under heavy | oad
conditions. Suppose that high volume transmi ssion suddenly comes in over
nore than a hal f-dozen |inks sinultaneously, and the processes attached
to the receive links take little or none of the input. The input buffers
may conpletely fill, and the NCP nust stop all input fromthe IMP. |[f
sonme processes are reading |inks, buffer space soon opens up. Shortly it
is filled again, this time with nmessages over |inks which are not being
read. At this point the NCP is bl ocked, and could renmain so indefin-
itely. The NCP waits for a time, hoping that sone process starts reading
data. If this happens, the crisis may soon ease.

I f buffer space does not open up of its own accord, after a limted
interval the NCP nust take drastic action to get back into comunication
withits IMP. It selects the worst offending |ink on the basis of anount
of data queued and interval since data was |ast read by this process,
and totally deletes the input queue for this link. This should break the
| ogj am and start communications again

This type of situation is expected to occur nost often when a process
deliberately tries to block an NCP in this manner. The sol ution has
serious consequences only for "bad" processes: those that flood the net-
work with high volune transm ssion over multiple |inks which are not
bei ng read by the receiving processes.
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Because of the infrequency and tolerability of this situation, the
overal | performance of the network using this scheme of demand all oca-
tion should still be nmuch superior to that of a network enploying a
fixed allocation schene.

[ This RFC was put into machine readable formfor entry ]
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