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and end users are experiencing as a result of high volunmes of P2P
traffic, and to begin to understand how the | ETF may be hel pful in
addressing these problens. Gaining an understandi ng of where in the
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1

| ntroducti on

Increasingly, large | SPs are encountering issues with P2P traffic.
The transfer of static, delay-tolerant data between nodes on the
Internet is a well-understood problem but traditional nanagenent of
fairness at the transport level is under strain fromapplications
desi gned to achieve the best end-user transfer rates. At peak tines,
this results in networks running near absol ute capacity, causing al
traffic to incur delays; the applications that bear the brunt of this
additional latency are real-tine applications |ike Voice over |IP
(Vol P) and Internet gaming. To explore how | ETF standards work could
be useful in addressing these issues, the Real-tine Applications and
Infrastructure area directors organi zed a "P2P Infrastructure"

wor kshop and invited contributions fromsubject matter experts in the
probl em and sol uti on spaces.

The goal s of the workshop were twofold: to understand the technica
probl ens that | SPs and end users are experiencing as a result of high
vol unes of P2P traffic, and to begin to understand how the | ETF may
be hel pful in addressing these problens. Gaining an understandi ng of
where in the | ETF this work m ght be pursued and how to extract
feasible work items were highlighted as inportant tasks in pursuit of
the latter goal. The workshop’'s focus was on engi neering sol utions
that prom se sonme i nminent benefit to the Internet as a whole, as
opposed to longer-termresearch or closed proprietary sol utions.
While public policy must informwork in this space, crafting or
debating public policy was outside the scope of the workshop

Position papers were solicited in the weeks prior to the workshop,
and a limted nunber of speakers were invited to present their views
at the workshop based on these submissions. This report is a summry
of all participants’ contributions. The programconmittee and
participant list are attached in Appendices A and B, respectively.
The agenda of the workshop can be found in Appendix C. A link to the
presentations given at the workshop and the position papers subnmtted
prior to the workshop is in Appendix D

The wor kshop showcased the | ETF comunity’s recognition of the inpact
of P2P and ot her hi gh-volume applications on the Internet as a whole.
Partici pants wel coned the opportunity to discuss potentia

st andardi zati on work that network operators, applications providers,
and end users would all find nutually beneficial. Two transport-
related work itens gained significant traction: designing a protoco
for very deferential end-to-end congestion control for delay-tol erant
applications, and produci ng an informati onal docunent about the
reasoni ng behind and effects of applications opening multiple
transport connections at once. A separate area of interest that
enmerged at the workshop focused on i nproving peer selection by having
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networ ks nmake nore information available to applications. Finally,
presenters al so covered traditional approaches to multiple service-
tier queuing such as Diffserv.

2. Scoping of the Problem and Sol uti on Spaces

The genesis for the Peer-to-Peer Infrastructure (P2Pl) workshop grew
in large part out of specific pain points that |SPs are experiencing
as a result of high volunmes of P2P traffic. However, severa

wor kshop participants felt that the | ETF shoul d approach a nore
general space of problens, of which P2P-rel ated congesti on may be
nerely one instance.

For exanpl e, high-volune applications besides P2P, whet her they

al ready exist or have yet to be devel oped, could cause congestion
issues simlar to those caused by P2P. The general class of
congestion problens attributable to always-on, high-volune
applications require the devel opment of solutions that are reasonabl e
for operators, applications, and subscribers. And while much
attention has been paid to congestion on access |links, increased
traffic volumes could inmpact other parts of the network. Although
the wor kshop focused primarily on the specific causes and effects of

current P2P traffic volumes, it will likely be useful in the future
for the | ETF to consider how to pursue solutions to these |arger
pr obl ens.

ot ai ni ng nore data about Internet congestion nay al so be a hel pfu
step before the | ETF pursues solutions. This data collection could
focus on where in the network congestion is occurring, its duration
and frequency, its effects, and its root causes. Although individua
service providers expressed interest in sharing congestion data,
strategies for reliably and regularly obtaining and di sseni nating
such data on a broad scale renmain el usive

3. Service Provider Perspective

To help participants gain a fuller understandi ng of one specific
network operator’s view of P2P-induced congestion, Jason Livingood
and Ri ch Woundy provi ded an overvi ew of Contast’s network and
approach to nmanagenent of P2P traffic.

3.1. DQCSIS Architecture and Upstream Contention
In the Data Over Cable Service Interface Specification (DOCSIS)
architecture [DOCSIS] that is used for many cabl e systens, there may

be a single Cable Modem Term nati on System (CMIS) serving hundreds or
thousands of residential cable custonmers. Each CMIS has multiple
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DCCSI S dommai ns, each of which typically has a single downstream|link
and a number of upstreamlinks. Each CMIS is connected through a
hybrid fiber-coaxial (HFC) network to subscribers’ cable nodens.

The Iimting resource in this architecture is usually bandw dth, so
bandwi dth is typically the neasure used for capacity planning. As
with all networks, congestion manifests itself when instantaneous

| oad exceeds avail abl e capacity.

In the upstreamdirection, any cable nbdem connected to a CMIS can
make a request to the CMIS to transnmit, and requests are random zed
to mnimze collisions. Wth many cabl e nodens issuing requests at
once, the requests may collide, resulting in delays. DOCSIS does not
specify a size for cable nodem buffers, but buffer delays of one to
four seconds have been observed with various cabl e nodens from

di fferent vendors.

Once the CMIS has granted a cable nodemthe ability to transmt its
data PDU, the npbdem can piggyback its next request on top of that
data PDU. In situations with a |lot of upstreamtraffic, piggybacking
happens nore often, which sends heavy upstreamusers to the front of
the CMIS queue, ahead of interactive but |ess-upstreamintensive
applications. For exanple, if the CMIS is granting requests
approximately every one to three mlliseconds, then a cable nodem
transmtting data for a service like VolP with a packetizati on del ay
of 20-30 mlliseconds may get into contention w th another nbdem on
the same CMIS that is constantly transmitting upstream and

pi ggybacki ng each new request. This may expl ain how heavy upstream
users ultimately dom nate the pipe over nore interactive
applications. Consequentially, it is inperative that assessnents of
the probl em space and potential solutions are mindful of the

i nfluence that specific |ayer-2 networks may exert on the behavi or of
Internet traffic, especially when considering the alleviation of
congestion in an access networKk.

3.2. TCP Flow Fai rness and Servi ce Fl ows

How TCP fl ow fairness applies to upstreamrequests to the CMIS is an
open question. A CMIS sees nmany service flows, each of which could
be a single TCP flow or many TCP flows (or UDP). The CMIS is not
aware of the source or destination |IP address of a packet until it
has al ready been transmitted upstream so those cannot be used to

i npose flow fairness.

A particul ar cable nodem can have nultiple service flows defined.
For exanple, a nodemthat is also a Vol P endpoint can provision a
service flow for VolP that would allow VolP traffic to avoid the
upstream request process to the CMIS (and thereby avoid contention
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with other nobdens). The service flow would have upstream capacity
provisioned for it. The nmodem woul d have a separate service flow for
best efforts traffic. Some |SPs provision such a flow for their own
Vol P offerings; others allow subscribers to pay extra to have
particular traffic assigned to a provisioned service flow.

It may al so be possible for an ISP to provision such a flow on the
fly when it recogni zes the need for it. Diffserv [RFC2475] bits set
by the customer premni ses equi pment could be used to classify flows,
for exanple.

3.3. Service Provider Responses

In 2005, |SP custoners began increasingly conplaining about the
performance of del ay-sensitive traffic (VolP and gaming), due in part
to the issues arising out of the DOCSIS architecture as descri bed
above. At the sane tine, |SPs were seeing heavy growh in P2P
traffic and an increasing correlation between high |evels of P2P
activity and packet | oss.

In responding to this situation, cable | SPs have several avenues to
pursue. The newest generation of the DOCSIS specification, DOCSIS
3.0, enables faster transfer rates than nost cable systens currently
support. Wile the rollout of DOCSIS 3.0 will provide additiona
capacity, it will likely not obviate the need for congestion
managenment in an environnent where client software is designed to
maxi m ze bandwi dt h consunpti on regardl ess of avail able capacity.

Congesti on managenent can take many forms; Jason and Rich expl ai ned
the new protocol -agnostic approach that Contast is currently
trialing. Prior to these trials, all traffic was narked as "best
efforts". During the trials, all traffic is re-classified as
"priority". Wen a CMIS is approachi ng peak congestion on a
particul ar upstream or downstream port (the "Near Congestion State"),
some subscribers will have traffic re-classified as "best efforts”.
Both the threshold for determ ning when a CMIS port is in Near
Congestion State and the nunber of mnutes it remains in this state
are paranmeters being explored during the trials. To re-classify
upstreamtraffic, a new default DOCSIS service flow is used that has
the sanme provisioned bandwi dth as the "priority" streambut that is
treated with lower priority

The subscribers whose traffic is re-marked will be sel ected by
det ermi ni ng whet her they have tenporarily entered a "Long Duration
Bul k Consunption State". This state is achieved by consunming a

certain anpunt of bandwi dth over a certain period of mnutes (both
are tweakabl e parameters being explored during the trials). These
thresholds will depend on the subscriber’s service tier --
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subscri bers who pay for nore bandwi dth will have hi gher threshol ds.
The re-marking will not distinguish between nmultiple users of the
sane subscriber connection, so one family nenber’s P2P usage coul d
cause another famly menber’s Web browsing traffic to be lowered in
priority. There is no current nechanismfor users to determne that
their traffic has been re-narked.

By temporarily reducing the traffic priority of subscribers who have
been consuni ng bandwi dth in bulk for |engthy periods, this congestion
management technique ains to preserve a good user experience for
subscribers with burstier traffic patterns, including those using
real -tinme applications. As conpared to an approach that reduces
particul ar subscribers’ bandw dth during periods of congestion, this
technique elimnates the ability for applications to set their own
priority levels, but it also avoids the negative connotations that
some users may associate with bandw dth reductions.

Thi s approach invol ves nmany tweakabl e paraneters. A |large part of
the trial process is ainmed at determ ning the best settings for these
paraneters, but there nmay al so be opportunities to work with the
research community to identify the best way to adjust the threshol ds
necessary to optimze the performance of the managenment technique.

4. Application Provider Perspective

St ani sl av Shal unov provi ded an overview of BitTorrent’s view of the
i mpact of increased P2P traffic volunes and potential mtigations.
The inpact is described here; his proposed sol utions (conprising the
bul k of his talk) are addressed in the appropriate subsections of
Section 5.

As uptake in P2P usage has grown, so has end-user |atency. For
exanpl e, a user whose uplink capacity is 250-500 Kbps and whose nbdem
buf fer has a capacity of 32-64 Kbps may easily fill the buffer

(unl ess the nbdem uses Adaptive Queue Management (AQV), which is
uncomon). This can result in delay on the order of seconds, with
di sastrous effects on application performance. On a cable system
with shared capacity between nei ghbors, one nei ghbor could saturate
the buffer and affect the | atency of another neighbor’'s traffic.
Even users with dedi cated bandw dth can experience del ays as their
own P2P traffic saturates the |link and domi nates their own nore

| atency-sensitive traffic.

5. Potential Solution Areas
The subm ssions received in advance of the workshop covered a broad

array of work addressing specific aspects of P2P traffic volune and
other related issues. Solution suggestions generally fell into one
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or nore of three topic areas: inproving peer selection, new
approaches to congestion control, and quality-of-service nmechani sns.
The wor kshop di scussi ons and outcomes in each area are descri bed

bel ow.

5.1. Inproving Peer Selection: Information Sharing, Localization, and
Caches

Peer selection is an integral factor in determining the efficiency of
P2P networks fromboth the ISP and the P2P client points of view

How peers are selected will determ ne both network |oad and client
per f or mance.

The way that P2P clients select peers today varies from protocol to
protocol and client to client but, in general, peers are largely
oblivious to routing-1level and network-topol ogy information. This
results in P2P topol ogies that are agnostic of underlay topol ogies
and constraints.

Approaches to closing this gap generally involve an entity that has
know edge of network topol ogy, costs, or constraints (e.g., an |ISP)
maki ng some of this information available to P2P clients or trackers.
This information may be used to |localize traffic based on sonme netric
of locality or to otherwi se alter peer-selection decisions based on
the provided network information (hereafter referred to sinply as

"l ocalization"). One special case of this kind of approach would
hel p peers find caches containing the content they seek

Any alteration to current peer-selection algorithms will have

engi neering trade-offs. BitTorrent, for exanple, used random zed
peer sel ection by design. Choosing peers randomy out of a |arge
sel ection hel ps to average out problens anong peers and all ows for
connections to good peers that may be far away. Randonized peer

sel ection al so supports "rarest first" piece selection, which allows
swarns to continue even when the original seed disappears and which
di stributes pieces so that nore peers are likely to have pieces of
interest to other peers. Any nove away from random zed sel ection
woul d have to take these factors into account.

Al t hough | ocalization has the potential to inprove peer selection
the incentives for both parties to the information exchange are
conplex. |1SPs nay want to nove traffic off of their own networks,
which could notivate themto provide infornmation to peers that has
the opposite effect of what the peers would expect. Likew se, peers
will want the use of the information they receive to result in
performance i nprovenments; otherw se, they have no incentive to
consult with the network before selecting peers. Even when both
parties find the information sharing to be beneficial, user
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experiences will not necessarily be uniform depending on the scope of
the information provided and the peer’'s location. Localization

i nformati on could form one conmponent of a peer-selection decision

but it will likely need to be bal anced agai nst other factors.

Wor kshop partici pants di scussed both current research efforts in this
area and how | ETF standards work nmay be useful in furthering the
general concept of inproved peer selection. Those discussions are
sunmari zed bel ow.

5.1.1. Leveragi ng AS Numbers

One sinmple way to potentially nmake peer sel ection nore efficient
woul d be for a peer to prefer peers within its own Autononous System
(AS). Transfers between peers within the same AS may be faster on
some networks, although nore data is needed to determ ne the extent
of the potential inprovenment. On nobile networks, for exanple, the
utility of AS nunbers is limted since they do not correlate to
geographic location. Peers nay al so see inprovenents by connecting
to other peers within a specific set of ASes or |IP prefixes provided
by their 1SPs. Sone |SPs nay have an incentive to expose this
granul arity of information because it will potentially reduce their
transit costs.

A case study was conducted with the four nost popul ar BitTorrent
torrents to determ ne what the effect of localizing to an AS m ght
be. The swarm sizes for the torrents were 9984, 3944, 2561, and
2023, with the size distributions appearing to be polynomal. Wth
nore than 20 peers in a single AS, peers within an AS could trade
only with each other, avoiding interdomain traffic. WMre than half
(57% of peers in the four swarns were in ASes like this. Thus, in
these cases connecting to peers within an AS could reduce transit
traffic by at least 57% |If the ASes have asymetric upl oad and
downl oad |inks, however, the resulting user experience my
deteriorate since each peer’s downl oad speed would be |imted by

sl ower upl oad speeds.

Wth the | argest swarm size at 9984, the probability of two peers
being in the sane nei ghborhood is too low to make | ocalization to the
nei ghbor hood | evel worthwhile. Attenpting a sinple localization
schenme, such as the AS | ocalization described above, and determ ning
its effectiveness |ikely makes nore sense as a first step.

5.1.2. P4P: Provider Portal for P2P Applications
The Provider Portal for P2P Applications (P4P) project [P4P] ainms to

design a framework to enabl e cooperation between providers and
applications (including P2P), where "providers" may be | SPs, content
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di stribution networks, or caching services. |In this architecture,
each provider can comunicate information to P2P clients through a
portal known as an i Tracker. An iTracker could be identified through
a DNS SRV record (perhaps with its own new record type), a whois

| ook-up, or a trusted third party.

An i Tracker has different interfaces for different types of
information that the provider may want to share. The core interface
allows the provider to express the "virtual cost"” of its intradonain
or interdomain links. Virtual cost may reflect any kind of provider
preferences and may be based on the provider’s choice of netrics,
including utilization, transit costs, or geography. It is up to the
provider to decide how dynanmic it wants to be in updating its virtua
cost determninations.

In tests of this framework, two parallel swarns were created with
approxi mately the sane nunber of clients and simlar geographical and
network distributions, both sharing the sanme file. One of the swarns
used the P4P framework, with the ISP's network topol ogy map as i nput
to its iTracker, and the other swarm used traditional peer selection
The swarm wi t hout P4P saw 98% of traffic to and from peers externa

to the ISP, whereas with P4P that number was 50% Downl oad
conpletion times for the P4P-enabl ed swarm i nproved approxi mately 20%
on aver age.

5.1.3. Milti-Layer, Tracker-Based Architecture

The nmulti-1ayer, tracker-based P2P schene described at the workshop
is a generic exanple of an architecture that denonstrates how
| ocalization nmay be useful in principle.

In a traditional, tracker-based P2P system trackers provide clients
with informati on about seeds and peers where clients can find the
content they seek. A multi-layered tracker architecture incorporates
additional "local" trackers that provide the same information, but
only for content located within their own |ocal network scope.

Client queries are re-directed fromthe global tracker to the
appropriate local trackers. Local trackers may al so exist on
multiple levels, in which case queries would be further re-directed.
This sort of architecture could al so serve hybrid P2P/ cont ent
delivery networks, where the global tracker functions as both a
tracker and a content server, and |local trackers track locally
provi si oned caches in addition to seeds and peers.
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One challenge in this architecture is determ ning what "local" neans
for trackers, seeds, and peers. Locality could be dependent on
traffic conditions, |oad bal ancing, static topology, policy, or sone
other metric. These same considerations would al so be crucial for
determ ni ng appropriate cache placenent in a hybrid network.

This architecture presents in the abstract the problemof re-
directing froma global entity to a local entity. dient queries
need to find their way to the appropriate local tracker. This can be
acconpl i shed through an of f-path, explicit mechani smwhere | oca
trackers register with the global tracker in advance, or through an
on- pat h approach where the network proxies P2P requests. The off-
path tracker format approach is preferable for performance and
reliability reasons.

I nasmuch as the nulti-layer schene might require ISPs to aid peers in
finding optimal paths to unauthorized copies of copyrighted content,
| SPs may be concerned about the legal liability of participating.

5.1.4. | SP-Ai ded Nei ghbor Sel ection

| SPs have a | ot of know edge about their networks: everything from
the bandwi dt h, geography, and service class of particular nodes to
overarching routing policies, OSPF and BGP netrics, and distances to
peering points. The |ISP-aided nei ghbor sel ection service described
bel ow seeks to | everage this know edge wi thout requiring ISPs to
reveal any information that could not already be discerned through
reverse-engi neering by client applications.

The service consists of an "oracle" hosted by an I SP. The oracle
receives a list of IP addresses froma network node, sorts the |ist
according to its own confidential criteria, and returns the sorted
list to the node. The peer ranking provided by the oracle could be
viewed as a special case of the virtual cost interface described in
the previous section.

This service could be used by P2P clients or trackers, or by any

ot her application that would benefit fromlearning its ISP s
connection preferences. The oracle could be run as a web server or
UDP service at a known | ocation (perhaps simlar to BIND).

For interdomain ranking, an ISP could rank its own peers first, or it
could base its ranking on the AS nunber of the IPs in the provided
l[ist. Another option would be for multiple ISPs to work together to
have their oracles exchange lists with each other
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The main challenge in inplenenting the oracle service is scalability.
If peers need to conmunicate to the oracle the I P address of every
peer they know, the size of oracle requests may be inordinately
large. Additionally, today' s |argest swarns approach 10000 peers,
and with every peer requesting a sorted list, the oracle request
volunme will swell. Wth the growth of business nodel s dependent upon
P2P for distribution of content, swarns in the future may be far

| arger, further exacerbating the problem Potential nmitigations

i ncl ude having trackers, instead of peers, issue oracle requests, and
using other peers’ sorted lists as input, rather than always using an
unsorted list.

On the other hand, this approach is advantageous froma | ega
liability perspective, because it does not require |SPs to have any
know edge of where particular content mght be |ocated or to have any
role in directing peers to particular content.

5.1.5. Caches

Depl oyi ng caches as peers in P2P networks was suggested as a
conponent of multiple proposals put forth at the workshop. Caches
may help to ease network | oad by reducing the need for peers to
upl oad to each other and by localizing traffic.

The two mai n concerns about P2P caches relate to network capacity and
legal liability. For caches to be useful, they will likely need to
be | arge (one suggestion was that a 1 TB cache coul d service 30% of
requests within a single AS, and a 100 TB cache coul d servi ce 80% of
requests). Large caches will require sizable bandwidth in order to
avoi d contenti on anong peers. Caches would not be usefully placed
within an HFC network on a cabl e system for exanple.

The legal liability attached to hosting a P2P cache |ikely reduces
the incentives to do so. Even under |egal regines where liability
for caching may be unclear, |1SPs and others may view hosting a cache
as too great of a legal risk to be worthwhile.

5.1.6. Potential |ETF Wrk

Much of the localization work discussed at the workshop is still in
its initial stages, and many questions remain about the val ue that

| ocalization provides for varying network and overlay architectures.
More data is needed to evaluate the effects on both traffic |oad and
client performance. Understanding swarmdistributions is inportant;
swarns with long tails may not particularly benefit from

| ocal i zation.
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Agai nst this backdrop, the key task for the IETF (as identified at
the workshop) is to pinpoint increnentally beneficial work itenms in
the spaces di scussed above. In the future, it nay be possible to
standardi ze entire P2P mechani sns but, as a starting point, it makes
nore sense to single out core manageabl e conmponents for

standardi zation. The focus should be on itens that are not so
specific to one ISP or P2P network that standardization is rendered
usel ess. ldeally, any mechanisms resulting fromthis work m ght
apply to future applications that exhibit the sane bandw dt h-

i ntensive properties as today’'s P2P file-sharing.

In considering any of these itens, it will be necessary to ensure
that the informati on exchanged by networks and applications does not
harm any of the parties involved. Not every piece of infornmation
exchanged will be beneficial or verifiable, and this fact nmust be
recogni zed and accounted for. Solutions that |eave applications or
net wor ks worse off than they already are today will not gain any
traction.

It should also not be assuned that a particular party will be best
suited to provide a particular kind of information. For exanple, an
| SP may not know what the connection costs are in other |SPs’

net wor ks, whereas an overlay network that receives cost information
fromseveral |SPs may have a better handle on this kind of data.

St andardi zation of information sharing should not assune the identity
of particular parties doing the sharing.

The list of potential work itens di scussed at the workshop is
provi ded bel ow. Workshop partici pants showed particular interest in
pursuing the first three itens further

5.1.6.1. AS Nunbers

P2P clients are currently reliant on | P-to-AS mappi ng tabl es when
they want to determ ne AS nunbers. Providing a standard, easier way
for clients to obtain this information may hel p to nake peer
selection nore efficient on certain networks.

5.1.6.2. Querying for Preferred Peers

In situations where a peer or tracker can nake requests in real tine
to a service that expresses its ISP s peering preferences,

standardi zing a format for requests and responses nmay be useful. The
focus woul d be on the comunication of the information, not on the
criteria used to decide preferences. The information provided to
peers would have to be crafted to ensure that it protects the privacy
of other peers and safeguards proprietary network information
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5.1.6.3. Local Tracker, iTracker, Oracle, or Cache D scovery

Wth the deploynent of trackers, iTrackers, oracles, or other

nmechani sns that provide sone information specific to a node’s
locality, nodes will need a way to find these resources. One task
for the | ETF could be to explore a way to do di scovery, potentially
by | everagi ng an existing di scovery protocol (DNS, DHCP, anycast,
etc.). Depending on the resource to be discovered, discovery nay
require only a sinple |look-up, or it may require a nore conpl ex
determ nati on of which resource is "closest"” to the node issuing the
request.

5.1.6.4. |SP Account Usage Infornation

Where | SP subscribers are bound by network usage policies or vol ume-
based quotas, it may be useful to have a standard way of

conmuni cati ng the subscriber’s current usage status. This would be
simlar to information about how many minutes of cell phone airtine
are left in a subscriber’s billing cycle. Applications could use
this information to nake deci si ons about when and how to transfer
data. One challenge in inplenmenting such a standard woul d be support
for potentially limtless different ISP business nodels. The |eve

of granularity that an ISP is able to provide may al so be constrained
dependi ng on the pricing nodel and how dynamic the information is
expected to be.

5.1.6.5. Tracker Formats

A multi-layered tracker approach could potentially be aided by a
standard tracker format for re-directing froma global tracker to a
local tracker. Wile the extent to which existing trackers will be
willing to consult with other trackers is unclear, the re-direction
format may have an anal og in another context -- many HITP servers
build their own indexes of mrror information for a simlar purpose,
though these are not standardized. |If the two probl em spaces prove
to be simlar enough, there may be roomto standardi ze a fornat
across bot h.

5.2. New Approaches to Congestion Contro

One recent informal survey presented at the workshop found that | SPs
perceive traffic volunes from heavy users to be a problem but no

si ngl e congesti on managenent tool has been put to wide use. Wthin
devel oper and research communities, congestion issues raised by

i ncreased P2P traffic vol unes have spurred new t hi nki ng about
congestion-control mechanisms at both the transport |ayer and the
application |ayer. The subsections bel ow expl ore some of these new
i deas and hi ghlight areas where | ETF work may be appropriate.
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5.2.1. End-to-End Congestion Contro

As noted previously, uptake in P2P usage can result in perceptible
end-user |atency on the order of seconds for interactive
applications. One approach to resolving this "round-trip time (RTT)
in seconds" problemwould be for P2P clients to inplenent better
congestion control that keeps the bottleneck full while yielding to
keep the delay of conpeting traffic low. Such an al gorithm has been
i mpl enented in BitTorrent’s client by continuously sanpling one-way
del ay (separating propagati on from queui ng del ay) and targeting a
smal | queui ng del ay value. This essentially approximates a scavenger
service class in an end-to-end congestion-control nechani sm by
forcing bulk, elastic traffic to yield to conpetitors under
congesti on.

In a simlar vein, the PAP framework supports a conponent that allows
applications to mark traffic as "bulk data" (not tine sensitive).
Applications adjust their behavior according to the feedback they
recei ve from such narkings.

Experinmenting with the standardization of these kinds of techniques
or any congestion-control framework with design goals that differ
fromthose of TCP may be hel pful work for the IETF to pursue.

5.2.2. Wighted Congestion Contro

Congestion control has typically been inplenented at a protocol |eve
as an optional, cooperative effort between endpoi nts experiencing
congestion, but in |ooking for a | ong-term approach to congestion
control, we nay need a nore rigorous way for available bandwidth to
be all ocated by and between the hosts using a network. The idea
behi nd wei ght ed congestion control is to allow hosts to give nore
weight to interactive applications during times of congestion

Conparing such an approach with Diffserv showases its strengths and
weaknesses. Unlike Diffserv, weighted congestion control could be

i npl enented on hosts with a sinple extension to socket APIs (although
consensus anong OSes woul d be necessary for portability). Through
wei ght ed congestion control, control resides with the host, whereas
even when Diffserv APIs are available, it is difficult for a host to
know that the network is conplying with its classifications. Wth
wei ght ed congestion control, hosts need sone disincentive to setting
their weights at maxi mum | evels, whereas Diffserv was not desi gned
for individual users to enploy. Both approaches nmust rely on traffic
senders to set policies, nmeaning that the congestion issues stenm ng
fromP2P use on the receiver side are not aided by either nechani sm
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Wth Diffserv, a light user may waste his or her priority connecting
to a heavy user on another network, which is not a problemw th host-
control | ed wei ghting.

Wei ght ed congestion control is just one exanple of a generalized set
of features that characterize useful approaches to congestion
control. These characteristics include full user control of
priorities within a user’s own scope and no possibility of
interpreting | SP behavior as discrinmnatory. The former means that

| SPs shoul d not override user decisions arbitrarily (though this does
not preclude an ISP fromoffering prioritization as an option). The
latter neans that the netric for decision-naking needs to obviate
suspi cion of ISP notivations.

One netric that nmeets these criteria is a harm(cost) netric, where
cost is equal to the ampunt of data that was not served to its
destination. Using this netric, cost is greatest when traffic peaks
are greatest. It allows for a policy of not sending too nmuch data
during tines of congestion, wthout specifying exactly how nuch is
too much. The cost netric could be used either for a Diffserv
approach or for weighted congestion control

One inmportant limtation on ISPs froma congestion-contro
perspective is that they do not have a wi ndow i nto congestion on
other ISPs’ networks. Solving this problemrequires a separate
nmechani smto express congestion across donains.

One potential avenue for the | ETF or IRTF to pursue would be to
establish a long-termdesign teamto assess congestion problens in
general and the long-termeffects of any proposed quick fixes. These
i ssues are not necessarily confined to P2P and should be viewed in
the broader context of massive increases in bandw dth use.

5.3. Quality of Service

Al t hough | SPs have inplenented a wide variety of short-term
approaches to dealing with congestion, several of these may not be
viable in the long term For exanple, sone |SPs have found that
usi ng deep packet inspection to change the delivery characteristics
of certain traffic at times of congestion is nore cost effective than
addi ng additional bandwi dth. Over time, this approach could lead to
a cat-and-nouse game where applications providers continually adapt
to avoid being correctly classified by Deep Packet |nspection (DPI)
equipment. Simlarly, 1SPs inplenenting traffic analysis to identify
P2P traffic may find that, in the long run, the overhead required of
an effective classification scheme will be excessive.
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Quality of service (QS) arrangenments nay be nore suitable in the
long term One approach that distinguishes certain classes of
traffic during times of congestion was described in Section 3.3. A
st andar di zed mechani smthat may be useful for inplenenting QS is
Differentiated Services Code Points (DSCP) [RFC2474].

Wth DSCP, devices at the edge of the network mark packets with the
service level they should receive. Nodes within the network do not
need to renenber anything about service flows, and applications do

not need to request a particular service level. Users effectively

avoid self-interference through service classification

Al t hough DSCP may have many uses, perhaps the nost relevant to the
P2P congestion issue is its ability to facilitate usage-based
charging. User pricing agreenents that charge a premumfor real-
time traffic and best-effort traffic could potentially shape user
behavi or, resulting in reduced congestion (although |ISPs would need a
nmechanismto nitigate the risk of charging subscribers for things

i ke unintentional nalware downl oads or DoS attacks). DSCP could
also be used to limt a user’s supply of high-priority bandw dt h,
resulting in a simlar effect.

Equi prent to support DSCP is already available. Al though there has
been sone concern about a perceived | ack of DSCP deploynent, it is
wi dely used by enterprise custoners, and growth has been strong due
to uptake in VolP at the enterprise |evel.

However, DSCP still faces depl oyment hurdl es on many networks.
Perhaps the largest barrier of all to wi de deploynent is the |lack of
uni form code points to be used across networks. For exanple, the

| atest Wndows Vista APl marks voice traffic as CS7, above the
priority reserve for router traffic. To properly take advantage of

this change, every switch will need to re-mark all traffic. In
addition, disparate I1SPs are currently w thout a neans of verifying
each others’ markings and thus may be unwilling to trust the markings

they receive.
6. Applications Opening Miultiple TCP Connections

The wor kshop di scussi ons about P2P congestion spurred a rel ated

di scussi on about applications (P2P or otherw se) that open nultiple
TCP connections. Wth nultiple users sharing one link, TCP fl ow
fairness gives users with nultiple open connections a |arger
proportion of bandwi dth. Since sone P2P protocols use nultiple open
connections for a single file transfer and users often pursue
multiple transfers at once, this can cause a P2P user to have nany
nore open connections at once than other users on the sanme link. The
sanme is true for users of other applications that open nmultiple
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connections. A single user with nultiple open connections is not
necessarily a problemon its face, but the fact that fairness is
determ ned per flow rather than per user |eaves that inpression
Wor kshop partici pants thought it may be useful for the I ETF to
provi de sone information about such situations.

7. Costs and Congestion

Wor kshop partici pants expressed divergi ng opi ni ons about how nuch the
cost of transferring data -- as experienced by | SPs and, by
extension, their subscribers -- should factor into | ETF thinking on
P2P traffic issues.

On one hand, bandwi dth costs may be significant, even when viewed in
i sol ati on fromcongestion issues. Sonme estinmates put the total cost
of shipping 1 GB between $0.10 and $2. The cost of transit bandw dth
in markets where subscribers are charged flat rates appears to have

| evel ed of f and may no | onger be getting cheaper. Thus, it may be
reasonabl e to expect nore service providers to nove to vol une-based
pricing (where they have not already done so) as a means to contro
congestion and increase revenues. This is only feasible if bandw dth
consunption is visible to end users, which argues for sone nechani sm
of exposing quotas and usage to applications. However, expressing
cost informati on may be outside of the technical purview of the | ETF

On the other hand, congestion can be viewed nerely as a manifestation
of cost. An ISP that invests in capacity could be considered to be
paying to relieve congestion. O, if subscribers are charged for
congesting the network, then cost and congestion could be viewed as
one and the sanme. The distinction between them may thus be
artificial

Wor kshop participants felt that the issues highlighted here may be
useful fodder for |IRTF work.

8. Next Steps

The | ETF community recogni zes the significance of both increasing P2P
traffic volumes and network | oad at |arge. The inportance of
addressing the inpact of high-volume, delay-tolerant data transfer on
end- user experiences was highly apparent at the workshop

At the conclusion of the workshop and in the days followi ng, it

becanme clear that the largest areas of interest fell into two
categories: transport-related i ssues and inproved peer selection
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8.

8.

10.

1. Transport |ssues

Two main transport-related work items evol ved out of the workshop

The first was the creation of a standardized, del ay-based, end-to-end
congestion-control mechani smthat applications such as P2P clients
could use to reduce their own inpact on interactive applications in
use on shared links (as described in Section 5.2.1). The second was
an informational docunment that describes the current practice of P2P
applications opening multiple transport connections and that makes
recommendat i ons about the best practices for doing so (as di scussed
in Section 6).

2. Inproved Peer Sel ection

Partici pants expressed strong interest in further pursuing the range
of concepts described in Section 5.1 that support mechani sms for

i nformati on shari ng between networks and applications to help inprove
peer selection. Adding to the appeal of this topic is its potentia
utility for applications other than P2P that nmay al so benefit from

i nformati on about the network. Because the scope of potentia
solutions discussed at the workshop was broad, extracting out the
nost feasible pieces to pursue is the necessary first step.

Security Considerations

The wor kshop di scussi ons covered a range of potential engineering
activities, each with its own security considerations. For exanple,
if networks are to provide preference or topology information to
applications, the applications may desire some means of verifying the
authenticity of the information. As the |IETF comunity begins to
pursue specific avenues arising out of this workshop, addressing

rel evant security requirerments will be crucial
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