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Abst r act
The Layer Two Tunneling Protocol (L2TP) provides a nethod for
tunnel i ng PPP packets. This docunent describes an extension to L2TP,
to make efficient use of L2TP tunnels within the context of deploying
mul ticast services whose data will have to be conveyed by these

tunnel s.
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1. Introduction

The depl oynent of |P nmulticast-based services may have to deal with
L2TP tunnel engineering. The forwarding of nulticast data within
L2TP sessions may inpact the throughput of L2TP tunnel s because the
same traffic may be sent multiple times within the sane L2TP tunnel
but in different sessions. This proposal ains to reduce the inpact
by applying the replication nechanismof nulticast traffic only when
necessary.

The sol ution described herein provides a nechanismfor transmitting
mul ticast data only once for all the L2TP sessions that have been
established in a tunnel, each nulticast flow having a dedicated L2TP
sessi on.

Wthin the context of deploying IP multicast-based services, it is
assumed that the routers of the IP network that enbed a L2TP Network
Server (LNS) capability may be involved in the forwarding of

mul ticast data, toward users who access the network through an L2TP

tunnel. The LNS is in charge of replicating the multicast data for
each L2TP session that a receiver who has requested a nulticast flow
uses. In the solution described here, an LNS is able to send

mul ticast data only once and to let the L2TP Access Concentrat or
(LAC) performthe traffic replication. By doing so, it is expected
to spare transm ssion resources in the core network that supports

Bour don Experi ment al [ Page 2]



RFC 4045 Efficient Miulticast Traffic in L2TP April 2005

L2TP tunnels. This nulticast extension to L2TP i s designed so that
it does not affect the behavior of L2TP equi pment under nornma
condi tions.

A solution whereby nmulticast data is carried only once in a L2TP
tunnel is of interest to service providers, as edge devices are
aggregating nore and nore users. This is particularly true for
operators who are depl oying xDSL (Digital Subscriber Line) services
and cable infrastructures. Therefore, L2TP tunnels that may be
supported by the network will have to carry multiple redundant

mul ticast data nore often. The solution described in this docunent
applies to downstreamtraffic exclusively; i.e., data com ng fromthe
LNS toward end-users connected to the LAC. This downstream nul ticast
traffic is not franed by the LNS but by the LAC, thus ensuring
conpatibility for all users in a comon tunnel, whatever the fram ng
schene.

1.1. Conventions Used in This Documnent
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1.2. Term nol ogy

Uni cast sessi on

This termrefers to the definition of "Session" as it is described
in the term nol ogy section of [RFC2661].

Mul ti cast session

This termrefers to a connection between the LAC and the LNS
Addi ti onal Control Messages and Attri bute-Val ue-Pairs (AVPs) are
defined in this docunent to open and nmaintain this connection for
the particular purpose of nulticast traffic transportation. This
connection between the LAC and the LNS is intended to convey

mul ticast traffic only.

Sessi on

This termis used when there is no need to dissociate multicast
fromuni cast sessions, and thus it designates both.
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M1 GP
Designates a Multicast Interior Gateway Protocol
Mul ticast flow

Desi gnat es datagrans sent to a group froma set of sources for
which multicast reception is desired.

Gw
Group Managenent Protocol, such as:

- 1GWv1l ([RFC1112])
- 1GWPv2 ([ RFC2236])
- MLD ([ RFC2710], [RFC3590])

SFGWP
Source Filtering G oup Managenment Protocol, such as:

- 1 GWPv3 ([ RFC3376])
- M.Dv2 ([RFC3810])

2. Modtivation for a Session-Based Sol ution

Mul ticast data have to be seen as a singular flow that may be
conveyed into all the L2TP sessions that have been established in a
tunnel. This means that a given L2TP session can be dedicated for
the forwarding of a nmulticast flowthat will be forwarded to nultiple
receivers, including those that can be reached by one or several of
these L2TP sessions. A session carrying IP nulticast data is

i ndependent fromthe underlying fram ng schene and is therefore
conpatible with any new fram ng schenme that may be supported by the
L2TP pr ot ocol

Using a single L2TP session per nulticast flowis notivated by the
foll owi ng argunents:

- The administrator of the LNS is presumably in charge of the IP
mul ti cast - based services and the rel ated engi neering aspects. As
such, he nust be capable of filtering multicast traffic on a
nmul ticast source basis, on a nulticast group basis, and on a user
basi s (users who access the network using an L2TP session that
terminates in this LNS)
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- Having an L2TP session dedicated for a multicast flow nmakes it
possible to enforce specific policies for nulticast traffic. For
instance, it is possible to change the priority treatnment for
mul ti cast packets agai nst uni cast packets.

- It is not always acceptable or possible to have nmulticast
forwarding performed within the network between the LAC and the
LNS. Having the multicast traffic conveyed within an L2TP tunne
ensures a multicast service between the LNS and end-users,
alleviating the need for activating nulticast capabilities in the
under | yi ng net wor k.

3. Control Connection Establishnent
3.1. Negotiation Phase

The mul ticast extension capability is negotiated between the LAC and
the LNS during the control connection establishnent phase. However,
est abl i shnent procedures defined in [ RFC2661] remai n unchanged. An
LAC indicates its nulticast extension capability by using a new AVP
the "Mil ticast Capability" AVP. There is no explicit acknow edgenent
sent by the LNS during the control connection establishment phase.
Instead, the LNS is allowed to use multicast extension nessages to
open and maintain nulticast sessions (see Section 5).

3.2. Milticast Capability AVP (SCCRQ SCCRP)

In order to informthe LNS that an LAC has the ability to handl e
mul ticast sessions, the LAC sends a Miulticast Capability AVP during
the control connection establishment phase. This AVP is either sent
in a SCCRQ or a SCCRP control nessage by the LAC towards the LNS

Upon receipt of the Miulticast Capability AVP, a LNS nay adopt two
di stinct behaviors:

1) The LNS does not inplenment the L2TP nulticast extension: any
nmulticast-related information (including the Miulticast Capability
AVP) will be silently ignored by the LNS

2) The LNS inplements L2TP nmulticast extensions and therefore
supports the Miulticast Capability AVP: the LNS is allowed to send
L2TP specific commands for conveying nulticast traffic toward the
LAC.

The multicast capability exclusively refers to the tunnel for which
the AVP has been received during the control connection establishnent
phase. It SHOULD be possible for an LNS adm nistrator to shut down
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4.

4.

L2TP nul ticast extension features towards one or a set of LAC(s). In
this case, the LNS behavior is simlar to that in 1).

The AVP has the follow ng format:

Vendor | D
Attribute

0
80 (16 bits)

0 1 2 3

01234567890123456789012345678901
i o i T S i I S S s ol ST SN S
M H| 0] 0| 0] 0| Lengt h | Vendor | D |
R e s o S e T S T T i R e e e e o o i

o

+
|
+-
| 80 |

T e i ol ot (T R LR TR R TR TR R

The M bit MJST be set to 0, the AVP MAY be hidden (H- bit set to O or
1).

The length of this AVP is 6 octets.
L2TP Mul ti cast Session Establi shment Deci sion
1. Milticast States in LNS

The router that enbeds the LNS feature MJST support at |east one
Group Managenent Protocol (GW), such as:

- 1Gwvl
- 1 GwPv2
- M.D

or a Source Filtering G oup Management Protocol (SFGW), such as:

- 1 GWPv3
- M.Dv2

The LAC does not have any group nanagenent activity: GW or SFGW
processing is performed by the LNS. The LAC is a |layer-2 equipnent,
and is not supposed to track GV or SFGW nessages between the
receivers and the LNS in this context. The LNS MJUST al ways be at the
origin of the creation of a nulticast L2TP session dedicated for the
forwarding of IP nulticast datagrans destined to a nulticast group
The LNS acts as a GW or SFGW Querier for every logical interface
associ ated to an L2TP sessi on.
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As a nmulticast router, the equi pnent that enbeds the LNS function
will keep state per group per attached network (i.e., per L2TP
session). The LNS-capabl e equi pnent activating nulticast extensions
for L2TP will have to classify and anal yze GW and SFGW states in
order to create L2TP multicast sessions within the appropriate L2TP
tunnels. This is perforned in three steps:

1) The LNS has to conpute group states for each L2TP tunnel, by using

group states recorded for each L2TP session of the tunnel. G oup
state determnation for L2TP tunnels is discussed in Section 4. 2.
For each L2TP tunnel, the result of this conmputation will issue a

list of states of the form (group, filter-node, source-list):

- group: Denotes the nulticast group

- filter-node: Either I NCLUDE or EXCLUDE, as defined in
[ RFC3376] .

- source-list: List of IP unicast addresses fromwhich rulticast
reception is desired or not, depending on the filter-nopde.

2) According to each group state, the LNS will create one or multiple
replication contexts, depending on the filter-node for the
consi dered group and the |local policy configured in the LNS

For groups in | NCLUDE node, the LNS SHOULD inpl enent two different
pol i ci es:

- One session per (source, group) pair: the LNS creates one
replication context per (source, group) pair

or

-  One session per group: the LNS creates one replication context
per (source-list, group) pair

For groups in EXCLUDE node, the LNS will create one replication
context per (list of sources excluded by *all* the receivers,
group). The list of sources represents the intersection of the
sets, not the union.

3) For each replication context, the LNS will create one L2TP
mul ticast session (if threshold conditions are net; see Section
4.3) and its associated Qutgoi ng Session List (OSL). The OSL
lists L2TP sessions that requested the nulticast flow
corresponding to the group and the associ ated source-filtering
properties. There is one OSL per replication context; i.e., per
L2TP mul ti cast session.

For a group menmber running an SFGW, it is therefore possible to

receive multicast traffic fromsources that have been explicitly
excluded in its SFGW nenbership report if other group nenbers in the
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sanme L2TP tunnel wi sh to receive packets fromthese sources. This
behavior is conparable to the case where group nenbers are connected
to the same multi-access network. Wen a group is in EXCLUDE node or
in I NCLUDE nmode with a policy allowi ng one session per (group
source-list), sharing the same L2TP tunnel is equivalent to being
connected to the sane nmulti-access network in ternms of nulticast
traffic received. For groups in |INCLUDE node with a policy allow ng
one L2TP nulti cast session per (source, group), the behavior is
slightly inproved because it prevents group nmenbers fromreceiving
traffic fromnon-requested sources. On the other hand, this policy
potentially increases the nunber of L2TP nulticast sessions to
establish and maintain. Exanples are provided in Appendix A

In order for the LACto forward the nulticast traffic received
through the L2TP multicast session to group nmenmbers, the LNS sends
the OSL to the LAC for the related nmulticast session (see Section 6).

4.2. Goup State Determ nation

Source Filtering G oup Managenent Protocols require querier routers
to keep a filter-nmode per group per attached network, to condense the
total desired reception state of a group to a mninumset so that al
systens’ nenberships are satisfied.

Wthin the context of L2TP, each L2TP session has to be considered an
attached network by GW and SFGW protocols. Wen the L2TP mul ti cast
extension is activated, each L2TP Control Connection has to be

consi dered a pseudo attached network, as well, in order to condense
group nmemnbership reports for every L2TP session in the tunnel

Therefore, a list of group states is maintained for each L2TP Contro
Connection into which the nenmbership information of each of its L2TP
sessions is nmerged. This list of group states is a set of menbership
records of the form (group, filter-node, source-list).

Each group state represents the result of a nerging process applied
to subscriptions on L2TP sessions of a Control Connection for a
consi dered group. This merging process is perfornmed in three steps:

1) Conversion of any GWP subscription into SFGW subscription
(l1awvl/v2 to 1GwWv3, M.Dvl to M.Dv2);

2) Renpval of subscription tinmers and, if filter-node is EXCLUDE
sources with source tiner > 0;

3) Then, resulting subscriptions are merged by using merging rules

descri bed in SFGW specifications ([ RFC3376], Section 3.2,
[ RFC3810], Section 4.2).
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This process is also described in [ PROXY]. Exanples of group state
determi nation are provided in Appendi x A

4.3. Triggering

The rules to be enforced by the LNS whereby it is decided when to
open a dedicated L2TP nulticast session for a nulticast group SHOULD
be configurable by the LNS adnministrator. This would typically
happen whenever a threshold of MJILTI CAST_SESSI ON_THRESHOLD

recei vers/sessions referenced in a replication context is reached.
This threshold val ue SHOULD be valued at 2 by default, as it is worth
openi ng a dedi cated L2TP nulticast session for two group nenbers
sharing the sane desired reception state (which neans that two L2TP
uni cast sessions are concerned). In this case, the OSL wll
reference two distinct L2TP sessions.

The actual receipt by the LNS of multicast traffic requested by end-
users can al so be taken into account to deci de whether the associated
L2TP nul ticast session has to be opened.

Whenever an OSL gets enpty, the LNS MJUST stop sending multicast
traffic over the corresponding L2TP mul ti cast session. Then the L2TP
mul ticast session MJST be torn down as described in Section 7.

Filter-node changes for a group can also trigger the opening or the
term nation of L2TP nulticast sessions in the foll ow ng ways:

a) From | NCLUDE Mbde to EXCLUDE Mode

When a group state filter-node switches from I NCLUDE to EXCLUDE, only
one replication context (and its associated L2TP nulticast session)
issued fromthis group state can exist (see Section 4.1). The LNS
SHOULD keep one replication context previously created for this group
state and it has to update it wth:

- a new source-list that has to be excluded from forwarding
- a new OSL

The LNS MJUST send an OSL update to the LAC to reflect L2TP session
list changes (section 6.2), whenever appropriate. The unused L2TP
mul ticast sessions that correspond to previously created replication
contexts for the group SHOULD be term nated, either actively or

passi vely by enptying their correspondi ng OSLs.

The remaining L2TP mul ti cast session MAY also be ternminated if the
nunber of receivers is below a predefined threshold (see Section 7).
To limt the duration of tenporary packet |oss or duplicates to
receivers, the LNS has to nminimze del ay between OSL updat es nessages
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sent to the LAC. Therefore, one can assune that terminating a
nmul ticast session passively gives the snpbothest transition

b) From EXCLUDE Mode to | NCLUDE Mode

When a group state filter-node switches from EXCLUDE to | NCLUDE
nmultiple replication contexts issued by this group state nmay be
created (see Section 4.1). The LNS SHOULD keep the replication
context previously created for this group state and it has to update
it accordingly with the follow ng information

- anewlist of sources that has to be forwarded. This list has
only one record if there is one replication context per (group

source)
- a new OSL
The LNS MJUST send an OSL update to the LAC to reflect L2TP session
i st changes, whenever appropriate. |If the LNSis configured to
create one replication context per (group, source), L2TP multicast
sessions will be opened in addition to the existing one, depending on

t he number of sources for the group

If new L2TP mul ti cast sessions have to be opened, the LNS SHOULD wait
until these nmulticast sessions are established before updating the
OSL of the original nulticast session. To limt the duration of
tenmporary packet |oss or duplicates to receivers, the LNS has to

m ni mze del ay between OSL updates nmessages sent to the LAC.

4.4. Milticast Traffic Sent from G oup Menbers

The present docunent proposes a solution to enhance the forwarding of
downstream nul ticast traffic exclusively; i.e., data conming fromthe
LNS toward end-users connected to the LAC. |If a group nenber that
uses an L2TP session is also a nulticast source for traffic conveyed
in a nulticast session, datagrans may be sent back to the source. To
prevent this behavior, two options can be used in the LNS

1) Disable the nulticast packets' forwarding capability, for those
mul ti cast datagrams sent by users connected to the network by
means of an L2TP tunnel. Protocols using well-known multicast
addresses MJST NOT be inpacted.

2) Exclude fromthe OSL the L2TP session used by a group nmenber
that sends packets nmatching the replication context of this
OSL. Therefore, the corresponding nulticast flowis sent by
the LNS over the user L2TP unicast session, using standard
mul ticast forwarding rules.
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5. L2TP Milticast Session QOpening Process

The opening of an L2TP multicast session is initiated by the LNS. A
t hree- nessage exchange is used to set up the session. The follow ng
is a typical sequence of events:

LAC LNS
(mul ticast session
triggering)
<- MSRQ

MSRP - >

(Ready to

replicate)

MSE - >
<- ZLB ACK

The ZLB ACK is sent if there are no further nmessages waiting in the
gqueue for that peer.

5.1. Milticast-Session-Request (MSRQ

Mul ti cast - Sessi on- Request (MSRQ) is a control nessage sent by the LNS
to the LACto indicate that a multicast session can be created. The
LNS initiates this message according to the rules in Section 4.3. It
is the first in a three-message exchange used for establishing a

mul ticast session within an L2TP tunnel.

A LNS MJUST NOT send a MSRQ control nessage if the renpte LAC did not
open the L2TP tunnel with the Milticast Capability AVP. The LAC MJST
i gnore MBRQ control messages sent in an L2TP tunnel, if the L2TP

tunnel was not opened with control messages including a Miulticast
Capability AVP.

The foll owi ng AVPs MUST be present in MSRQ

Message Type
Assi gned Session ID

The foll owi ng AVPs MAY be present in MSRQ

Random Vect or
Maxi mum BPS
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The Maxi mum BPS value is set by the LNS adm nistrator. However, this
val ue shoul d be chosen in accordance with the |ine capabilities of
the end-users. The Maxi mum BPS val ue SHOULD NOT be hi gher than the
hi ghest speed connection for all end-users within the L2TP tunnel .
The associ ated Message Type AVP is encoded with the foll ow ng val ues:
Vendor ID =0
Attribute Type = 0
Attribute Value = 23 (16 bits)
The Mbit MJIST be set to 0, and the Hbit MJIST be set to 0.
5.2. Milticast-Session-Response (MSRP)
Mul ti cast - Sessi on- Response (MSRP) is a control nessage sent by the
LAC to the LNS in response to a received MSRQ nessage. It is the

second in a three-nessage exchange used for establishing a nmulticast
session within an L2TP tunnel.

MSRP is used to indicate that the MSRQ was successful and that the
LACwill attenpt to reserve appropriate resources to perform

mul ticast replication for unicast sessions managed in the pertaining
control connecti on.

The foll owi ng AVPs MJUST be present in NMSRP:

Message Type
Assi gned Session ID

The foll owi ng AVP MAY be present in NMSRP:
Random Vect or

The associ ated Message Type AVP is encoded with the foll ow ng val ues:
Vendor ID =0
Attribute Type = 0
Attribute Value = 24 (16 bits)

The Mbit MJUST be set to O, and the H-bit MJST be set to O.

5.3. Milticast-Session-Establishnment (MSE)
Mul ti cast - Sessi on-Establishment (MSE) is a control message sent by

the LACto the LNS to indicate that the LACis ready to receive
necessary nulticast information (Section 6) for the group using the
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newy created nulticast session. It is the third nmessage in the
t hree- nessage sequence used for establishing a nulticast session
within an L2TP tunnel.

The foll owi ng AVP MIUST be present in MSE
Message Type

The foll owing AVP MAY be present in MSE
Sequenci ng Required

Sequencing will occur only fromthe LNS to the LAC, as a multicast
session is only used to forward nulticast traffic downstream

The associ ated Message Type AVP is encoded with the foll ow ng val ues:

Vendor ID =0
Attribute Type = 0
Attribute Value = 25 (16 bits)

The Mbit MJST be set to 0, and the Hbit MJST be set to O.
6. Session M ntenance and Managenent

Once the nulticast session is established, the LAC has to be inforned
of the L2TP uni cast sessions interested in receiving the traffic from
the newly created multicast session, and a related optional priority
paraneter, defined in Section 6.3. To achieve this, a new contro
nessage type is defined: Milticast-Session-Information (Msl).

6.1. Milticast-Session-Information (Msl)

Mul ti cast-Session-Information (MSl) control nessages carry AVPs to
keep the OSL synchroni zed between the LNS and the LAC, and to set the
optional priority paranmeter for multicast traffic versus unicast
traffic. WMl may be extended to update the multicast session with
addi ti onal paraneters, as needed.

Each Msl message is specific to a particular multicast session.
Therefore, the control message MJST use the assigned session ID
associated with the nulticast session (assigned by the LAC), except
for the case mentioned in 6.3.2.
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The associ ated Message Type AVP is encoded with the foll ow ng val ues:

Vendor ID =0
Attribute Type = 0
Attribute Value = 26 (16 bits)

The Mbit MJIST be set to O, and the Hbit MJIST be set to 0.
The foll owing AVP MUST be present in MSI:

Message Type
The foll owi ng AVPs MAY be present in MSl:

Random Vect or

New Qut goi ng Sessi ons

New Qut goi ng Sessi ons Acknow edgenent
W t hdr aw Qut goi ng Sessi ons

Mul ticast Packets Priority

New Qut goi hg Sessi ons, New Qut goi ng Sessi ons Acknow edgenent,
W t hdraw Qut goi ng Sessions, and Multicast Packets Priority are new
AVPs defined in sections 6.2 and 6. 3.

6.2. Qutgoing Sessions List Updates

Whenever a change occurs in the Qutgoing Sessions List, the LNS MJST
informthe LAC of that change. The OSL is built upon subscription
reports recorded by GW or SFGWP processes running in the LNS
(Section 4.1).

The LAC maintains an OSL as a local table transmitted by the LNS. As
for the LNS, the LAC has to maintain an OSL for each L2TP multi cast
session within an L2TP tunnel. To update the LAC OSL, the LNS sends
a New Qut goi ng Sessions AVP for additional sessions, or sends a

W t hdraw Qut goi ng Sessions AVP to renpove sessions. All sessions
nentioned in these AVPs MJST be added or renoved by the LAC fromthe
rel evant OSL. The Qutgoing Sessions List is identified by the tunnel
ID and the nulticast session ID to which the updating AVP refers. To
update the OSL, the follow ng AVPs are used:

Addi tional session(s): New Qutgoing Sessions AVP
Session(s) renpval : Wthdraw Qut goi ng Sessi ons AVP

These new AVPs MJST be sent in an MSI nessage.
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6.2.1. New Qutgoing Sessions AVP (MSBl)
The New Qut goi hg Sessions AVP can only be carried within an M
nmessage type. This AVP piggybacks every Session ID to which the
multicast traffic has to be forwarded.
The AVP has the follow ng format:

Vendor | D
Attribute

0
81 (16 bits)

0 1 2 3
012345678901234567890123456789¢01

T S T s i S i i S S S S ok
| M H 0] 0] 0] O] Length | Vendor |D

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| 81 | Session ID O

B T s i I S e i S i i S S e S
| c. | Session ID N
T i T S i i St SR S S ok

There can be from1 to N Session IDs present in the New Qutgoing
Sessions AVP (considering the maxi mum val ue of the Length field).
This AVP nust be placed in an MSlI nmessage and sent after the
establishment of the nulticast session to indicate the initia

out goi ng sessions to the LAC, and nust be sent at any tine when one
or nore outgoi ng sessions appear during the multicast session
lifetime. Upon receipt of this AVP, the LAC sends a New Qut goi ng
Sessi ons Acknow edgrment AVP to the LNS to notify that the LACis
ready to replicate the nulticast traffic toward the indicated

sessi ons.

Usage of this AVP is increnental; only new outgoing sessions have to
be listed in the AVP.

The M bit MJST be set to 1, and the AVP MAY be hidden (Hbit set to O
or 1).

6.2.2. New Qutgoing Sessions Acknow edgenent AVP (MSl)
The New Qut goi ng Sessi ons Acknow edgenent AVP can only be carried

within an MBSl nmessage type. This AVP inforns the LNS that the LACis
ready to replicate traffic for every Session ID listed in the AVP.
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The AVP has the follow ng format:

Vendor | D
Attribute

0
82 (16 bits)

0 1 2 3
012345678901234567890123456789¢01

i T S S e e s S S i R N e ok
M H| 0] 0] 0] O] Length | Vendor |ID |
B i i T e S ik seTe O I S i S S R S R it dEIE I R SR

82 | Session ID O |

| Session ID N |

+
|
|
|+ o e e e e e e e e e e e e e e e e b e e A e e e e A e e e e e

I S S S e s S S S T T S S e e e e S S

This AVP nust be placed in an MSI message and sent by the LAC toward
the LNS to acknow edge the recei pt of a New Qutgoing Sessions |ist
received in a New Qutgoing Sessions AVP fromthe LNS.

An LNS is allowed to send multicast traffic within the L2TP mul ti cast
session as soon as a New Qutgoi ng Sessions Acknow edgenent AVP is
recei ved for the corresponding L2TP nulticast session.

An LNS is allowed to stop sendi ng packets of the correspondi ng
multicast flow within L2TP uni cast sessions only if it receives an

MBI nmessage with the New Qutgoi ng Session Acknow edgenent AVP, and
only for the unicast Session IDs nentioned in this AVP. The
multicast traffic can then be conveyed in L2TP uni cast sessi ons when
the L2TP multi cast session goes down. Fromthis standpoint, packets
related to this multicast flow SHOULD NOT be conveyed within the L2TP
uni cast sessions mentioned in the AVP in order to avoid the
duplication of nulticast packets.

There can be from1 to N Session IDs present in the New Qutgoing
Sessi ons Acknow edgenent AVP (considering the nmaxi mum val ue of the
Length field). Session IDs nentioned in this AVP that have not been
listed in a previous New Qutgoing Sessions AVP should be ignored.
Non- acknow edged Session |IDs MAY be listed in forthcom ng New

Qut goi ng Sessions AVPs, but nulticast traffic MJUST be sent to | ogical
interfaces associated to these Session IDs as |ong as these Session
I Ds are not acknow edged for replication by the LAC

The M bit MJST be set to 1, and the AVP MAY be hidden (Hbit set to O
or 1).
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6.2.3. Wthdraw Qutgoi ng Sessions AVP (MSI)

The Wt hdraw Qut goi ng Sessions AVP is sent whenever there is one or
nore wi t hdrawn subscriptions for the corresponding multicast flow
(designated by the session ID on which the MSl is sent).

The LAC can stop forwardi ng packets to Session |IDs nentioned in the
AVP for the corresponding multicast flow as soon as it receives the
MBI message enbedding this Wthdraw Target Session AVP.

The AVP has the follow ng format:

Vendor ID =0

Attribute = 83 (16 bits)
0 1 2 3
01234567890123456789012345678901

B T s i I S e i S i i S S e S
| M H 0] 0] 0] O] Length | Vendor |ID

s S S i I S R R e h T Tk e S S S o T S
| 83 | Session ID O

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| - | Session ID N

B T s i I S e i S i i S S e S

There can be from1l to N Session IDs present in the Wthdraw Qut goi ng
Sessi ons AVP (considering the value of the Length field). The Mbit
MJUST be set to 1, and the AVP MAY be hidden (Hbit set to O or 1).

6.3. Milticast Packets Priority AVP (NMSBl)

The Multicast Packets Priority AVP is an optional AVP intended to
indicate to the LAC how to process multicast traffic against unicast
traffic. Even though the LAC behavior is partially described here,
the nature of the traffic (layer-2 frames for unicast traffic and
pure | P packets for nulticast traffic) is not a criteria for
enforcing a traffic prioritization policy. Traffic processing for
the provisioning of a uniformy framed traffic for the final user is
described is section 8.

Three different behaviors can be adopted:
1) Best effort: the traffic is forwarded fromthe LAC to the end-user

in the order in which it comes fromthe LNS, whatever the type of
traffic.
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2) Unicast traffic priority: traffic com ng down the L2TP uni cast
session has priority over traffic com ng down the L2TP mul ti cast
sessi on.

3) Miulticast traffic priority: traffic com ng down the L2TP multi cast
session has priority over traffic com ng down the L2TP uni cast
sessi on.

The priority is encoded as a 16-bit quantity, which can take the
fol |l owi ng val ues:

0: Best effort (default)
1: Unicast traffic priority
2: Multicast traffic priority

The AVP has the follow ng format:

Vendor ID =0
Attribute = 84 (16 bits)

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| M H 0] 0] 0] O] Lengt h | Vendor | D
T S e Sl S S T A Uit SN SRR S
| 84 | Priority Val ue
I I S i i it S S S S it S

Note that the multicast traffic rate can reach up to Maxi num BPS (as
indicated in MSRQ. This rate can exceed the maxi mumrate all owed
for a particular end-user. This nmeans that even with a priority

val ue of 0, the end-user may receive nulticast traffic only; unicast
packets might be dropped because the multicast flow overwhel ns the
LAC forwardi ng buffer(s).

The default Priority Value is 0. The Mbit MJST be set to 0, and the
AVP MAY be hidden (H-bit set to 0 or 1).

There are two ways of using this AVP: gl obal configuration and
i ndi vi dual configuration

6.3.1. dobal Configuration

The Multicast Priority Packet AVP is sent for all L2TP uni cast
sessions concerned with a specific multicast flow represented by an
L2TP nulticast session. |In this case, the AVP is sent in an L2TP MSI
control message for the corresponding nulticast session ID (Session
ID = L2TP session for the corresponding nulticast group). The
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priority value applies to all L2TP unicast sessions to which the
mul ticast group designated by the L2TP nulticast session is intended,
as soon as this AVP is received.

6.3.2. Individual Configuration

The Multicast Priority Packet AVP is sent for a specific L2TP uni cast
session that SHALL adopt a specific behavior for both unicast and
multicast traffics. 1In this case, the AVP is sent in an L2TP M5
control message for the L2TP uni cast session (Session ID = L2TP
session for the concerned user). The priority value applies to the
targeted session only and does not affect the other sessions. Note
that in this case, all multicast packets carried in L2TP multi cast
sessions are treated the sane way by the LAC for the concerned user

This is the only case in which an MSI control nessage can be sent for
an L2TP uni cast session.

6.3.3. Priority

It is the responsibility of the network administrator to decide which
behavi or to adopt between gl obal or individual configurations, if the
AVP is sent twice (one for a nulticast group and one for a specific
end-user). By default, only the individual configurations SHOULD be
taken into consideration in that case.

Support of the Multicast Packets Priority AVP is optional and SHOULD
be configurable by the LAC adm nistrator, if it is relevant.

7. Milticast Session Teardown

An L2TP nulticast session should be torn down whenever there are no
| onger any users interested in receiving the correspondi ng multicast
traffic. A multicast session becomes usel ess once the related OSL
has fewer than a predefined nunmber of entries, this nunber being
defined by a threshold.

Mul ticast session flapping may occur when the nunber of OSL entries
oscillates around the threshold, if the same value is used to trigger
the creation or deletion of an L2TP nulticast session. To avoid this
behavi or, two nmethods can be used:

- The threshold value that is used to determ ne whether the L2TP

mul ti cast session has to be torn down is |ower than the
MULTI CAST_SESSI ON_THRESHOLD val ue;
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- The MULTI CAST_SESSI ON_THRESHOLD val ue is used to determ ne whet her
the L2TP nulticast session has to be torn down. A multicast
session SHOULD be killed after a period of
MULTI CAST_SESSI ON_HOLDTI ME seconds if the correspondi ng OSL
mai ntai ns fewer than a MJULTI CAST_SESSI ON_ THRESHOLD nunber of
entries. The MJULTI CAST_SESSI ON HOLDTI ME val ue is 10 seconds by
default and SHOULD be configurable by either the LAC or the LNS
admi ni strator.

The nmul ticast session can be torn down for nultiple reasons,
i ncluding specific criteria not described here (which can be vendor
specific).

A multicast session teardown can be initiated by either the LAC or
the LNS. However, nulticast session teardown MJST be initiated by
the LNS if the term nation decision is notivated by the nunber of
users interested in receiving the traffic corresponding to a

mul ticast flow

7.1. Qperations

The actual termnation of a nulticast session is initiated with a new
Mul ti cast - Sessi on-End-Notify (MSEN) control nessage, sent either by
the LAC or by the LNS

The following is an exanple of a control nmessage exchange that
term nates a nulticast session

LAC or LNS LAC or LNS
(mul ticast session
term nation)

<- MSEN
(d ean up)
ZLB ACK ->
(d ean up)

7.2. Milticast-Session-End-Notify (MSEN)

The Mul ticast-Session-End-Notify (MSEN) is an L2TP control nessage
sent by either the LAC or the LNS to request the termnation of a
specific nulticast session within the tunnel. |Its purpose is to give
the peer the relevant termination information, including the reason
why the termination occurred. The peer MJST cl ean up any associ ated
resources and does not acknow edge the MSEN nessage.
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As defined in [ RFC2661], termination of a control connection wll
term nate all sessions managed within, including nulticast sessions
if there are any.

The MSEN nessage carries a Result Code AVP with an optional Error
Code.

The foll owi ng AVPs MUST be present in an MSEN nessage:
Message Type
Result Code
Assi gned Session ID

The associ ated Message Type AVP is encoded with the foll ow ng val ues:
Vendor ID =0
Attribute Type = 0
Attribute Value = 27 (16 hits)

The M bit MJST be set to 0, and the Hbit MJST be set to O.

7.3. Result Codes

The foll owi ng values are the defined result codes for MSEN contro

nessages:
1 (16 bits) - No multicast traffic for the group
2 (16 bits) - Session term nated for the reason indicated in

the error code
(16 bits) - No nobre receivers
bits) - No nore receivers (filter-node change)

AW
—~

-

(o))

0 The code 1 MAY be used when the LAC detects that no traffic is
com ng down the multicast session, or when the LNS doesn’t
receive nmulticast traffic to be conveyed over the L2TP
nmul ticast session during a certain period of tine.

0 The code 2 refers to General Error Codes mmintained by the | ANA
for L2TP.

o The code 3 MAY be used by the LAC or the LNS when the OSL is
empty.

o The code 4 MAY be used by the LNS when a multicast session is
torn down because of a filter-node change. This result code
SHOULD al so be used when the OSL becomnes enpty after a filter-
node change (passive term nation when filter-nmode changes from
| NCLUDE t o EXCLUDE; see Section 4.3).
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8.

Traffic Merging

Bot h uni cast and multicast traffics have to be merged by the LAC in
order to forward properly framed data to the end-user. Milticast
packets are franed by the LAC and transnmitted toward the proper end-
user. Methods used to achieve this function are not described here,
since it is an inplenmentation-specific issue.

Al'l frames conveyed fromthe LAC to the end-users have to follow the
fram ng schenme applied for the considered peer to which the traffic
is destined (e.g., the LACis always aware of the PPP [ RFC1661] |ink
paraneters, as described in [ RFC2661], Section 6.14). Note that
using L2TP Multicast Extension features is not appropriate for end-
users who have negotiated a sequenced |ayer-2 connection with the
LNS. Wiile inserting PPP-encapsul ated nulticast packets in a
session, the LAC cannot nodify PPP sequencing performed by the LNS
for each PPP session.

| ANA Consi der ati ons
Thi s docunent defi nes:

- 5 new Message Type (Attribute Type 0) Val ues:

o Mul ticast-Sessi on- Request (MSRQ) . 23
o Mul ticast- Sessi on- Response ( MSRP) . 24
0o Ml ticast-Session-Establishment (MSE) : 25
0o Miulticast-Session-Information (MSI) : 26
o Multicast-Session-End-Notify (MSEN) : 27

- 5 new Control Message Attribute Val ue Pairs:

o Multicast Capability . 80

o New Qut goi ng Sessions . 81

o New Qut goi ng Sessi ons Acknow edgenment : 82

o Wthdraw Qut goi ng Sessi ons : 83

o Multicast Packets Priority . 84

- 4 Result Codes for the MSEN nessage:

o No nulticast traffic for the group 1

0 Session termnated for the reason indicated in the
error code D2

o No nore receivers 3

o No nore receivers (filter-nopde change); 4
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10.

11.

11.

Security Considerations

It is possible for one receiver to nmake additional multicast traffic
that has not been requested go down the Iink of another receiver.
This can happen if a single replication context per group is used in
| NCLUDE npde with receivers having divergent source lists, and in
EXCLUDE node if a receiver has a source |list not shared by anot her
Thi s behavi or can be encountered every tinme receivers are connected
to a common nul ti-access network.

The extension described in this document does not introduce any
addi tional security issues as far as the activation of the L2TP
protocol is concerned.

I njecting appropriate control packets in the tunnel toward the LAC to
nodi fy Qutgoi ng Session List and to fl ood end-users w th unwant ed
multicast traffic is only possible if the control connection is
hacked. As for any reception of illegitimte L2TP control nessages,
the follow ng apply:

- |If the spoofed control nmessage enbeds consistent sequence
nunbers, next messages will appear out of synch, yielding the
control connection to term nate.

- |If sequence nunbers are inconsistent with current contro
connection states, the spoofed control nessage will be queued
or discarded, as described in [ RFC2661], Section 5. 8.

The activation of the L2TP nulticast capability on the LAC could make
the equi pnment nore sensitive to Denial of Service attacks if the
control connection or the related LNS is hacked. The LAC m ght also
be sensitive to the burden generated by the additional replication
wor K.

As nentioned in [ RFC2661], Section 9.2, securing L2TP requires that
the underlying transport nmake encryption, integrity, and
aut hentication services available for all L2TP traffic, including
L2TP nulticast traffic (control and data).
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Appendi x A.  Exanples of Group States Determination
*Exanpl e 1:
Al'l users are managed in the same control connection.

Users {1, 2, 3} subscribe to (Goup Gl, EXCLUDE {})
Users {3, 4, 5} subscribe to (Goup &, EXCLUDE {})

Group states for this L2TP tunnel wll be:

(Gl, EXCLUDE, {})
(&, EXCLUDE, {})

Therefore, two replication contexts will be created:

- RC1:
(*, Gl) packets, Miulticast Session M5l, OSL =1, 2, 3
RC2:

(*, GZ) packets, Milticast Session M52, OSL = 3, 4, 5

*Exanpl e 2:
Al'l users are nmanaged in the sane control connection.
Users {1, 2, 3} subscribe to (Goup Gl, |NCLUDE {S1})
Users {4, 5, 6} subscribe to (Goup Gl, | NCLUDE {S1, S2})
Users {7, 8, 9} subscribe to (Goup Gl, |NCLUDE {S2})
The group state for this L2TP tunnel will be:
(Gl, INCLUDE, {S1, S2)})

If the LNS policy allows one replication context per (group, source),
two replication contexts will be created:

- RC1:
(S1, Gl) packets, Multicast Session Msl, OSL
- RC2:

11 21 31 4, 5, 6
(SZ,.Gl) packets, Milticast Session M52, OSL = 4, 5, 6, 7, 8, 9

If the LNS policy allows one replication context per (group, source-
list), one replication context will be created:

- RC1:
({Ss1, S2}, Gl) packets, Milticast Session M5l, OSL = [1..9]
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*Exanpl e 3:
Al'l users are managed in the same control connection.

Users {1, 2} subscribe to (Group Gl, EXCLUDE {S1})
User {3} subscribes to (Group GL, EXCLUDE {Sl1, S2})

The group state for this L2TP tunnel will be:
(Gl, EXCLUDE, {S1})
Therefore, one replication context will be created:

- RC1:
(*-{S1}, Gl) packets, Milticast Session Ms1l, OSL =1, 2, 3

Next, user {4} subscribes to (Goup Gl, INCLUDE {S1}). The group
state for the L2TP tunnel is changed to:

(Gl, EXCLUDE, {})
The replication context RC1 is changed to:

-RC1: (*, Gl) packets, Multicast Session MSl, OSL =1, 2, 3, 4

*Exanpl e 4:

Al'l users are managed in the sane control connection. The LNS policy
all ows one replication context per (group, source).

Users {1, 2, 3} subscribe to (Goup Gl, |INCLUDE {S1, S2})
The group state for this L2TP tunnel will be:

(Gl, INCLUDE, {S1, S2)})

Therefore, two replication contexts will be created:
- RC1:
(S1, Gl) packets, Multicast Session Msl, OSL =1, 2, 3
- RC2:
(S2, Gl) packets, Multicast Session M52, OSL =1, 2, 3
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Next, user {4} subscribes to (Goup Gl, EXCLUDE {}), equivalent to an
| GWv2 nenbership report. The group state for the L2TP tunnel is

changed to:
(GL, EXCLUDE, {})

The replication context RC1L is changed to:

-RC1: (*, Gl) packets, Multicast Session M5l, OSL =1, 2, 3, 4

The replication context RC2 is changed to:

-RC2: no packets to forward, Multicast Session Ms2, OSL = {}

(Mul'ticast Session M52 will be del eted)

VWhen user {4} leaves Gl, the group state for the L2TP tunnel goes

back to:
(Gl, INCLUDE, {S1, S2})
Replication contexts becomne:

- RC1:
(S1, Gl) packets, Multicast Session MSl, OSL
- RC2:

(82,.Gﬂ) packets, Milticast Session Ms2, OSL
(Mul'ticast Session M52 is re-established)
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retain all their rights.
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pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
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on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.
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copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
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