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1. Introduction

This meno describes the use of the Border Gateway Protocol (BGP) [1]
in the Internet environnent. BGP is an inter-Autononmous System
routing protocol. The network reachability information exchanged via
BGP provides sufficient information to detect routing | oops and
enforce routing decisions based on perfornance preference and policy
constraints as outlined in RFC 1104 [2]. In particular, BG exchanges
routing information containing full AS paths and enforces routing
pol i cies based on configuration information

As the Internet has evolved and grown over in recent years, it has
beconme painfully evident that it is soon to face several serious
scal i ng probl ens. These incl ude:

- Exhaustion of the class-B network address space. One
fundanental cause of this problemis the |lack of a network
class of a size which is appropriate for m d-sized
organi zation; class-C, with a maxi mum of 254 host addresses, is
too small while class-B, which allows up to 65534 addresses, is
too large to be densely popul at ed.

- Gowh of routing tables in Internet routers are beyond the
ability of current software (and people) to effectively nmanage.

- EBEventual exhaustion of the 32-bit |IP address space.
It has becone clear that the first two of these problens are likely

to becone critical within the next one to three years. C assless
inter-domain routing (CIDR) attenpts to deal with these probl ens by
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proposi ng a nmechanismto slow the growh of the routing table and the
need for allocating new I P network nunmbers. It does not attenpt to
solve the third problem which is of a nmore long-termnature, but

i nst ead endeavors to ease enough of the short to md-term
difficulties to allow the Internet to continue to function
efficiently while progress is nade on a |onger-term sol ution

BGP-4 is an extension of BGP-3 that provides support for routing

i nformation aggregation and reducti on based on the C assless inter-
domain routing architecture (CIDR) [3]. This neno describes the
usage of BGP-4 in the Internet.

Al of the discussions in this paper are based on the assunption that
the Internet is a collection of arbitrarily connected Autononous
Systens. That is, the Internet will be nodel ed as a general graph
whose nodes are AS' s and whose edges are connections between pairs of
AS's.

The classic definition of an Autononbus Systemis a set of routers
under a single technical administration, using an interior gateway
protocol and commn netrics to route packets within the AS and using
an exterior gateway protocol to route packets to other AS s. Since
this classic definition was devel oped, it has becone conmon for a
single AS to use several interior gateway protocols and sonetines
several sets of nmetrics within an AS. The use of the term Aut ononous
System here stresses the fact that, even when multiple |IGPs and
nmetrics are used, the administration of an AS appears to other AS' s
to have a single coherent interior routing plan and presents a

consi stent picture of which destinations are reachable through it.

AS's are assuned to be adninistered by a single adm nistrative
entity, at least for the purposes of representation of routing
information to systens outside of the AS.

2. BGP Topol ogi cal Mode

When we say that a connection exists between two AS's, we nean two
t hi ngs:

Physi cal connection: There is a shared Data Link subnetwork
between the two AS's, and on this shared subnetwirk each AS has at
| east one border gateway belonging to that AS. Thus the border

gat eway of each AS can forward packets to the border gateway of
the other AS without resorting to Inter-AS or Intra-AS routing.

BGP connection: There is a BGP session between BGP speakers in

each of the AS's, and this session communi cates those routes that
can be used for specific destinations via the advertising AS.
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Thr oughout this docunment we place an additional restriction on the
BGP speakers that formthe BGP connection: they nust thensel ves
share the sanme Data Link subnetwork that their border gateways
share. Thus, a BGP session between adjacent AS s requires no
support fromeither Inter-AS or Intra-AS routing. Cases that do
not conformto this restriction fall outside the scope of this
document .

Thus, at each connection, each AS has one or nore BGP speakers and
one or nore border gateways, and these BGP speakers and border
gateways are all |located on a shared Data Link subnetwork. Note that
BGP speakers do not need to be a border gateway, and vice versa.

Pat hs announced by a BGP speaker of one AS on a given connection are
taken to be feasible for each of the border gateways of the other AS
on the sanme shared subnetwork, i.e. indirect neighbors are allowed.

Much of the traffic carried within an AS either originates or

term nates at that AS (i.e., either the source |IP address or the
destination |IP address of the I P packet identifies a host internal to
that AS). Traffic that fits this description is called "loca
traffic". Traffic that does not fit this description is called
"transit traffic". A mpjor goal of BGP usage is to control the flow
of transit traffic.

Based on how a particular AS deals with transit traffic, the AS may
now be placed into one of the follow ng categories:

stub AS: an AS that has only a single connection to one other AS.
Naturally, a stub AS only carries local traffic.

mul ti homed AS: an AS that has connections to npbre than one ot her
AS, but refuses to carry transit traffic.

transit AS: an AS that has connections to nore than one ot her AS,
and i s designed (under certain policy restrictions) to carry both
transit and | ocal traffic.

Since a full AS path provides an efficient and straightforward way of
suppressing routing | oops and elimnates the "count-to-infinity"
probl em associ ated with sone di stance vector algorithms, BGP inposes
no topol ogical restrictions on the interconnection of AS s.
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3. BGP in the Internet
3.1 Topol ogy Consi derations

The overall Internet topology nmay be viewed as an arbitrary

i nterconnection of transit, nultihonmed, and stub AS's. In order to
mnimze the inpact on the current Internet infrastructure, stub and
mul ti honed AS's need not use BGP. These AS's may run other protocols
(e.g., EGP) to exchange reachability information with transit AS' s.
Transit AS's using BGP will tag this information as havi ng been

| earned by sone nethod other than BGP. The fact that BGP need not run
on stub or multihomed AS's has no negative inpact on the overal
quality of inter-AS routing for traffic that either destined to or
originated fromthe stub or multi honed AS' s in question

However, it is recommended that BGP be used for stub and nul ti homed

AS's as well. In these situations, BGP will provide an advantage in
bandwi dt h and performance over sonme of the currently used protocols
(such as EGP). In addition, this would reduce the need for the use

of default routes and in better choices of Inter-AS routes for
mul ti honed AS' s.

3.2 d obal Nature of BGP
At a global level, BGP is used to distribute routing infornmation

anong mul ti pl e Autononous Systens. The information flows can be
represented as foll ows:

S + S +
BG® | BG | B | BGP | BGP
--------- + oot S
| 1GP | | 1GP |
O + O +
<-AS A -> <--AS B->

Thi s diagram points out that, while BGP alone carries information
between AS's, both BGP and an | GP nay carry information across an AS.
Ensuring consistency of routing information between BG? and an | GP
within an ASis a significant issue and is discussed at length |ater
i n Appendi x A

3.3 BGP Nei ghbor Rel ationshi ps
The Internet is viewed as a set of arbitrarily connected AS s.
Rout ers that communicate directly with each other via BGP are known

as BGP speakers. BGP speakers can be located within the same AS or in
different AS's. BGP speakers in each AS communicate with each ot her
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to exchange network reachability informati on based on a set of
policies established within each AS. For a given BGP speaker, sone
ot her BGP speaker with which the given speaker conmunicates is
referred to as an external peer if the other speaker is in a
different AS, while if the other speaker is in the sane AS it is
referred to as an internal peer

There can be as many BGP speakers as deened necessary within an AS.
Usually, if an AS has multiple connections to other AS's, multiple
BGP speakers are needed. Al BGP speakers representing the same AS
must give a consistent image of the AS to the outside. This requires
that the BGP speakers have consistent routing informati on anong them
These gateways can comuni cate with each other via BGP or by other
nmeans. The policy constraints applied to all BGP speakers within an
AS nust be consistent. Techni ques such as using a tagged | GP (see
A.2.2) may be enployed to detect possible inconsistencies.

In the case of external peers, the peers nmust belong to different
AS' s, but share a common Data Link subnetwork. This comon subnet work
shoul d be used to carry the BGP nessages between them The use of BGP
across an intervening AS invalidates the AS path information. An

Aut ononpbus Syst em nunber nust be used with BGP to specify which

Aut ononpbus System t he BGP speaker bel ongs to.

4. Requirenents for Route Aggregation

A conformant BGP-4 inplenentation is required to have the ability to
speci fy when an aggregated route may be generated out of partia
routing information. For exanple, a BGP speaker at the border of an
aut ononmous system (or group of autononobus systens) nust be able to
generate an aggregated route for a whole set of destination IP
addresses (in BGP-4 term nology such a set is called the Network
Layer Reachability Information or NLRI) over which it has

admi ni strative control (including those addresses it has del egated),
even when not all of them are reachable at the sane tine.

A conformant inplenentation may provide the capability to specify
when an aggregated NLRI may be generated.

A conformant inplenmentation is required to have the ability to
speci fy how NLRI may be de-aggregated

A conformant inplenentation is required to support the follow ng
options when dealing with overl apping routes:

- Install both the less and the nore specific routes

- Install the nore specific route only
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- Install the less specific route only
- Install neither route

Certain routing policies my depend on the NLRI (e.g. "research”
versus "comercial"). Therefore, a BGP speaker that perforns route
aggregation should be cogni zant, if possible, of potentia

i mplications on routing policies when aggregati ng NLRI

5. Policy Making with BGP

BGP provides the capability for enforcing policies based on various
routing preferences and constraints. Policies are not directly
encoded in the protocol. Rather, policies are provided to BG in the
formof configuration information.

BGP enforces policies by affecting the selection of paths from
nmultiple alternatives and by controlling the redistribution of
routing infornmation. Policies are determined by the AS

admi ni stration.

Routing policies are related to political, security, or economc
consi derations. For exanple, if an ASis unwilling to carry traffic
to another AS, it can enforce a policy prohibiting this. The
following are exanples of routing policies that can be enforced with
the use of BGP

1. A multihonmed AS can refuse to act as a transit AS for other
AS's. (It does so by only advertising routes to destinations
internal to the AS.)

2. A mltihomed AS can become a transit AS for a restricted set of
adjacent AS's, i.e., sone, but not all, AS' s can use the
mul ti homed AS as a transit AS. (It does so by advertising its
routing information to this set of AS s.)

3. An AS can favor or disfavor the use of certain AS s for
carrying transit traffic fromitself.

A number of performance-related criteria can be controlled with the
use of BGP

1. An AS can nminimze the nunber of transit AS s. (Shorter AS
paths can be preferred over |onger ones.)

2. The quality of transit AS's. If an AS determ nes that two or

nore AS paths can be used to reach a given destination, that AS
can use a variety of neans to decide which of the candidate AS
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paths it will use. The quality of an AS can be neasured by such
things as dianeter, link speed, capacity, tendency to becone
congested, and quality of operation. Information about these
qualities might be determ ned by neans other than BGP

3. Preference of internal routes over external routes.

For consistency within an AS, equal cost paths, resulting from
conbi nati ons of policies and/or normal route sel ection procedures,
must be resolved in a consistent fashion

Fundamental to BGP is the rule that an AS advertises to its

nei ghboring AS's only those routes that it uses. This rule reflects
the "hop-by-hop" routing paradi gmgenerally used by the current

I nt ernet.

6. Path Selection with BGP

One of the mmjor tasks of a BGP speaker is to evaluate different
paths fromitself to a set of destination covered by an address
prefix, select the best one, apply appropriate policy constraints,
and then advertise it to all of its BGP neighbors. The key issue is
how different paths are evaluated and conpared. |In traditiona

di stance vector protocols (e.g., RIP) there is only one netric (e.g.
hop count) associated with a path. As such, conparison of different
paths is reduced to sinply conparing two nunbers. A conplication in
Inter-AS routing arises fromthe |lack of a universally agreed-upon
nmetric anong AS' s that can be used to eval uate external paths.

Rat her, each AS may have its own set of criteria for path evaluation

A BGP speaker builds a routing database consisting of the set of al
feasible paths and the list of destinations (expressed as address
prefixes) reachabl e through each path. For purposes of precise

di scussion, it’s useful to consider the set of feasible paths for a
set of destinations associated with a given address prefix. In nost
cases, we woul d expect to find only one feasible path. However, when
this is not the case, all feasible paths should be nmintained, and
their maintenance speeds adaptation to the | oss of the prinmary path.
Only the primary path at any given tinme will ever be advertised.

The path sel ection process can be formalized by defining a conplete
order over the set of all feasible paths to a set of destinations
associated with a given address prefix. One way to define this

conpl ete order is to define a function that maps each full AS path to
a non-negative integer that denotes the path’'s degree of preference.
Path selection is then reduced to applying this function to al

f easi bl e paths and choosing the one with the hi ghest degree of

pr ef erence.
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In actual BGP inplenentations, the criteria for assigning degree of
preferences to a path are specified as configuration information

The process of assigning a degree of preference to a path can be
based on several sources of information

1. Information explicitly present in the full AS path.

2. A conbination of information that can be derived fromthe ful
AS path and information outside the scope of BGP (e.g., policy
routing constraints provided as configuration information).

Possible criteria for assigning a degree of preference to a path are:
- AS count. Paths with a smaller AS count are generally better.

- Policy considerations. BGP supports policy-based routing based
on the controlled distribution of routing information. A BGP
speaker may be aware of sone policy constraints (both within
and outside of its own AS) and do appropriate path sel ection
Pat hs that do not conply with policy requirenents are not
consi dered further.

- Presence or absence of a certain AS or AS's in the path. By
neans of information outside the scope of BGP, an AS may know
sonme performance characteristics (e.g., bandw dth, MU, intra-
AS di aneter) of certain AS's and may try to avoid or prefer
t hem

- Path origin. A path learned entirely fromBGP (i.e., whose
endpoint is internal to the last AS on the path) is generally
better than one for which part of the path was |earned via EGP
or some ot her neans.

- AS path subsets. An AS path that is a subset of a |onger AS
path to the sane destination should be preferred over the
| onger path. Any problemin the shorter path (such as an
outage) will also be a problemin the |onger path.

- Link dynamcs. Stable paths should be preferred over unstable
ones. Note that this criterion must be used in a very carefu
way to avoid causing unnecessary route fluctuation. Cenerally,
any criteria that depend on dynam c infornmation mght cause
routing instability and should be treated very carefully.
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7. Required set of supported routing policies

Policies are provided to BGP in the formof configuration
information. This information is not directly encoded in the
protocol . Therefore, BGP can provide support for very conplex routing
policies. However, it is not required that all BGP inplenentations
support such policies.

We are not attenpting to standardize the routing policies that nust
be supported in every BGP inpl enentation; we strongly encourage al
i mpl enentors to support the followi ng set of routing policies:

1. BGP inplenentations should allow an AS to control announcenents
of BGP-learned routes to adjacent AS's. |Inplenentations should
al so support such control with at least the granularity of a
singl e address prefix. Inplenmentations should al so support
such control with the granularity of an autonompbus system
where the autononbus system may be either the autononbus system
that originated the route, or the autononpbus systemthat
advertised the route to the | ocal system (adjacent autononous
system). Care must be taken when a BGP speaker selects a new
route that can’'t be announced to a particul ar external peer
whil e the previously selected route was announced to that peer
Specifically, the | ocal systemmnust explicitly indicate to the
peer that the previous route is now infeasible.

2. BGP inplementations should allow an AS to prefer a particul ar
path to a destination (when nore than one path is avail able).
At the mininmuman inplenmentation shall support this
functionality by allowing to admi nistratively assign a degree
of preference to a route based solely on the | P address of the
nei ghbor the route is received from The allowed range of the
assi gned degree of preference shall be between 0 and 27(31) -
1

3. BGP inplenentations should allow an AS to ignore routes with
certain AS s in the AS PATH path attribute. Such function can
be i nmpl enented by using the technique outlined in [2], and by
assigning "infinity" as "weights" for such AS's. The route
sel ection process nmust ignore routes that have "wei ght" equa
to "infinity".

8. Interaction with other exterior routing protocols

The gui delines suggested in this section are consistent with the
gui del i nes presented in [3].
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An AS shoul d advertise a mininal aggregate for its interna
destinations with respect to the amobunt of address space that it is
actually using. This can be used by administrators of non-BGP 4 AS' s
to determ ne how many routes to expl ode froma single aggregate.

A route that carries the ATOM C AGGREGATE path attribute shall not be
exported into either BGP-3 or EGP2, unless such an exportation can be
acconpl i shed wit hout exploding the NLRI of the route.

8.1 Exchanging information with EGP2

Thi s docunent suggests the followi ng guidelines for exchanging
routing infornmati on between BGP-4 and EGP2.

To provide for graceful mgration, a BGP speaker may participate in
EGP2, as well as in BGP-4. Thus, a BGP speaker may receive IP
reachability information by neans of EGP2 as well as by means of
BGP-4. The information received by EGP2 can be injected into BGP-4
with the ORIG@ N path attribute set to 1. Likewise, the infornmation
received via BGP-4 can be injected into EGP2 as well. In the latter
case, however, one needs to be aware of the potential informtion
expl osi on when a given IP prefix received fromBGP-4 denotes a set of
consecutive A/B/C class networks. Injection of BGP-4 received NLR
that denotes |IP subnets requires the BGP speaker to inject the
correspondi ng network into EGP2. The |ocal system shall provide
mechani sns to control the exchange of reachability information
between EGP2 and BGP-4. Specifically, a conformant inplementation is
required to support all of the follow ng options when injecting BGP-4
recei ved reachability information into EGP2:

- inject default only (0.0.0.0); no export of any other NLR

- allow control | ed deaggregation, but only of specific routes;
al | ow export of non-aggregated NLR

- allow export of only non-aggregated NLRI
The exchange of routing information via EGP2 between a BGP speaker
participating in BG>-4 and a pure EGP2 speaker may occur only at the
domai n (aut ononmous system) boundari es.

8.2 Exchanging information with BGP-3

Thi s docunment suggests the follow ng guidelines for exchanging
routing information between BGP-4 and BGP- 3.

To provide for graceful mgration, a BGP speaker may participate in
BGP-3, as well as in BGP-4. Thus, a BGP speaker mmy receive |IP
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reachability information by neans of BGP-3, as well as by neans of
BGP- 4.

A BGP speaker may inject the information received by BGP-4 into BGP-3
as follows.

If an AS PATH attribute of a BGP-4 route carries AS SET path
segnents, then the AS PATH attribute of the BGP-3 route shall be
constructed by treating the AS SET segnents as AS_SEQUENCE segnents,
with the resulting AS PATH being a single AS SEQUENCE. Wile this
procedure | oses set/sequence information, it doesn't affect
protection for routing | oops suppression, but may affect policies, if
the policies are based on the content or ordering of the AS PATH
attribute.

VWi le injecting BGP-4 derived NLRI into BGP-3, one needs to be aware
of the potential information explosion when a given |IP prefix denotes
a set of consecutive A/B/C class networks. Injection of BGP-4 derived
NLRI that denotes |IP subnets requires the BGP speaker to inject the
correspondi ng network into BGP-3. The |ocal system shall provide
mechani sns to control the exchange of routing information between
BGP- 3 and BGP-4. Specifically, a conformant inplenentation is
required to support all of the follow ng options when injecting BGP-4
received routing information into BGP-3:

- inject default only (0.0.0.0), no export of any other NLR

- allow control |l ed deaggregation, but only of specific routes;
al  ow export of non-aggregated NLR

- allow export of only non-aggregated NLR

The exchange of routing information via BGP-3 between a BGP speaker
participating in BG>-4 and a pure BGP-3 speaker may occur only at
the aut ononmous system boundaries. Wthin a single autononmus system
BGP conversations between all the BGP speakers of that autononous
system have to be either BGP-3 or BGP-4, but not a mixture.

9. Operations over Switched Virtual Crcuits

VWhen using BGP over Switched Virtual Circuit (SVC) subnetworks it may
be desirable to mnimze traffic generated by BGP. Specifically, it
nmay be desirable to elimnate traffic associated with periodic
KEEPALI VE nessages. BGP includes a nechani smfor operation over
switched virtual circuit (SVC) services which avoi ds keeping SVCs
permanently open and allows it to elimnates periodic sending of
KEEPALI VE messages.
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This section describes how to operate without periodi c KEEPALI VE
nessages to mnimse SVC usage when using an intelligent SVC circuit
manager. The proposed schene may al so be used on "pernanent"
circuits, which support a feature like link quality nonitoring or
echo request to determne the status of |ink connectivity.

The nechani sm described in this section is suitable only between the
BGP speakers that are directly connected over a conmon virtua
circuit.

9.1 Establishing a BG Connection

The feature is selected by specifying zero Hold Tinme in the OPEN
nmessage.

9.2 CGircuit Manager Properties

The circuit manager must have sufficient functionality to be able to
conpensate for the lack of periodic KEEPALI VE nessages:

- It nust be able to determine link |ayer unreachability in a
predictable finite period of a failure occurring.

- On determning unreachability it shoul d:

- start a configurable dead tiner (conparable to a
typical Hold timer value).

- attenpt to re-establish the Link Layer connection

If the dead tiner expires it shoul d:
- send an internal circuit DEAD indication to TCP
- If the connection is re-established it shoul d:
- cancel the dead timer.
- send an internal circuit UP indication to TCP
9.3 TCP Properties

A snmal |l nodification nust be nade to TCP to process interna
notifications fromthe circuit manager

- DEAD: Flush transmit queue and abort TCP connection
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- UP:. Transmit any queued data or allow an outgoing TCP call to
proceed.

9.4 Comnbi ned Properties

10.

Sone i nplementations nmay not be able to guarantee that the BGP
process and the circuit manager will operate as a single entity; i.e.
they can have a separate existence when the other has been stopped or
has crashed.

If this is the case, a periodic two-way poll between the BGP process
and the circuit manager should be inplenented. |I|f the BGP process
di scovers the circuit manager has gone away it should cl ose al

rel evant TCP connections. |f the circuit manager discovers the BGP
process has gone away it should close all its connections associ ated
with the BGP process and reject any further incom ng connections.

Concl usi on

The BGP protocol provides a high degree of control and flexibility
for doing interdomain routing while enforcing policy and perfornmance
constraints and avoiding routing | oops. The guidelines presented here
will provide a starting point for using BGP to provide nore

sophi sticated and nmanageable routing in the Internet as it grows.
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Appendi x A. The Interaction of BG and an | GP

This section outlines nethods by which BGP can exchange routing
information with an I GP. The nethods outlined here are not proposed
as part of the standard BGP usage at this tine. These methods are
outlined for informati on purposes only. Inplenentors nmay want to
consi der these nethods when inporting IGP infornmation.

This is general information that applies to any generic |IGP

Interaction between BGP and any specific IGP is outside the scope of
this section. Methods for specific |G s should be proposed in
separate docunments. Methods for specific |G s could be proposed for
standard usage in the future.

Overvi ew

By definition, all transit AS s nust be able to carry traffic which
originates fromand/or is destined to |ocations outside of that AS.
This requires a certain degree of interaction and coordination

bet ween BGP and the Interior Gateway Protocol (1GP) used by that
particular AS. In general, traffic originating outside of a given AS
is going to pass through both interior gateways (gateways that

support the I1GP only) and border gateways (gateways that support both
the 1GP and BGP). Al interior gateways receive infornmation about
external routes fromone or nmore of the border gateways of the AS via
the | GP.

Dependi ng on the mechani smused to propagate BGP information within a
given AS, special care nmust be taken to ensure consistency between
BGP and the I GP, since changes in state are |likely to propagate at
different rates across the AS. There may be a tine w ndow between the
nonent when some border gateway (A) receives new BGP routing

i nformati on which was originated from anot her border gateway (B)
within the sane AS, and the noment the IGP within this AS is capable
of routing transit traffic to that border gateway (B). During that
time window, either incorrect routing or "black hol es" can occur

In order to minimze such routing problens, border gateway (A) should
not advertise to any of its external peers a route to some set of
exterior destinations associated with a given address prefix X via
border gateway (B) until all the interior gateways within the AS are
ready to route traffic destined to these destinations via the correct
exit border gateway (B). In other words, interior routing should
converge on the proper exit gateway before/advertising routes via
that exit gateway to external peers.
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A. 2 Methods for Achieving Stable Interactions

The foll owi ng di scussion outlines several techniques capabl e of
achieving stable interacti ons between BGP and the I1GP within an
Aut ononpbus System

A. 2.1 Propagation of BGP Information via the IGP

Wil e BGP can provide its own mechani smfor carrying BGP information
within an AS, one can also use an IGP to transport this information,
as long as the |1 GP supports conplete flooding of routing information
(providing the mechanismto distribute the BGP infornmation) and one
pass convergence (naking the mechanismeffectively atomic). If an IGP
is used to carry BGP information, then the period of
desynchroni zati on described earlier does not occur at all, since BGP
i nformati on propagates within the AS synchronously with the |1 GP, and
the 1 GP converges nore or |ess simultaneously with the arrival of the
new routing information. Note that the I1GP only carries BGP

i nformati on and should not interpret or process this information.

A. 2.2 Tagged Interior Gateway Protoco

Certain 1 GPs can tag routes exterior to an AS with the identity of
their exit points while propagating themw thin the AS. Each border
gat eway shoul d use identical tags for announcing exterior routing

i nformation (received via BGP) both into the | GP and when propagating
this information to other internal peers (peers within the sane AS).
Tags generated by a border gateway nust uniquely identify that
particul ar border gateway--different border gateways mnmust use

di fferent tags.

Al Border Gateways within a single AS nust observe the followi ng two
rul es:

1. Information received froman internal peer by a border gateway
A declaring a set of destination associated with a given
address prefix to be unreachabl e nust imredi ately be propagated
to all of the external peers of A

2. Information received froman internal peer by a border gateway
A about a set of reachable destinations associated with a given
address prefix X cannot be propagated to any of the externa
peers of A unless/until A has an IGP route to the set of
destinations covered by X and both the I GP and the BGP routing
i nformati on have identical tags.

These rul es guarantee that no routing information is announced
externally unless the IGP is capable of correctly supporting it. It
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al so avoi ds sone causes of "black hol es".

One possible method for tagging BGP and | GP routes within an ASis to
use the I P address of the exit border gateway announcing the exterior
route into the AS. In this case the "gateway" field in the BG® UPDATE
nessage is used as the tag.

An alternate nethod for tagging BGP and I1GP routes is to have BGP and
the 1GP agree on a router ID. In this case, the router IDis
available to all BGP (version 3 or higher) speakers. Since this ID
is already unique it can be used directly as the tag in the IGP

A. 2.3 Encapsul ati on

Encapsul ation provides the sinmplest (in ternms of the interaction
between the I GP and BGP) mechanismfor carrying transit traffic
across the AS. In this approach, transit traffic is encapsul ated
within an | P datagram addressed to the exit gateway. The only

requi renment inposed on the IGP by this approach is that it should be
capabl e of supporting routing between border gateways within the sane
AS.

The address of the exit gateway A for sone exterior destination X is
specified in the BGP identifier field of the BG® OPEN nessage
received fromgateway A (via BGP) by all other border gateways within
the same AS. In order to route traffic to destination X, each border
gateway within the AS encapsulates it in datagranms addressed to
gateway A. Gateway A then performs decapsul ation and forwards the
original packet to the proper gateway in another AS.

Si nce encapsul ation does not rely on the 1GP to carry exterior
routing information, no synchronization between BGP and the IGP is
required.

Sonme means of identifying datagrans containing encapsulated I P, such
as an | P protocol type code, nust be defined if this nethod is to be
used.

Note that, if a packet to be encapsul ated has length that is very
close to the MIU, that packet would be fragnented at the gateway that
performs encapsul ati on.

A. 2.4 Pervasive BCGP
If all routers in an AS are BGP speakers, then there is no need to
have any interaction between BGP and an I GP. In such cases, al

routers in the AS already have full information of all BGP routes.
The 1GP is then only used for routing within the AS, and no BGP
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routes are inported into the IGP

For routers to operate in this fashion, they nmust be able to perform
a recursive lookup in their routing table. The first [ookup will use
a BGP route to establish the exit router, while the second | ookup
will determine the IGP path to the exit router.

Since the I1GP carries no external information in this scenario, al
routers in the AS will have converged as soon as all BGP speakers
have new i nformati on about this route. Since there is no need to
delay for the IGP to converge, an inplementation may advertise these
routes without further delay due to the IGP

A.2.5 Oher Cases

There may be AS's with I GPs which can neither carry BGP information
nor tag exterior routes (e.g., RIP). In addition, encapsul ation may
be either infeasible or undesirable. In such situations, the
following two rules nmust be observed:

1. Information received froman internal peer by a border gateway
A declaring a destination to be unreachabl e rmust inmmredi ately be
propagated to all of the external peers of A

2. Information received froman internal peer by a border gateway
A about a reachabl e destination X cannot be propagated to any
of the external peers of A unless A has an IGP route to X and
sufficient time has passed for the IGP routes to have
conver ged.

The above rul es present necessary (but not sufficient) conditions for
propagating BGP routing information to other AS's. |In contrast to
tagged | GPs, these rules cannot ensure that interior routes to the
proper exit gateways are in place before propagating the routes to

ot her AS's.

If the convergence tine of an IGP is |ess than sonme small val ue X,
then the time wi ndow during which the | GP and BGP are unsynchroni zed
is less than X as well, and the whole issue can be ignored at the
cost of transient periods (of less than length X) of routing
instability. A reasonable value for Xis a matter for further study,
but X shoul d probably be | ess than one second.

If the convergence tine of an | GP cannot be ignored, a different

approach i s needed. Mechani sns and techni ques which night be
appropriate in this situation are subjects for further study.

Rekhter & G oss [ Page 18]



RFC 1772 BGP-4 Application March 1995

Ref er ences

[1]

[2]

[3]

Rekhter Y., and T. Li, "A Border Gateway Protocol 4 (BGP-4), RFC
1771, T.J. Watson Research Center, |IBM Corp., cisco Systens,
March 1995.

Braun, HW, "Models of Policy Based Routing", RFC 1104,
Merit/ NSFNET, June 1989.

Fuller, V., Li, T., Yu, J., and K Varadhan, "Supernetting: an
Addr ess Assi gnnent and Aggregation Strategy", RFC1519, BARRNet,
cisco, MERI T, QARnet, Septenber 1993.

Security Considerations
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